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ABSTRACT
This position paper advocates for digital sobriety in the design and
usage of wireless acoustic sensors. As of today, these devices all
rely on batteries, which are either recharged by a human operator
or via solar panels. Yet, batteries contain chemical pollutants and
have a shorter lifespan than electronic components: as such, they
hinder the autonomy and sustainability of the Internet of Sounds at
large. Against this problem, our radical answer is to avoid the use
of batteries altogether; and instead, to harvest ambient energy in
real time and store it in a supercapacitor allowing a few minutes of
operation. We show the inherent limitations of battery-dependent
technologies for acoustic sensing. Then, we describe how a low-
cost Micro-Controller Unit (MCU) could serve for audio acquisition
and feature extraction on the edge. In particular, we stress the
advantage of storing intermediate computations in ferroelectric
random-access memory (FeRAM), which is nonvolatile, fast, en-
durant and consumes little. As a proof of concept, we present a
simple-minded detector of sine tones in background noise, which
relies on a fixed-point implementation of the fast Fourier transform
(FFT). We outline future directions towards bioacoustic event de-
tection and urban acoustic monitoring without batteries nor wires.

CCS CONCEPTS
• Hardware → Sound-based input / output; Digital signal

processing;Power estimation and optimization; Impact on the
environment; • Computer systems organization → Real-time
systems; • Networks → Sensor networks.
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1 INTRODUCTION
The term “Internet of Sounds” (IoS) refers to the integration of
audio engineering technologies into the application layer of the
Internet [42]. This topic is quickly gaining momentum in the digital
industry, chiefly because of two parallel trends: cheaper record-
ing and communication on one hand [34], cheaper computing and
storage on the other hand [29]. In particular, the first trend lowers
the deployment cost of acoustic sensor networks, i.e. arrays of au-
tonomous recording units which stream acoustic information in
real time [8]. Meanwhile, the second trend boosts the scalability
of audio content analysis on large-scale databases [20]. Together,
these improvements push the IoS beyond its historical scope of
transmitting speech and music to encompass new domains: conser-
vation science [28], Industry 4.0 [35], meteorology [46], structural
health monitoring [27], and urban planning [9], to name a few.

The mass production of inexpensive “audio things” heralds a
promising future for scientific research on the IoS. However, it
also poses a fundamental threat to ecological sustainability: like
any other system of information technology (IT), the IoS contains
non-biodegradablematerials and consumes electrical energy. Specif-
ically, loudspeaker and microphone parts consist of rare earth ele-
ments such as neodymium and dysprosium while audio plugs are
plated with precious metals such as platinum, palladium, and gold
[11]. Moreover, always-on devices such as “smart speakers” and
urban acoustic sensors continuously perform intensive computa-
tions, e.g. Fast Fourier Transforms (FFTs) [17] and neural network
prediction [25]. These examples illustrate the urgent need for a
more responsible design and usage of IoS technologies.

Mitigating the ecological damage caused by the IoS is a two-fold
problem: managing electronic waste (e-waste) [6] and improving
energy efficiency [1]. Of these two avenues of research, the latter is
beginning to receive some attention: for instance, “small-footprint
keyword spotting” is emerging as a central audio processing task
for the smart speaker industry [13]. On a related note, a recent
publication has estimated the electrical consumption of training
state-of-the-art systems for end-to-end speech recognition [33],
thus initiating a long-needed ethical debate on the footprint of
machine listening. Even so, the former question of reducing the
material footprint of IoS terminals remains largely undiscussed
[37]. Indeed, although multiple publications in the humanities have
alarmed about the environmental cost of the IoS (particularly digital
music [3, 15]), we electrical engineers and computer scientists have
yet to collectively take action for “Green(er) IT” in the specific
domains of sound and music computing and semantic audio.

Evaluating the environmental impact of any given commercial
product requires a complete life-cycle assessment (LCA) which
should encompass the extraction of raw materials (cradle) as well as
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recycling or disposal (grave). This is by no means simple for a single
piece of audio hardware, let alone for the IoS at large. Indeed, LCA
demands expertise in a wide range of scientific domains, including
mineralogy, econometrics, sociology, and law [31]. Furthermore,
one methodological difficulty of LCA resides in the partial attribu-
tion of global environmental impacts to a specific human activity
[16]. Smartphones, for example, are certainly IoS terminals, but they
also serve other purposes: text messaging, GPS navigation, video
streaming, and so forth. Likewise, IoS bitstreams rely on a physical
infrastructure that is most often shared with other network nodes;
this infrastructure includes copper cables, optical fibers, modems,
and so forth [40]. Hence, the task of coming up with a number, be
it in tons or in joules, that summarizes the environmental impact
of the IoS appears as nothing but Sisyphean.

With this caveat in mind, it remains possible to take action at
the local level of product engineering. This is because the pressure
of demand at the cradle and the outflow of e-waste at the grave are
both consequences of the volume of goods shipped at the “factory
gate”. In the case of the IoS, this volume is already high and ever-
increasing dangerously. The implications for our field are clear: we
should embrace digital sobriety by manufacturing fewer objects
while making them more durable.

In this context, our article proposes a new research orientation
for the Internet of Sounds, specifically regarding the design of wire-
less acoustic sensors. As of today, these sensors require batteries
which are recharged asynchronously, either by a human operator
or via a solar panel. Yet, the limited lifespan of batteries hinder
the sustainability of acoustic sensing off the grid. Against such a
limitation, our radical answer is to avoid the use of batteries alto-
gether; instead, we harvest ambient (solar) energy in real time. The
immediate benefit of this approach is that, unlike batteries, solar
panels can operate autonomously for decades. Thus, the prospect
of a building IoS devices without wires nor batteries could, in the
future, reduce the material flow at the factory gate, thereby also
reducing our dependency on raw materials as well as the amount
of e-waste.

At the same time, batteryless computing involves challenges of
its own. First, low-cost solutions for energy harvesting, such as
miniature solar panels, provide a few milliwatts of electrical power.
Thus, wireless communication must be kept to a minimum: instead
of transmitting raw audio, the sensor should perform low-bitrate
feature extraction “on the edge”. Secondly, for lack of any batteries,
the energy supply to the sensor is intermittent. To function prop-
erly, the sensor should anticipate power losses by monitoring its
own consumption and scheduling tasks accordingly. Our article
discusses these two challenges and paves the way towards solving
them in a real-world deployment setting.

Section 2 reviews prior work on energy-efficient acoustic sensor
networks and points out the drawbacks of battery dependency
in this context. Section 3 presents some of the key technologies
which make batteryless IoT devices possible. Section 4 reports the
results of our proof of concept: an FFT-based detector of sine waves.
Lastly, Section 5 outlines two potential applications of our research
program: bioacoustics and urban acoustics.

2 LIMITATIONS OF PRIORWORK
Recent advances in digital signal processing and solid-state cir-
cuits have considerably alleviated the electrical consumption of
audio content analysis on embedded systems. These advances have
undeniable merits in terms of energy efficiency and constitute a
necessary part of the effort towards “Green IT”. That being said, we
note that the prospect of making durable wireless acoustic sensors
involves more than energy efficiency: ideally, the sensor should not
only perform energy harvesting and edge computing but also im-
plement communication protocols, manage power losses gracefully,
and accommodate software updates. Yet, the state of the art on
low-power machine listening tends to neglect these considerations,
which are crucial for usability testing and life-cycle analysis.

2.1 Battery-powered acoustic loggers: Song
Meter and AudioMoth

With over 20k recorders sold to date, the “Song Meter” product line
by Wildlife Acoustics is arguably the industry standard in remote
sensing for ecology and conservation1. The SM4 ($849) is the model
with the longest autonomy. The power consumption of the SM4
is of the order of 100 mW during acquisition and 1 mW at idle
[21]. Its weatherproof case encloses four D cells, hence about 800–
100 Wh assuming that the batteries are alkaline. According to the
manufacturer, this energy supply translates to an autonomy of 510
hours, either continuously or divided in short acquisition segments
over several months. In comparison, the Song Meter Mini is priced
at $499 and runs for 210 hours with four AA batteries. Lastly, the
Song Meter Micro is priced at $249 and runs for 150 hours with
three AA batteries (see Figure 3 in Appendix).

At a lower price tag ($60), the AudioMoth2 combines an ARM
Cortex-M4F MCU and a 256-kilobyte SRAM chip, thus allowing to
process audio in real time at sample rates up to 384 kHz [21] (see
Figure 4 in Appendix). The AudioMoth is powered by three AA
batteries. Interestingly, the AudioMoth spends most of its energy
on writing audio data onto the external microSD card, rather than
on audio acquisition itself. The real-time power consumption of
the AudioMoth lies within the range 17–70 mW, depending on the
required sample rate and the type of microSD card. Like the SM4,
the AudioMoth microcontroller can stay at idle between acquisi-
tion segments: this reduces its power consumption to 80 µW. The
manufacturers of the AudioMoth state that, in most practical use
cases, the limiting factor to the autonomy of the AudioMoth is not
the depletion of batteries but the storage capacity of the microSD
card (32 gigabytes).

From the observations above, it stands that the main purpose
of battery-powered devices such as Song Meter and AudioMoth is
to conduct short-term campaigns of audio acquisition in remote
areas. These devices are particularly convenient for experimental
research in bioacoustics or eco-acoustics because they can be de-
ployed virtually anywhere and operate according to a predefined
schedule. For example, they can record nocturnal flight calls from
migratory birds between sunset and sunrise.

However, a major drawback of Song Meter and AudioMoth is
that they lack wireless connectivity. As a result, retrieving the audio
1Official website: https://www.wildlifeacoustics.com
2Official website: https://www.openacousticdevices.info
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data requires the intervention of a human operator every fewweeks
or so. Therefore, Song Meter and AudioMoth are unsuitable for
real-time acoustic monitoring. Furthermore, as advocated in the
introduction, the presence of non-rechargeable batteries in these
sensors hinders their ecological sustainability. To overcome these
drawbacks, one solution is to recharge batteries in situ by means of
a renewable energy source such as a solar panel.

2.2 Repurposed smartphones: RFCx Guardian
A successful example of a real-time acoustic sensor with built-in
energy harvesting is the RFCx Guardian (see Figure 5 in Appendix).
This device is made by Rainforest Connection, a 501(c) nonprofit
organization3 which aims to detect the sounds of illegal logging
in the forests of Ecuador, Indonesia, and Philippines. The RFCx
Guardian comprises a repurposed Huawei smartphone which is en-
cased in a weatherproof box and equipped with an omnidirectional
microphone. The smartphone does not perform any feature extrac-
tion nor sound event detection on the edge: instead, it transmits
compressed audio to a central server via quad-band radio, typically
2G or 3G.

The RFCxGuardian is typically perched on a tree and surmounted
by eight solar panels. However, we note that the solar panels do
not power the smartphone directly: instead, they recharge a battery
which in turn powers the smartphone. This battery has a lithium–
iron–phosphate (LiFePO4) cathode4; which, in comparison with
lithium–cobalt oxyde (LiCoO2) or lithium–nickel oxyde (LiNiO2),
has a lower electrical voltage (3.2V) and energy density (325 Wh/L).
On the flip side, LiFePO4 is safer, more durable, and incurs a lesser
ecological damage: indeed, iron (Fe) is a more abundant metal than
nickel (Ni) and cobalt (Co) while being less toxic [19]. Given that
the design of wireless acoustic sensors is primarily driven by re-
quirements of autonomy rather than weight, LiFePO4 appears as a
judicious choice of rechargeable battery.

The RFCx Guardian demonstrates that it is possible to build
off-the-grid nodes for the Internet of Sounds which may remain
active for more than a year under remote control. Furthermore,
the choice of repurposing 2010-generation smartphone instead of
building an acoustic sensor from a brand new MCU and modem is
certainly laudable. Even so, this choice comes at the detriment of
ecological sustainability for other parts of the sensor: batteries and
solar panels in particular. Indeed, smartphones have a relatively
high electrical consumption, especially when transmitting data over
2G: of the order of 1.5 W according to the manufacturer. To keep
the smartphone powered on a 24/7 basis, the RFCx Guardian must
be able to recharge quickly and retain 35–40 watt–hours of energy,
assuming 3–4 hours of sunlight per day; hence the need for a large
LiFePO4 battery and eight solar panels instead of one.

Another prototype, named SAFE [39], also proposes to combine
a large solar panel, a deep-cycle battery, and 3G connectivity. The
main difference between RFCx Guardian and SAFE is that the for-
mer operates on smartphone hardware whereas the latter operates
on a Raspberry Pi computer. We also note that SAFE uses a 64GB
microSD card as a high-capacity buffer (200 hours of audio) in
case of connectivity losses. With these differences in mind, the

3Official website: https://rfcx.org
4Source: https://news.ycombinator.com/item?id=16664175

RFCx Guardian and SAFE belong to the same category in terms of
autonomy and ecological footprint.

2.3 Compact recurrent neural networks
A recent publication by Cerutti et al. [12] offers an inspiring exam-
ple of real-time audio classification on the edge. The authors have
trained a deep learning model on top of a pre-trained audio embed-
ding (VGGish [20]) to classify urban sounds. Then, they have inte-
grated the resulting classifier onto a low-power and low-complexity
MCU: an ARM Cortex M4, i.e. the same type of hardware as Au-
dioMoth. To this end, the authors have applied a sequence of com-
putational techniques: student–teacher training with multi-stage
knowledge distillation, 8-bit quantization, and firmware implemen-
tation with the CMSIS-NN library. On the UrbanSound8k dataset
[38], their edge computing node achieves competitive classification
accuracy (68%) while having a power consumption of 5.5mW. In
comparison, the original VGGish-based model reaches 75% classifi-
cation accuracy but requires 800 times as many operations and is
therefore unfit for low-power devices.

A shortcoming of the approach proposed by [12] is that the
resilience to power losses remains undiscussed. Specifically, the
authors perform knowledge distillation between a gated recurrent
unit (GRU) and a recurrent neural network (RNN). By definition,
RNNs have an internal state which is estimated on the fly at predic-
tion time and updated recursively from one spectrogram frame to
the next. Yet, the authors propose to store the value of this inter-
nal state as a buffer in the random-access memory (RAM) of the
Cortex-M4 MCU. Unfortunately, this type of memory is volatile:
any loss of power corrupts the values in the buffer irreversibly and
non-deterministically. In other words, the data corruptions which
arise during power losses will affect the response of the recurrent
neural network when the power supply resumes. This issue is all
the more serious when designing off-the-grid sensors: indeed, the
energy that is provided by solar panels is intermittent and typically
fluctuates depending on time of day, weather, and season.

2.4 Analog signal processing and spiking
neural networks

While the knowledge distillation of deep learning models in MCUs
aims at a power consumption of a few milliwatts (see subection
above), the methodology of spiking neural networks (SNN) operates
in an even more energy-efficient regime: that is, of the order of
one microwatt. The key idea behind SNNs is to encode the flow of
neural information across artificial synapses as a spike train, much
like biological neurons.

In this way, the power consumption of SNNs is proportional to
the average firing rate of all neurons at any point in time. Because
neural networks tend to learn sparse representations, nonzero firing
rates are found in few neurons at once; hence an adaptive routing of
electrical supply onto the synapses which are barely necessary for
machine prediction [45]. In contrast, conventional implementations
of artificial neural networks encode synaptic information by means
of volatile RAM buffers, whose power consumption remains high
even if many values are zero.

The resort to SNNs is particularly beneficial in applications
where the sensor is constantly active and the acoustic events of
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interest are rare. This is the case, for example, in smart homes,
where appliances respond to human speech after having detected
a specific voice command, known as “wake word”. Indeed, wake
words last for less than a second and typically appear a few times a
day at most: conversely, whenever the home environment is silent,
power consumption reduces accordingly. State-of-the-art systems
for always-on keyword spotting combine SNNs with techniques
in analog feature extraction: for example, it is possible to approxi-
mate mel-frequency spectrograms with band-pass filters, clipping
amplifiers, and half-wave rectifiers. In this context, a recent publi-
cation [44] has improved the robustness of keyword spotting to the
presence of background noise by prototyping a nonlinear circuit
which approximates per-channel energy normalization (PCEN) via
an integrate-and-fire (IAF) scheme.

The new generation of mixed-signal (analog–digital) and neuro-
morphic architectures for pattern recognition pushes the energy
efficiency of acoustic sensors to an extreme level. For example, a
single AA battery (3.9Wh) would contain enough energy to power
the SNN-based printed circuit board of [44] for centuries. At first
glance, this calculation may seem to render the debate on energy-
harvesting sensors altogether moot. Yet, besides the power con-
sumption of edge computing, wireless connectivity in the Internet
of Things remains costly in terms of energy.

We also note that manufacturing solid-state circuits demands a
high investment, which can only be financially amortized by relying
on economies of scale. While keyword spotting chips are found in
billions of devices worldwide, other use cases for the Internet of
Sounds operate at a more “sober” regime of a few thousand devices.
For example, urban noise pollution monitoring and bioacoustic
conservation require customizable and reprogrammable solutions:
yet, it is unclear to what extent the aforementioned ultra-low-power
devices can be maintained and upgraded by end users.

As a consequence, we believe that in parallel with the very large-
scale integration (VLSI) of specialized microwatt devices, the de-
velopment of reprogrammable milliwatt devices will continue to
play an important role in the Internet of Sounds, and that they will
require dedicated methods for energy management.

3 INTERMITTENT COMPUTING
In an effort to achieve digital sobriety, we choose to avoid the use of
batteries. We propose to directly use energy extracted from the en-
vironment, simply integrating a supercapacitor as a buffer between
the harvesting device and the MCU to avoid abrupt power loss. By
nature, the energy supplied by the environment is fluctuating. In
addition, a full charge of the supercapacitor can power the MCU
for a much shorter period of time than a battery would. In such a
system, power losses must therefore be included in the model of
computation as normal events and not as exceptional failures. In the
literature, this model of computation is identified as intermittent
computing [7, 30].

3.1 Nonvolatile random-access memory
The central goal of intermittent computing is to recover from
power outages gracefully; that is, to preserve the execution context
throughout periods of standby so that it can be resumed later. As
explained in Section 2.3, this is not possible with MCUs such as

Cortex-M4, whose random-access memory is entirely volatile. To
circumvent this problem, it is necessary to equip the MCUs with a
form of non-volatile random-access memory (NVRAM). The role of
the NVRAM is to perform so-called “checkpoints” of the execution
context; i.e. backup copies of the contents of volatile memory as
well as the processor’s registers.

The design of NVRAM hardware seeks a tradeoff between speed
and energy efficiency. On one hand, writing to NVRAM must be
fast enough to allow frequent execution of checkpoints without
affecting the latency of the program flow. On the other hand, the
electrical consumption of checkpointing should remain negligible
in comparison with edge computing and network connectivity. In
this way, a dedicated runtime may correctly restore the context and
continue the execution once the power is back.

3.2 Flash memory vs. ferroelectric RAM
Nowadays, the most common form of nonvolatile memory in por-
table devices is Flash: indeed, Flash memory is cheap, scalable, and
resilient to mechanical shocks. Unfortunately, Flash is too slow to
serve for intermittent checkpointing: a write access takes between
200 and 500 µs. Furthermore, Flash suffers from a limited lifespan:
around 105 cycles for the most durable hardware type (i.e. single-
level cell) [10].

To overcome the shortcomings of Flash memory, new forms
of NVRAM are currently under development [32], such as: spin–
transfer torque magnetic RAM (STT-MRAM) [2], phase–change
RAM (PCRAM) [36], and ferroelectric RAM (FRAM or FeRAM) [23].
Unlike STT-MRAM and PCRAM, FeRAM has reached a sufficient
level of maturity to be readily available in MCUs, where it replaces
Flash memory; or as separate circuits with a serial or parallel inter-
face. Another advantage of FeRAM is that it is resistant to gamma
radiation as well as magnetic field exposure, unlike storage under
the form of electrical charges.

FeRAM cell capacitors rely on a ferroelectric material, most often
a lead–zirconium–titanate (PZT) ceramic compound. Indeed, by
applying an external electric field on PZT, one may reverse its spon-
taneous electric polarization, and thus write digital information in a
nonvolatile way. This operation also allows to read the current state
of the PZT compound: in other words, every read access to FeRAM
is destructive and requires an overwrite, which is automatically
handled by the memory controller.

In comparison with Flash memory, FeRAM has a much faster
access time: 125 ns for a read–write access. As a result, checkpoint-
ing 64 kilobytes to FeRAM takes about 4ms. We note however
that FeRAM remains slower than volatile RAM, either static (0.2–
2 ns per write access) or dynamic (10 ns). Besides, FeRAM has a
much higher endurance than Flash memory: it allows 1015 ∼ 1016

read–write cycles, hence a lifespan that is expressed in decades.

3.3 FeRAM-enabled MCU
The choice of execution platform for batteryless Internet of Sound
nodes is constrained by the availability of NVRAM in the MCU.
This constraint discards many of the most popular hardware op-
tions for machine learning on the edge: Raspberry Pi, Arduino,
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ARM Cortex-M, and BeagleBone series. However, one manufac-
turer (Texas Instruments) has developed FeRAM-enabled MCUs in
its MSP430 series, wherein it replaces Flash memory5.

In particular, the MSP430FR5994 is a 16-bit RISC with a clock
frequency of 16MHzwhich is sold at approximately $4 per unit (see
Figure 6 in Appendix). The maximum amount of available FeRAM
is equal to 256 kB. According to the manufacturer [22], its electrical
consumption is around 118 µA per MHz under a 3V power supply
during operation and 500 nA during standby.

One major challenge of working with this MCU resides in its
small amount of static (volatile) RAM: eight kilobytes. This means
that even the most compact version of recurrent neural network
by [12] would still not fit the constraints of MSP430FR5994. That
being said, we note that there is a growing research interest on
the training and compilation of kilobyte-sized machine learning
models [18] with successful applications to keyword spotting [26].
These recent publications suggest that the SRAM limitation of the
MSP430FRx series does not preclude the development of batteryless
machine learning systems in the near future.

Furthermore, it is possible to use part of the FeRAM (256 kB)
as working memory if the amount of SRAM (8 kB) happens to be
insufficient. This comes at the cost of a higher energy consumption
and lower performance due to the slower read–write access.

Note that allocating all of the working data in FeRAM would
protect it against power outages. Yet, a checkpointing mechanism
would still be necessary for the volatile parts of the system state:
i.e. the processor’s registers as well as those of the peripherals.
Lastly, ensuring memory consistency when restoring a checkpoint
and properly handling replay of operations involving peripher-
als remains a challenging problem, requiring the use of advanced
software technologies at runtime [41].

3.4 Low-energy accelerator
Besides the availability of nonvolatile RAM for energy-efficient
checkpointing, a major appeal behind working with MSP430FR5994
resides in the availability of numerical routines for signal process-
ing, including: matrix multiplication, fast Fourier transforms (FFT),
and filtering with finite and infinite impulse responses (FIR and IIR).
These operations are supported by a dedicated hardware engine
known as low-energy accelerator (LEA). The LEA is a subsystem of
the MCU which can run simultaneously with the CPU while shar-
ing 4 kB of static volatile RAM. It performs fixed-point arithmetic
with either 16 or 32 bits of precision.

According to the manufacturer [43], a complex FFT on 256 sam-
ples is about 35 times faster on the LEA than on the CPU: 715 µs
vs. 24.5ms. This implies that the LEA can extract the short-term
Fourier transform of an audio signal in real time, even at sample
rates above 10 kHz. Furthermore, the same benchmark reports that
the LEA consumes almost 30x less energy than the CPU for the
same operation: 2 µJ vs. 69.5 µJ. For these two reasons, we believe
that LEA-enabled MSP430FRx MCUs have the potential to with-
stand a research agenda on the topic of audio content analysis under
intermittent energy supply.

5Official website: https://ti.com/

3.5 Wireless connectivity
Once the relevant information is extracted from the measurements,
it must be transmitted to the Internet. Given the power constraints,
it seems natural to turn to low-power wide-area-network (LPWAN)
solutions such as NB-IoT, DAHS7, or LoRAWAN [5].

However, it should be noted that even with these technologies,
transmitting a bit requires between a few tens to a few hundreds of
microjoules, depending on the conditions, which is several orders
of magnitude higher than executing an instruction on an ultra-low
power MCU (a few nanojoules). Thus, given the limited capacities
of the MCUs used, it is always relevant to maximize the number
of computation tasks assigned to an intermittent system. On the
one hand, this allows to make the best use of the energy extracted
from the environment which is wasted when the supercapacitor
is full and no activity is to be executed. On the other hand, after a
power loss, it is always possible to resume a computation, whereas
a transmission must be completely restarted.

4 PROOF OF CONCEPT
We aim to initiate a research program on the topic of intermittent
computing for batteryless devices in the Internet of Sounds. In doing
so, we bring together perspectives from audio signal processing
and real-time systems. From this new idea, the development of a
full-fledged acoustic sensor network without wires nor batteries is
likely to take several years. Nevertheless, we can already present
a proof of concept which indicates the feasibility of audio signal
processing in FeRAM-equipped devices such as the MSP430FR5994.

Our proof of concept consists in detecting a sine wave of un-
known frequency when mixed with uniform white noise. While
we acknowledge that this task does not reflect the difficulty of real-
world acoustic event detection, we stress that its role is not to serve
as an end application but as a simple test bed for the fast Fourier
transform (FFT) on embedded hardware.

4.1 Fast Fourier Transform
We consider an input signal of the form:

𝒙(𝑡) = 𝑎𝑠 sin(2𝜋𝜔𝑠𝑡) + 𝑎𝑛𝒏(𝑡), (1)

where the frequency 𝜔𝑠 is the variable of interest and 𝒏 is a realiza-
tion of white noise. The factors 𝑎𝑠 and 𝑎𝑛 control the amplitudes
of signal and noise respectively. Within a discrete-time setting,
we define 𝒙 as a vector of length 𝑇 = 256 and 𝒏 as a sequence of
independent uniform random variables in the range (︀−1; 1⌋︀.

An approximate value of 𝜔𝑠 may be simply estimated from its
discrete Fourier transform X by seeking the frequency bin of maxi-
mum magnitude. While a naive implementation of the DFT has a
time complexity of Θ(𝑇 2

), Fast Fourier Transform (FFT) algorithms
achieve the same result with a complexity of Θ(𝑇 log𝑇 ).

4.2 Hardware implementation
We implement the method described above on an MSP430FR5994
MCU, whose development kit includes non-volatile ferroelectric
random access memory (FeRAM), a 0.22F supercapacitor for energy
supply, and a low-energy accelerator (LEA) for signal processing.

The digital signal processing (DSP) library which is provided by
Texas Instruments for the MSP430FR5994 supports two numeric

https://ti.com/
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Figure 1: Top row: three sine waves of frequency 200Hz, amplitude 𝑎𝑠 = 0.1, and duration 31.25ms; with uniform random noise
of amplitude 𝑎𝑛 equal to 0 (left), 0.5 (center), and 0.8 (right) respectively. Bottom row: corresponding discrete Fourier transform
(DFT) magnitudes, as computed by the low-energy accelerator (LEA) of a batteryless MSP430FR5994 MCU.

types: 16-bit signed integer (Q15) and 32-bit signed integer (IQ31).
Note that both of these types operate in fixed-point, rather than
floating-point, arithmetic. After mapping to the range (︀−1, 1), the
rounding errors of Q15 and IQ31 are of the order of 3 × 10−5 and
5 × 10−10 respectively.

A disadvantage of fixed-point arithmetic resides in the relatively
limited range of admissible values, causing a risk of overflow in the
DFT. To circumvent this problem, the DSP library proposes “auto-
scaling” versions of FFT, which monitor the output X for overflow
and rescale it by a factor of two if necessary.

4.3 Experimental benchmark
At a sampling rate of 𝑓𝑠 =8192Hz, the window length 𝑇 would
correspond to a duration of 31.25ms. As an example value, we set
the fundamental frequency 𝜔𝑠 equal to 200Hz, i.e. a period of 40.96
samples. We set the amplitude of the signal to 𝑎𝑠 = 0.1 throughout
our experiment.

Figure 1 illustrates the response of the DFT magnitude operator
⋃︀X⋃︀2 for different values of noise amplitude 𝑎𝑛 : 0 (left), 0.5 (center),
and 0.8 (right). We represent 𝒙 in Q15 format and read out the
response X via the microUSB port of the development kit. In all
three cases, we verify that the bin of greatest magnitude is𝜔 = 6; i.e.
the closest integer to 256 × 200⇑8192 = 6.25. Therefore, we confirm
that it is possible to program a digital circuit to carry out a non-
trivial form of audio content analysis while operating without wires
nor batteries.

Furthermore, as noted in Section 3.4, the LEA is about 30 times
more energy-efficient and 35 times faster than the CPU when ex-
ecuting FFTs. By using the LEA, we manage to compute around
185k FFT sequences with a single charge of the capacitor.
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Figure 2: Drop in supply voltage as the FFT is run on the LEA

4.4 Measurement of electrical consumption
As the system should manage energy and must be able to maintain
computational progress through power loss, measuring and model-
ing energy is needed. Today, most MCUs include an analog-digital
converter (ADC) that can be used to measure the voltage of the
supercapacitor that supplies the platform.

The energy 𝐸 stored in the supercapacitor is equal to

1
2
×𝐶 ×𝑉

2
cc (2)

where 𝐶 and 𝑉𝑐𝑐 are capacitance and voltage respectively.
Moreover, the voltage drops linearly during MCU operation

because the power consumed by the platform is also related to the
voltage by the following equation:

𝑃 = 𝑓clk ×𝐶𝐿 ×𝑉
2
𝑐𝑐 , (3)
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where P is the power drawn by the MCU, 𝑓clk is the frequency of
the MCU, 𝐶𝐿 is the sum of the capacitors charged and discharged
during the operation of the MCU and 𝑉cc is the supply voltage of
the MCU. Here, we neglect the static power consumption which
remains negligible for this kind of MCU and which can however be
evaluated by measuring the power consumption when the MCU
is in low-power mode with the clock halted but where the CPU
remains powered.

This can be extended to peripheral including the LEA. The linear
voltage drop of the power supply is confirmed by a measurement
campaign we conducted on several MCU subsystems. For example,
Figure 2 shows the measurement of the supply voltage, and there-
fore the voltage across the supercapacitor, in the MSP430FR5994
launchpad board while the LEA is performing FFTs. We can also see
that, by performing only FFTs, the platform can be supplied more
than 200 seconds with a single charge of the supercapacitor. During
this time, the platform is able to compute more than 185k FFT se-
quences. Assuming non-overlapping short-term Fourier transform
(STFT) frames, this number converts to 95 minutes of audio at a
sample rate of 8192Hz.

To extend Section 3.5, we measured the electrical consumption of
a low power long range transceiver module that feature LoRAWAN
specification. While powering the LoRa module, we could maintain
the execution up to 80 sec (the LoRa module is powered but in
sleep mode) and only 8 sec when transmitting messages at full
output power. This correspond to a voltage drop of 15mV⇑ sec
and 121mV⇑ sec respectively. We can compare those metrics to the
electrical consumption of a heavy computing application where
we could maintain the execution up to 240 sec, corresponding to
a 6mV⇑ sec voltage drop. This highlight the fact that transmitting
data cost more energy than executing.

The interval of measurement from 3.3V to 1.8V is related to
the specification from the manufacturer of the MCU we used. A
supply range from 3.6V to 1.8V is recommended but we chose to
start from 3.3V as it is the nominal voltage reference for the MCU,
below the 1.8V brown-out voltage the MCU shuts down.

5 FUTURE PERSPECTIVES
While the section above has demonstrated the feasibility of audio
content analysis on a batteryless MCU, the question of turning them
into fully autonomous nodes for the Internet of Sounds remains
open. We now outline future research towards this goal.

5.1 Power loss management
In case of power loss, an intermittent computing systemmust retain
its execution context: in this way, it can resume its computations
at the point where they were previously suspended once sufficient
energy is available again (see Section 3). However, not all activities
can be suspended. For example, signal sampling or radio communi-
cation should not be suspended, as such a suspension would lead
to a computation or transmission error. On the contrary, any com-
putation that is independent of the external environment, such as
feature extraction on a signal that has already been acquired, may
certainly be suspended.

Besides, we should also take into account the cost of check-
pointing to nonvolatile memory. As a result, it may be optimal not

to suspend activities whose memory overhead is high but power
consumption is low in comparison with that of checkpointing.

In an intermittent computing system, non-suspendable activi-
ties can only be launched if the platform has enough energy to
complete the activity. Thus, it will be necessary to estimate the
remaining operating time before the power supply drops out. Such
an estimation requires 3 things:

(1) A consumption model for each subsystem: CPU, LEA, ADC,
timers, radio, and so forth;

(2) An usage model for each activity which captures the time
during which the CPU and the peripherals are used by the
activity;

(3) An usagemodel for checkpointing itself, in which the volatile
memory that is needed for power loss recovery is clearly
expressed.

As we saw in Section 4.4, we expect consumption models would
be mostly linear forecasts of voltage drop. The consumption model
of an activity would be obtained by summing the voltage drops
associated with each subsystem the activity uses. In this way, it
would then be possible to estimate the time at which the voltage
reaches the minimum operating voltage of the MCU and therefore
to start the activity safely if it does not support a suspension of
operation.

5.2 Application to conservation biology
Bioacoustic sensors, also known as autonomous recording units
(ARUs), have a vital role to play against the rapid decline of biodiver-
sity worldwide. Indeed, these sensors provide a minimally invasive
sampling of natural habitats, thus providing key information about
the relative abundancy and migratory patterns of vocalizing species.
However, the current generation of bioacoustic sensors is not yet
fully autonomous (see Section 2).

In this context, we envision batteryless computing as a key tech-
nology for the next generation of bioacoustic sensors. Specifically,
our objective is to build a prototypewhich performs time–frequency
analysis, per-channel energy normalization, and simple-minded
event detection; e.g. via template matching. We leave the integra-
tion of small-footprint deep learning systems, e.g. species classifiers
[14, 24], as a long-term goal.

5.3 Application to urban acoustics
Unlike natural habitats, urban areas do not impose drastic con-
straints on the deployment of acoustic sensor networks. Indeed,
most cities in the world have a reliable electrical grid as well as in-
frastructures for high-bandwidth communication. That being said,
we believe that batteryless acoustic sensors will not only benefit
data-driven research in remote locations but also in cities. Indeed,
these sensors could be easily displaced across neighborhoods every
few months depending on policy, or even reused in a different city
after a few years. This reactive approach would be more sustainable
than existing platforms such as CENSE [4] or SONYC [8], whose
dependency on wires implies a fixed topology.

6 CONCLUSION
Batteries hinder the durability and ecological sustainability of wire-
less nodes in the Internet of Sounds. Against this problem, we
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propose a research agenda towards solar-powered acoustic sensors
without wires nor batteries. The obvious drawback of our proposi-
tion is that these sensors could not be guaranteed to operate 24/7:
therefore, they should not be used in safety-critical systems. Yet,
some applications in conservation bioacoustics or urban acous-
tics are well suited to intermittent computing on the edge. Future
research is needed to evaluate the usability of batteryless acous-
tic sensors in conjunction with energy harvesting and wireless
communication in a real-world application context.
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7 APPENDIX

Figure 3: Top: Song Meter SM4. Bottom-left: Song Meter
Mini. Bottom-right: Song Meter Micro. Photographs repro-
duced from the official website of Wildlife Acoustics.

Figure 4: Left: Printed circuit board (PCB) of the AudioMoth
sensor. Right: battery holder. Photographs reproduced from
the official website of Open Acoustic Devices.

Figure 5: The RFCxGuardian acoustic sensor, equippedwith
eight solar panels and deployed in a tree. Photograph credit:
Aya Naboulsi, Rainforest Connection.

Figure 6: Development kit for the MSP430FR5994 MCU, in-
cluding embedded FeRAM, a super capacitor, an analog-to-
digital converter (ADC), a microSD card slot, and various
communication ports.
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