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Abstract

Several systems have been proposed for genenadirayiasion dialogs which agents try to persuade
each others to change their mind on a state of affairs. Ingajger, we focus on the evaluation of
the quality of those dialogs. We particularly propose three familiesefsuresi) measures of the
quality of exchanged arguments, ii) measures of the behatieach participating agent in terms of
coherenceaggressivenesand thenoveltyof her arguments, iii) measures of the quality of the dialog
itself in terms ofrelevanceandusefulnes®f its moves. A notion otoncisenessf a dialog is also
introduced. For each persuasion dialog, we computielé@al dialog which is a concise sub-dialog.
The closer a dialog to its ideal sub-dialog, the better it is.

1 Introduction

Persuasion is one of the main types of dialogs encounterederyday life. It concerns two (or more)
agents who disagree on a state of affairs, and each of themttripersuade the others to change their
minds. For that purpose, agents exchange arguments ofetiiffstrengths. Several systems have been
proposed in literature for allowing agents to engage inyasion dialogs (e.g. [6, 7, 9, 10, 11, 12, 14]).
A dialog system is built around three main components: ¢ommunication languagspecifying the
locutions that will be used by agents during a dialog for exgjing information, arguments, etc., ii) a
protocol specifying the set of rules governing the well-definitiord@dlogs such as who is allowed to say
what and when? and iii) agents’ strategies which are therdift tactics used by agents for selecting
their moves at each step in a dialog. It is worth mentionirag th these systems, only properties that
are related to the protocol can be proved. Those propentiesctated to the way a dialog is generated.
For instance, one can show whether a dialog terminates, ethehturn shifts equally between agents (if
such rule is specified by the protocol), etc. However, a paltdoes not say anything about theality

of the generated dialogs. Moreover, it is well-known thatlemthe same protocol, different dialogs on
the same subject may be generated. It is important to be alglenipare them w.r.t. their quality. Such
a comparison may help to refine the protocols and to have nfficErt ones. While there are numerous
works on dialog protocols, no work is done on defining critdior evaluating the persuasion dialogs
generated under those protocols.

*This is a draft version, the article was published In : Stadielogic, Grammar and Rhetoric, Polish Society for Logid an
Philosophy of Science, Special issue on argumentatiomytew computer science, 2011



Besides, judging the properties of a dialog may be seen dgjecsive issue. Two people listening to the
same political debate may disagree on the “winner” and meg Hiferent feelings about the dialog itself.

In this paper, we investigate objective criteria for anadgzalready generated dialogs whatever the pro-
tocol and the strategies that are used. We place ourselvbg iole of an external observer who tries
to evaluate a dialog, and we propose three families of measur) Measures that evaluate the quality
of exchanged arguments, 2) Measures that analyze the beludvéach participating agent in terms of
coherenceandaggressiveness the dialog, and finally in terms dforrowing (when an agent uses argu-
ments coming from other participating agents), 3) Measafdise properties of the dialog itself in terms
of relevanceand usefulnes®f its moves. A move is relevant if it does not deviate from sbject of
the dialog, and it is useful if it is important to determine thutcome of the dialog. We propose also a
criterion that evaluates thmncisenessf a generated dialog. A dialog is concise if all its moves. (the
exchanged arguments) are both relevant to the subject afid.ulmspired by works on proof procedures
that were proposed in the argumentation theory in order &zlclivhether an argument is accepted or
not [2], we compute and characterize a sub-dialog, catledl, of the original one that is concise. The
closer a dialog to its ideal sub-dialog, the better is itdiguaAll these measures are of great importance
since they can be used as guidelines for generating the' ‘tiestgs. They can also serve as a basis for
analyzing dialogs that held between agents.

The paper is organized as follows: Section 2 recalls thecbasfithe argumentation theory. Section 3
presents the basic concepts of a persuasion dialog. Sdctiescribes the first family of measures, those
evaluating arguments. Section 5 introduces measures thaitze the behavior of agents in a dialog.
Section 6 presents the last family of measures, those devotthe evaluation of a dialog. This paper
unifies and develops the content of two previous works [3, 4].

2 Basics of argumentation systems

Argumentation is a reasoning model based on the construatial the comparison of arguments. Ar-
guments are reasons for believing in statements, or foopaifig actions. In this paper, the origin of
arguments is supposed to be unknown. In [8], an argumentayistem is defined as follows:

Definition 1 (Argumentation system) Anargumentation systers a pairAS = (4, R), whereA is a set
of arguments an® C A x A is an attack relation. ¢, 5) € R means that argument attacksg.

Note that to each argumentation system is associatif@eted graphwhose nodes are the different argu-
ments, and the arcs represent the attack relation between th

Since arguments are conflicting, it is important to know Whacguments are acceptable. For that purpose
different acceptability semantickave been proposed in [8]. In this paper, we only focugymunded
semantics. However, the work can be generalized to othearstia.

Definition 2 (Defense—Grounded extension) etAS = (4, R) and& C A.

e & defendsan argumenty € Aiff V 5 € A, if (8,«) € R, then3s € £ s.t. (4, 5) € R.



e Thegrounded extensioof AS is the least fixed point of a functio where F(£) = {a € A| &
defendsy}.

Each argumentation system has a unique grounded extensich ymay be empty. Moreover, when a
system is finite (i.e. each argument is attacked by a finitebaurof arguments), its grounded extension is
defined as follows€ = | J,- Fi(()). Depending on whether an argument belongs to this set oitrist,
either accepted or rejected.

Definition 3 (Argument status) Let AS = (A, R) be an argumentation system, afidts grounded ex-
tension. An argument € A is acceptedff a € £, itis rejectedotherwise. We denote Isgtatus(a, AS)
the status ofv in AS.

Proposition 1 ([2]) LetAS = (A, R), £ its grounded extension, ande A. If a € &, thena is indirectly
defended by non-attacked arguments against all its attackers.

3 Persuasion dialogs

Throughout this section; denotes a logical language. Aanguments a reason for believing a statement.
Thus, it has three main components: Buwpportwhich is the set of premises on which the argument is
grounded, it is thus a subset 6f ii) a conclusionwhich is an element of and iii) alink between the two.

Notations: Support is a function which returns for each argumenits support, thuSupport(«a) C L.
arg is a function which returns all the arguments that can be Inain a subsetX of formulas
(X C L). Formulas is a function which returns the formulas included in the suppf a set of
arguments, hence # C arg(L), Formulas(A) = J,c 4 Support(a).

Conflicts among arguments afg(L) are captured by a binary relati@d, (i.e. R C arg(L) x arg(L)).
We assume that each agent involved in a dialog recognizesrgoynent ofarg(£) and any conflict in
R. This assumption does not mean that each agent is aware tbkadrguments. But, it means that
agents use the same logical language and the same defimitiargument and attack relation.

In what follows, a persuasion dialog consists of an excharfiggguments between two or more agents.

The subjectof such a dialog is an argument andais is to determine the status of that argument. Note
that in [6], other kinds of moves (like questions, assedjanay be exchanged in a persuasion dialog. For
our purpose, we consider only arguments since they allow determine the output of a dialog.

Definition 4 (Move) LetAg be a set of symbols representing agents.
Amovem is atriple (S, H, ) such that:

e S € Agis the agent that utters:, the functionSpeaker denotes this agent, i.&Speaker(m) = S

e H C Agis the set of agents to which the move is addressed, theduanktbrer denotes this set of
agents:Hearer(m) = H

1An argumento is indirectly defendedby 3 iff there exists a finite sequence of distinct arguments . ., a2,4+1 such that
a=al, B = A2n+1, andVv: € HI,QTL]], (CL¢+1,CL¢) S R,TL c N*.



e « € arg(L) is the content of the move, the functitsntent denotes the argument contained in the
move:Content(m) = a.

During a dialog several moves may be uttered. Those movetittda a sequence denoted{y;, . .., my,),
wherem; is the initial move whereas.,, is the final one. The empty sequence is denoted)byhese
sequences are built under a given protocol like, for insatie ones proposed in [6, 12]. For the purpose
of our paper, we do not focus on particular protocols sincesgenot interested in generating dialogs but
rather in analyzing a dialog which already took place.

Definition 5 (Persuasion dialog) A persuasion dialod’ is a non-empty and finite sequence of moves
(mq, ..., my) s.t. thesubjectof D is Subject(D) = Content(m;), and thelengthof D, denoted D], is
the number of movesi. Each sub-sequenden, ..., m;) is asub-dialogD? of D, denoted byD? C D.

An argumentation system is associated to each persuasiogdn order to evaluate the status of its
subject and that of each uttered argument.

Definition 6 (AS of a persuasion dialog)Let D = (m, ..., m,) be a persuasion dialog. Tregumen-
tation systenof D is the pairASp = (Args(D), Confs(D)) such that:

- Args(D) = {Content(m;) | i € [1,n]}

- Confs(D) = {(«a, 8) | a, 5 € Args(D) and (o, ) € R}

To put it differently, Args(D) and Confs(D) return respectively the set of arguments exchanged in a
dialog and the different conflicts among them.

Example 1 Let D; be a persuasion dialog between two agemtsand a; with Dy = ({a1, {a2}, a1),
<CL2, {al}, 042>, <CL1, {CLQ}, 043>, <CL1, {CLQ}, Oé4>, <CL2, {al}, Oél>>. The SUbject oD, is the argumenty;. Let
us assume the following conflicts among some of these argsimen

(@)
()

Thus,Args(Dq) = {a1, az, a3, a4} andConfs(Dy) = {(ag, a1), (a3, a2), (g, a2)}.
Remark 1 For any sub-dialogD’ C D, Args(D’) C Args(D) andConfs(D’) C Confs(D).
Theoutputof a dialog is the status of the argument under discussien (e subject).

Definition 7 (Output of a persuasion dialog) Let D be a persuasion dialog. Thautputof D, denoted
by Output(D), is Status(Subject(D),ASp).

Example 1 (Cont): The grounded extension &{Sp, is the sef{ay, a3, a4 }. Thus,a; is accepted and
consequentlyutput(D;) = Accepted.

In the rest of the paper, we evaluate the quality of a giveayasion dialogD according to three aspects:

1. the quality of the exchanged arguments



2. the behavior of each agent involved in the dialog
3. the conciseness of the dialog

We assume that the dialdg is finite. Note that this assumption is not too strong sinceammroperty of
any protocol is the termination of the dialogs it generaisd].[ A consequence of this assumption is that
the argumentation systeASp associated td is finite as well.

4 Measuring the quality of arguments

During a dialog, agents utter arguments that may have diffeveights A weight may highlight the
quality of information involved in the argument in termsy fostance, of certainty degree. It may also
be related to the cost of revealing an information. In [1}esal definitions of arguments’ weights have
been proposed, and their use for comparing arguments hastebked. It is worth noticing that the same
argument may not have the same weight from one agent to antihehat follows, a weight in terms of
a numerical value is associated to each argument. The gthmealue is, the better the argument.

weight : arg(£) — N*

The functionweight is given bythe agent who wants to analyze the dialdbhis agent may either be
involved in the dialog or external. On the basis of argunmemeights, it is possible to compute the weight
of a dialog as follows:

Definition 8 (Measure of dialog weight) Let D be a persuasion dialog. Theeightof D isWeight(D)
= ZaeArgs(D) weight(a)

Property 1 Let D be a persuasion dialogZD' C D, Weight(D’) < Weight(D).

Proof The result follows directly from Definition 8, the fact thiatgs(D’) C Args(D), and finally the
fact that the functiomveight returns only positive values. |

This measure allows to compare pairs of persuasion dialolgson the basis of the exchanged arguments.
It is even more interesting when the two dialogs have the sarbgct and got the same output.

It is also possible to compute the weight of arguments wdtdére each agent in a given dialog. For
that purpose, one needs to know what has been said by each ddpscan be computed by a simple
projection on the dialog given that agent. Note that thiggmtion is not usually a sub-dialog @ (for
instance, it may not contaim,).

Definition 9 (Dialog projection) LetD = (m4,...,m,) be a persuasion dialog and € Ag. Thepro-
jection of D on agenta; is D% = (m;,,...,m; ) such thatl < i; < ... <4 < nandVl € [1,Fk],
m;, € D andSpeaker(m;,) = a;.

The contribution of each agent is defined as follows:



Definition 10 (Measure of agent’s contribution) Thecontributionof an agent; in a dialog D is

Zai EArgs(D%) weight (al)
Weight(D)

Contr(a;, D) =

Example 1 (Cont): Dj* ={a1,as,as} andD]? = {ay, a2}. Suppose that an external agent who wants
to analyze this dialog assigns the following weights to argnots: weight(ay) = 1, weight(as) = 4,
weight(as) = 2 andweight(ay) = 3. Note thatWeight(D;) = 10. The contributions of the two agents
are respectivelgontr(a;, D1) = 6/10 andContr(as, D7) = 5/10.

Consider now an example in which an agent sends several tiraesme argument.

Example 2 Consider a persuasion dialop, between two agents;, and ay with Args(Ds) = {a, 8},
D3 = {a} and D5? = {$}. Assume that there are 50 movesIi of which 49 moves are uttered by
agenta; and one move uttered lay. Assume also that an external agent assigns the followinghigeto
argumentsweight(a) = 1 andweight(f3) = 30. The overall weight of the dialog ieight (D) = 31.
The contributions of the two agents are respectielytr(a;, D2) = 1/31 andContr(as, D3) = 30/31.

It is easy to check that when the protocol under which a digdogenerated does not allow an agent
to repeat an argument already given by another agent, tleesutin of the contributions of the different
agents is equal to 1.

Property 2 Let D = (mg,...,m,) be a persuasion dialog and, ..., a, the agents involved ib.
> i=1...m Contr(a;, D) = 1 iff Bmi,mj, 1 < i,5 < n, such thatSpeaker(m;) # Speaker(m;) and
Content(m;) = Content(m;).

Proof The proof follows directly from the definition. |

As we will see in the next section, a more specific measure mfitoition maybe defined if we focus on
formulas that are involved in arguments. Indeed, contidbumay be defined on the basis of formulas
revealed by each agent. This requires to assign weightsraufas instead of arguments.

It is worth noticing that measur@ontr is not monotonicsince the contribution of an agent may change
during a dialog. However, at a given step of a dialog, therdmution of the agent who will present the
next move will never decrease, whereas the contributiotiseobther agents may decrease.

Proposition 2 Let D = (m,...,m,) be a persuasion dialogz; € Ag and m be a move such that
Speaker(m) = q;. It holds thatContr(a;, D @ m) > Contr(a;, D) andVa; € Ag with a; # a;,
Contr(a;, D @ m) < Contr(aj;, D), with D @ m = (mq, ..., my,m).

5 Analyzing the behavior of agents

The behavior of an agent in a given persuasion dialog may alyzad on the basis of three main crite-
ria: i) her degree oéggressiveness the dialog, ii) the source of her arguments, i.e. whetherlsuilds
arguments using her own formulas, or rather the ones ravéglether agents, and finally iii) her degree
of coherencen the dialog.



The first criterion, i.e. the aggressiveness of an agent iialag] amounts to computing to what extent
an agent was attacking arguments sent by other agents. Aessgg agent prefers to destroy arguments
presented by other parties rather than presenting argsnsapporting her own point of view. Formally,
the aggressiveness degreé an agent:; towards an agent; during a persuasion dialog is equal to the
number of its arguments that attack the other agent's argtaraver the number of arguments it has
uttered in that dialog.

Definition 11 (Measure of aggressivenesslet D be a persuasion dialog ang,a; € Ag. Theaggres-
siveness degreaf agenta; towardsa; in D is

|{achrgs(Da) sUCh thaBgeargs(D") and («,8)econts(D)}| 2
[Args(D%)] '

Agr(a;,aj,D) =

Example 3 Let D3 be a persuasion dialog between two agemtsand a;. Assume thahrgs(Ds) =
{a1, a9, 1, B2}, D3 = {an, a2}, D5* = {1, S2} and the conflicts are depicted in the figure below.

2o ®

The aggressiveness degrees of the two agentsgat@: , az, D3) = 0 and Agr(ag, a1, D3) = 1/2.

The aggressiveness degree of an agent changes as soon aa@mewent is uttered by that agent. It
decreases when that argument does not attack any arguméstather agent, and increases otherwise.

Proposition 3 LetD = (my,...,m,) be a persuasion dialog ang, a; € Ag. Letm be a move such that
Speaker(m) = a; andD @ m = (mq,...,my, m),

Agr(a;,aj, D ®m) > Agr(a;,a;, D) iff Ja € Args(D%) such that(Content(m), o) € Ry

The second criterion concerns the source of arguments. &magn build her arguments either from her
own knowledge base using her own formulas, or using formrgesaled by other agents in the dialog.
In [5], this idea of borrowing formulas from other agents haen presented as one of the tactics used
by agents for selecting the argument to utter at a given dtepd@log. The authors argue that by doing
S0, an agent minimizes the risk of being attacked subselguéet us now check to what extent an agent
borrows information from other agents. Before that, let ts fletermine which formulas are owned by
each agent according to what has been said in a dialog. laftyyra formula is owned by an agent if it

is revealed for the first time by that agent. Note that a foemmalealed for the first time by agefiitmay
also pertain to the base of another agenbut, here, we are interestedwho reveals firsthat formula.

Definition 12 (Agent’s formulas) Let D = (mg,...,m,) be a persuasion dialog ang < Ag. Thefor-
mulas ownedy agenta; are: OwnF(a;, D) =

Speaker(m;) = a; andx € Support(Content(m;))
Speaker(my) # a; }
andz € Support(Content(my))

- with j < .
{z € L3m;withj <nand | Pmy, with & < j and

2The expressiohZ| denotes the cardinal of the set E.



Now that we know which formulas are owned by each agent, weeoarpute thalegree of loarof each
agent. Note that from the strategical point of view, it iei@sting to turn out an agent’s argument against
her in order to weaken her position. The borrowing degreetleas help for evaluating the strategical
behavior of an agent.

Definition 13 (Measure of loan) Let D be a persuasion dialog ang, a; € Ag. Theloan degre®f agent

) s ‘. o __ |Formulas(Args(D%i))N0wnF(a;,D)|
a; from agenta; in D is: Loan(a;, aj, D) = Formulas (irgs (D°1))| :

It is worth mentioning that if agents do not borrow any forenfdom each other, then their contributions
are independent. Hence, due to proposition 2, the sum of ttwsributions is equal to 1.

Proposition 4 Let aq,...,a,, € Ag be the agents involved in a persuasion dialbg If Vi # j,
Loan(a;,a;, D) =0, then}_,_, . Contr(a;, D)= 1.

The third criterion concerns the coherence of an agent.ethdi@ a persuasion dialog where an agent
defends her point of view, it is important to detect when #gent contradicts herself. There are two kinds
of self contradiction:

1. anexplicitcontradiction in which an agent presents an argument andrd@sargument in the same
dialog. Such conflicts appear in the argumentation sys#&8p.; = (Args(D%),Confs(D%))
associated with the moves uttered by aggnfThus, the seConfs(D%) is not empty.

2. animplicit contradiction appearing in a “complete” version of the dgesrgumentation system.

The complete version of an argumentation system takes auouat not only the set of arguments which
are explicitly expressed in a dialog by an agent, Aegs(D%), but also all the arguments that may be
built from the set of formulas involved in the argumentsiegs (D% ). Due to the monotonic construction
of arguments, for any set of argumentsA C arg(Formulas(A)) but the reverse is not necessarily true.
As a consequence, new conflicts may appear. This showsycthatlthe argumentation system associated
with a dialog is not necessarily “complete”.

Definition 14 (Complete AS) Thecomplete ASof a persuasion dialod is
CASp = (arg(Formulas(Args(D))), R.)
whereR. = {(«, 8) such thatw, § € arg(Formulas(Args(D))) and(a, 8) € Rz}

This definition is valid for any dialog projectio®®:. Recall thatArgs(D) C arg(Formulas(Args(D)))

C arg(L£) andConfs(D) C R. C R.. Note also that the status of an argumerih a systemASp, is not
necessarily the same in the complete sysh® p. The next definition evaluates to what extent an agent
is incoherent in a dialog.

Definition 15 (Measure of incoherence)Let D be a persuasion dialog,; € AgandCAS pa; = (A%, R%).

Theincoherence degres agenta; in D is Inc(a;, D) = %

Example 4 Let D, be a persuasion dialog in which agemt has uttered two arguments;, and . Let
us assume that from the formulas of those arguments a thipdnaent, sayys, is built. The figure below
depicts the conflicts among the three arguments. The inenberdegree of agent is equal to 2/9.

8



Note that, the above definition is general enough to captotk bxplicit and implicit contradictions.
Moreover, this measure is more precise than the one defindtieobasis of attacked arguments, i.e.

Inc_bis(a;, D) = [{peA: Suc?jbi?a(“’ﬁ)enci}‘. Using this measure, the incoherence degree of agent

a1 is 1/3. Even if the argument; is attacked by two arguments, only one conflict is considered

It is easy to check that if an agent is aggressive towardeligetisen she is incoherent.

Property 3 Let D be a persuasion dialog angd € Ag. If Agr(a;,a;, D) > 0, thenInc(a;, D) > 0.

Proof Let D be a persuasion dialog ang; € Ag. Assume thatgr(a;,a;, D) > 0. This means that
(e, B) € Confs(D). ConsequentlyR%| > 0. This is due to the fact th@onfs(D%) C R%. [ |

The following example shows that the reverse is not alwayes tr

Example 5 Let D5 be a persuasion dialog and; € Ag. Assume thatrgs(Dg') = {a1, a2}, and
Confs(D5") = (. It means thatigr(a;, a;, D5) = 0. Suppose thaﬂ:ASDgi = ({oq, a2, a3}, {(as, ),
(a3, a2)}) is its associated complete argumentation system. It is thes Inc(a,, Ds) = 2/9.

Similarly, it can be shown that if agenf is aggressive towards agemf and if all the formulas ofy;
are borrowed fromu;, thena; is for sure incoherent. Note thaf might be coherent if she has not used
conflicting arguments.

Proposition 5 LetD be a persuasion dialog ang, a; € Ag. If Loan(a;,a;, D) = 1 andAgr(a;, a;, D) >
0, thenInc(a;, D) > 0.

Proof LetCASpe, = (A%, R%) andCAS e; = (A7, Re’). Itis clear thatLoan(a;, a;, D) = 1 means
that every formula used by; has been first revealed hy;, it implies that A% C A (1). Now if
Agr(a;,aj, D) > 0 then it means thalla € Args(D®) that is attacked by an argument bfgs(D% ).
From (1), we get thatx € A’ hencea; is self-contradicting. |

Note that incoherence is not necessarily a bad behaviogpierds on the aim of the participants: the
goal may either be to win the debate whatever the other says discuss and take into account new
information. In the last case, changing its opinion is aeselitradiction but may be a constructive attitude.

6 Measuring the conciseness of a dialog

It is very common that a dialog contains redundancies oessahoves. Thus, only some arguments may
be useful for computing the output of the dialog. In this geGtwe are interested in characterizing the
useful moves in a dialog and identifying tideal version of a dialog. We start by presenting different
criteria for evaluating each move in a dialog, then we prexdgrocedure for computing the ideal version
of a given dialog.



6.1 Quality of moves

In everyday life, it is very common that agents deviate fréva subject of the dialog. We first define
a criterion that evaluates to what extent the moves utterednarelation with the subject of the dialog.
This amounts to check whether there exists a path from thereagt presented by the agent towards the
argument representing the subject in the graph of the amgtatien system associated to the dialog.

Definition 16 (Relevant and useful move)Let D = (m, ..., m,) be a persuasion dialog. A move;,
with i € [1,n], is relevantto D iff there exists a path (not necessarily directed) froamtent(m;) to
Subject(D) in the directed graph associated wikS,. A movem; is usefuliff there exists a directed
path fromContent(m;) to Subject(D) in this graph.

Example 3 (Cont): Assume thaBubject(D3) = «y. Itis clear thatws, 5, are relevant whiled; is not
and thatg; is useful whileas is not.

Property 4 If a movem is useful in a dialogD, thenm is relevant taD.

Proof If a movem is useful then there exists a directed path frosatent(m) to Subject(D), thusm
is relevant toD. [ |

One can define a measure, calked evance(D), that computes the percentage of moves that are relevant
in a dialog D3. In Example 3Relevance(D) = 3/4. ltis clear that the greater this degree is, the better
the dialog. When the relevance degree of a dialog is equal thist means that agents did not deviate
from the subject of the dialog. Useful moves are those thet hamore direct influence on the status of
the subject. However, this does not mean that their predesea@n impact on the output of the dialog.
Moves that have a real impact on the status of the subjecidiszldecisive

Definition 17 (Decisive move)LetD = (my, ..., m,) be a persuasion dialog ariiS , its argumentation
system. A move;, withi € [1,n], isdecisivein D iff

Status(Subject(D),ASp) # Status(Subject(D),ASp © Content(m;))

whereASp & Content(m;) = (A’ R) such thatd’ = Args(D)\ {Content(m;)} and R’ = Confs(D)\
{(x, Content(m;)), (Content(m;), x) | z € Args(D)}.

It can be checked that if a move is decisive, then it is usellllis means that there exists a directed
path from the content of this move to the subject of the diafotipe graph of the argumentation system
associated to the dialog.

Proposition 6 If a movem is decisive in a persuasion dialdg, thenm is useful inD.

_» Such thatn, is relevant to D)

3Relevance(D) = Hmiz,... ol
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Proof Assume thatn is a decisive move i and thatSubject(D) is accepted iPASp. According
to Proposition 1, for any attacker Sfubject(D), Subject(D) is indirectly defended by a non-attacked
argument. Sincen is decisiveSubject(D) is rejected iINnASp © Content(m). This means that at least
one attacker is no more indirectly defended by a non-atthekgument. Hence, removir@@ntent(m)
eliminates a path from a non-attacked argument to this &#adHenceContent(m) is useful.

If Subject(D) is rejected iINAS, and accepted iSp © Content(m). This means that every attacker
is defended by a non-attacked argumenAB, © Content(m). Hence the deletion @fontent(m) has
eliminated every direct or indirect attacker of the subjethis means thatontent(m) was on a path
from an attacker to the subject hence it was usefubin |

From Property 4, it follows that each decisive move is alsevant. Note that the converse is not true as
shown in the following example.

Example 6 Let Dg be a dialog whose subject s and whose graph is the following:

(@)
()=~

The grounded extension ASp, is {a1, as, a5 }. Itis clear that the argument, is relevant toa, but it
is not decisive foDg. Indeed, the removal @i, will not change the status ef; which is accepted.

The converse of Proposition 6 is not true since useful mowasmot be decisive:

Example 7 Let D; be a dialog whose argumentation system is the one given imphea4 and whose
subject isa;. Note that neithers nor a3 is decisive inD;. However, this does not mean that the two
arguments should be removed since the status dlepends on at least one of them (they are both useful).

On the basis of the above notion of decisiveness of movesawdefinghe degree of decisiveneskthe
entire dialog as the percentage of moves that are decisive.
6.2 Canonical dialogs

As shown in the previous sub-section, some moves may not pertent in a dialog and removing them
does not have any impact on the output of the dialog. In thif@® we characterize sub-dialogs, called
canonical which return the same output as an original dialog. In [Pfaof procedure that tests the mem-
bership of an argument to a grounded extension has beengapdhe basic notions of this procedure
are revisited and adapted for the purpose of charactercangnical dialogs.

Definition 18 (Dialog branch) Let D be a persuasion dialog andSp = (Args(D), Confs(D)) its
argumentation system. dialog branctfor D is a sequencéay, . .. , a,) of arguments such thati, j €

[0, ]
1. o; € Args(D)
2. ap = Subject(D)

3. ifi # 0 then(a;, a;—1) € Confs(D)

11



4. ifi andj are even and # j theno; # «;
5. ifiis even and # 0 then(a;_1, a;) & Confs(D)
6. V3 € Args(D), (o, - - ., op, B) is not a dialog branch foD.

Intuitively, a dialog branch is a kind of partial sub-graghA& p in which the nodes contains arguments
and the arcs represent inverted conflicts. Note that argtsntkeat appear at even levels are not allowed
to be repeated. Moreover, these arguments should stritalgiéithe preceeding argument. The last point
requires that a branch is maximal. Let us illustrate thisomotvith examples.

Example 3 (Cont): The only dialog branch that can be built from dialby is:
()

Example 8 Let Dg be a persuasion dialog whose subjectriand whose graph is the foIIowin
The only possible dialog branch associated to this diald@ésfollowing:

Proposition 7 A dialog branch is non-empty and finite.

Proof

- A dialog branch is non-empty since the subject of the oailgrersuasion dialog belongs to the branch.

- Let us assume that there exists an infinite dialog branctafgiven persuasion dialog. This means
that there is an infinite sequencey, a1, . . .) that forms a dialog branch. In this sequence, the number of
arguments of even index and of odd index are infinite. Acngrth Definition 5, the persuasion dialdg

is finite, thus both setsrgs(D) andConfs(D) are finite. Consequently, the set of arguments that belong
to the sequencén, oy, . ..) is finite. Hence, there is at least one argument that is reggbat an even
index. This is impossible. |

Moreover, it is easy to check the following result:

Proposition 8 For each dialog branchay, ..., ax ) of a persuasion dialo@ there exists a unique directed
path (ay, ag_1, ..., ag) of same length(k) in the directed graph associated AS p.

Proof Let (ay,...,ax) be a dialog branch forD, from Definition 18.3, it follows thati € [1,k],
(avi, ;1) € Confs(D). Hence there is a path of lengthin ASp from oy, to «g. From Definition 18.2,
ag = Subject(D). [ |

In what follows, we show that when a dialog branch is of evangth, then its leaf is not attacked in the
original dialog.

Theorem 1 («y, .., ;) being a dialog branch foD, if p is even the|3 € Args(D) such that(3, ) €
Confs(D)

“An argumentx strictly attacks an argumepitin a argumentation systef, R) iff (o, 8) € R and(8,a) ¢ R.
®The length of a path is defined by its number of arcs.
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Proof If 33 € Args(D) such that(3, oy,) € Confs(D) then a new sequence beginning(by, . .. a,, 5)
would be a dialog branch, which is forbidden by Definition@l8. |

Let us now introduce the notion of a dialog tree.

Definition 19 (Dialog tree) A dialog treeof D, denoted byD?, is a finite tree whose branches are all the
possible dialog branches that can be built frdm

We denote bAS : the argumentation system associatedXq AS: = (A?, C?) such thatd! = {a €
Args(D) such thatn appears in a node ab'} andC! = {(«, 8) € Confs(D) such that3, ) is an arc

of D'}.

Hence, a dialog tree is a tree whose root is the subject ofdtmipsion dialog.

Example 9
Let us considerDy whose subject isr; The dialog tree associated to this dialog is:

Note that the argument, does not belong to the dialog tree.

Proposition 9 Each persuasion dialog has exactly one corresponding ditiiee.

Proof This follows directly from the definition of the dialog tréedeed, the root of the tree is the subject
of the persuasion dialog. Moreover, all the possible braaschre considered. |

An important result states that the status of the subjediebtiginal persuasion dialaf is exactly the
same in both argumentation syste®S, andASp: (whereASp: is the argumentation system whose
arguments are all the arguments that appear in the dialegitteand whose attacks are obtained by
inverting the arcs between those argument®ih

Theorem 2 Status(Subject(D),ASp) = Status(Subject(D),ASpt).

Proof The proof of this theorem is based on two theorems givendhattiat are referring to the notion
of canonical tree.

e If Subject(D) is accepted irASp. then using Theorem 4 we get that there exists a canonical tre
Dg such thaSubject(D) is accepted irAS p: . Moreover, the way)y has been constructed (by an
AND/OR process) imposes thBf contains every direct child of the subject . Furthermore,
Theorem 3 shows that every branchiof is of even length. Every leaf of this canonic tree, by
definition, is non-attacked i$ and by definition inAS .. Using Definition 18.4 we get that in
each branch oASp:, each even node strictly attacks the previous node. Henceptstruction,
for each direct attacker of the subject XS, there exists at least one defender non-attacked in
ASp: (leaf of DY), the defense being strict, the subject belongs to the lexsansion oAS p:.
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e If Subject(D) is accepted irAS: then there exists a non-attacked defender against eveegtdir
attacker of the subject iAS p:. This means that there exists a canonical tree basefi®n: having
only even length branches. The subject is accepted in tiisnieal tree using Theorem 3, which
implies that the subject is acceptediihusing Theorem 4. |

In order to compute the status of the subject of a dialog, weccasider the dialog tree as an And/Or
tree. A node of an even level is an And node, whereas a nodedowdl is an Or one. This distinction
between nodes is due to the fact that an argument is accéjitedn be defended against all its attackers.
A dialog tree can be decomposed into one or several treesdozdinonical trees. Banonical treeis a
subtree ofD! whose root issubject(D) and which contains all the arcs starting from an even node and
exactly one arc starting from an odd node.

Definition 20 (Canonical tree) Let D be a persuasion dialog, and |&t’ its dialog tree.D¢ is acanonical
treeof D! if it is a subtree ofD! built by levels as follows:

e Subject(D) is its root (of level 0)
e and inductively:

— if aris a node of even level i then forevery 3 € D! such that(a, 3) € D?, the node3 and
the arc(«, ) is added taD°®.

— if ais a node of odd level i¢ and if o has at least one attacker ip? then forexactly one
B € D! such that(a, 3) € DY, the nodes and the arc(«, 3) is added taD*.

It is worth noticing that from a dialog tree one may extradeast one canonical tree. LBY, . .., D, de-
note those canonical trees. We will denoteAsf, . .., AS;, their corresponding argumentation systems.
It can be checked that the statusSabject(D) is not necessarily the same in these different systems.

Example 10 From the dialog tree of)gy, two canonical trees can be extracted:

It can be checked that the argument is accepted in the argumentation system of the canonicaldre
the left while it is rejected in the one of the right.

The following result characterizes the statusebject(D) in the argumentation systeAS; associated
to a canonical tred;.

Theorem 3 Let D be a persuasion dialod)s a canonical tree and\S its corresponding argumentation
systemsSubject(D) is accepted irAS; iff all the branches oD§ are of even-length.

Proof Let D be a persuasion dialogD{ a canonical tree andAS; its corresponding argumentation
system.

14



e Assume thaSubject(D) is accepted iPAS;, and that there is a branch dD¢ whose length is
odd. This means that the leaf of this branch, sayndirectly attacksSubject(D) (the root of the
branch).

— Either « is not attacked inAS{ it means thatx is accepted hence the second node of the
branch is a direct attacker dubject(D) that is not defended by a non attacked argument,
i.e.,Subject(D) would not be accepted ixS;.

— Either « is attacked inAS{ then it can only be attacked by an argument already present in
the branch (hence itself attacked), else the branch woutdsatisfied Definition18.6. This
also means that the second node of the branch is a directkattadf Subject (D) that is not
defended by a non attacked argument.

¢ Assume now that all the brancheslof are of even length, then for each branch the leaf is accepted
since it is not attacked IS (using Theorem 1). Then iteratively considering each ewveden
from the leaf to the root, they can all be added to the grourglddnsion since the leaf defends the
penultimate even node against the attack of the last odd aadeso on and by construction for
each odd node attacking an even node there is a deeper eventmatdstrictly defends it (due to
Definition 18.5). Hence each even node is in the groundech&xi@, soSubject(D) is accepted
in AS; |

The following result follows immediately from this Theoreand Theorem 1.

Corollary 1 LetD be a persuasion dialod)¢ a canonical tree andSs its corresponding argumentation
system. IBubject(D) is accepted irAS, then all the leaves ab are not attacked irD.

Proof According to Theorem 3, sin@abject(D) is accepted irAS;, then all its branches are of even-
length. According to Theorem 1, the leaf of each branch afiésegth is an argument that is not attacked
in D. Thus, all the leaves dP{ are not attacked irD. |

An important result shows the link between the outcome ofdodiD and the outcomes of the different
canonical trees.

Theorem 4 Let D be a persuasion dialog)y, ..., D¢, its different canonical trees anfiS{, ..., AS;,
their corresponding argumentation systems.
Output(D)® is accepted iff i € [1,m] such thatStatus(Subject(D), ASS) is accepted.

Proof LetD be a persuasion dialog)y, ..., DS, its different canonical trees andiSS, ..., AS; their
corresponding argumentation systems.

e Let us assume that there exigd§ with 1 < j < m andStatus(Subject(D), AS]) is accepted.
According to Theorem 3, this means that all the branchdé;mre of even length. From Corollary
1, it follows that the leaves dbs are all not attacked in the graph of the original dialdg.

Let2i be the depth oD (i.e. the maximum number of moves of all dialog branche3:)f

®Recall thaDutput (D) = Status(Subject(D),ASp).
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We define the height of a nodéin a tree as the depth of the sub-tree of rdot

We show by induction omthatV p such that) < p < 4, the sef{y|y is an argument of even indice
and in a node of height 2p belonging toDj} is included in the grounded extensionAS ).

— Casep = 0. The leaves oD{ are not attacked in D (according to Corollary 1). Thus, they
belong to the grounded extensionAS .

— Assume that the property is true to an orgeaind show that it is also true to the ordgr+ 1.
It is sufficient to consider the arguments that appear at deegals and in a hode of height
2p + 2 of D. Lety be such an argument. Singeappears at an even level, then all the
arguments/” attackingy in AS, appear inD]C. as children ofy (otherwise the branch would
not be maximal oD% would not be canonic), and eaghis itself strictly attacked iAS, by
exactly one argumentappearing inDJC. as a child ofy’. Thus, each is at an even level iIiDJC-
and appears as a node of height of D5. By induction hypothesis, each argumeris in the
grounded extension &Sp. Since all attackers af have been considered, thus the grounded
extension oASp defendg;. Consequently is also in this grounded extension.

e Letus assume th&tatus(Subject(D),ASp) is accepted. Lefy be the smallest index 0 such
that Subject(D) € Fio(C’). Let us show by induction anthat if an argumenty € Args(D) is
in F¥(C) then there exists a canonical tree of raofor D8 having a depth< 2i and having only
branches of even length.

— Casei = 0: if a € C, thenq itself is a canonical tree of roat and depth 0.

— Assume that the property is true at ordeand consider the order+ 1. Hence, let us consider
a € FHi(C)anda ¢ FF(C) withk < i+ 1.
Letzy, ..., z, be the attackers af. Consider an attacker;. x; attackso, anda € FHL(0)
= F(F'(C)). According to Proposition 4.1 in [2], there existsin the grounded extension of
ASp such thaty attacks strictlyz;. Sincey defendsy (definition of F) theny e Fi(C). By
induction hypothesis applied tg there exists a canonical tree whose rooyiand the depth
is < 2i. The same construction is done for eagh So we get a canonical tree whose root is
« and its depth i< 2(: + 1) and in which each branch has still an even length.

Now, from the fact thasubject(D) € F¥(C) we conclude that it exists a canonical tree of root
Subject(D) having each branch of even length. Using Theorem 3, we gettitgject(D) is
accepted in this canonical tree. |

This result is of great importance since it shows that a ciaabtree whose branches are all of even-length
is sufficient to reach the same outcome as the original diglagse the subject is accepted. When the
subject is rejected, the whole dialog tree is necessarydorerthe outcome.

Example 9 (Cont): The subjecta; of dialog Dy is accepted since there is a canonical tree whose

"The sefC contains all the arguments that are not attackeB.in

8Here, we consider a “canonical tree of reofor a dialogD". Its definition is more general than canonical tree for datja
D since it does not requires that all the branches start fr@stiject of the dialog (modifying item 2 of Definition 18) but
requires that all the branches start from the nade
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branches are of even length (it is the canonical tree on thalExample 10). It can also be checked that
aq is in the grounded extensidiv;, oy, as, as, ag, a1} of ASp,.

So far, we have shown how to extract from a graph associatddandialog its canonical trees. These
canonical trees contain only useful (hence relevant) moves

Theorem 5 Let D be a canonical tree of a persuasion dialdy Any move built on an argument of
is usefulin the dialogD.

Proof By construction oD¢, there is a path in this tree from the root to each argumenf the canonical
tree. According to Proposition 8, we get that there existemasponding directed path iAS from « to
Subject(D), hence a move containing the argumaeris useful inD. [ |

The previous theorem gives an upper bound of the set of mbeesan be used to build a canonical tree,
a lower bound is the set of decisive moves.

Theorem 6 Every argument of a decisive move belongs to the dialog méded@each canonical tree.

Proof If a movem is decisive then, as seen in the proof of proposition 6,

o if the subject is accepted iAS then it exists at least a direct attacker of the subject tata
more inderectly defended by a non attacked argumeASp © Content(m). The subject being
accepted inADp, this means that there is a canonical tree having only brascbf even length
(according to Theorem 3). By construction, this canonie trentains every direct attacker of the
subject. IfContent(m) does not belong to this canonic tree then there is a defenidéyecsubject
on a path that does not contaflontent(m) in ASp, if it is the case for every direct attacker of the
subject then the subject should have been accept&®in © Content(m). This is not possible,
henceContent(m) belongs to the canonical tree that accepts the subject.

e if the subject is rejected IASp but accepted iPASp © Content(m) then there exists a canon-
ical tree hwhere all the branches are of even lengthAlBp © Content(m). Since the adding
of /content(m) leads to reject the subject, it means titanhtent(m) attacks at least one direct
or indirect defender of the subject belonging to each caraniree that accepts the subject in
ASp © Content(m). The sequence containing the branch from the subject taléfander can be
prolongated withContent(m) in order to form a new branch of odd length 7. Hence for every
canonical tree that rejects the subjeCtntent(m) has to belong one of their branch. [ |

The converse is false since many arguments are not decisigdllustrated in Example 7, there are two
attackers that are not decisive but the dialog tree contaitis of them (as does the only canonical dialog
for this example).

6.3 The ideal dialog

In the previous section, we have shown that from each diaadialog tree can be built. This dialog
tree contains direct and indirect attackers and defendahesubject. From this dialog tree, interesting
subtrees can be extracted and are called canonical treeandhical tree is a subtree containing only
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particular entire branches of the dialog tree (only one gt in favor of the subject is chosen for
attacking an attacker while each argument against a defengelected). In case the subject of the dialog
is accepted it has been proved that there exists at leasiamoaical tree such that the subject is accepted
in its argumentation system. This canonical tree is a caeifbr being an ideal tree since it is sufficient
to justify the acceptance of the subject against any atteaitadle in the initial dialog. Among all these
candidates, we define the ideal tree as the smallest onee lcae the subject is rejected in the initial
dialog, then the dialog tree contains all the reasons tatréjehence we propose to consider the dialog
tree itself as the only ideal tree.

Definition 21 (ideal trees and dialogs)If a dialog D has an accepted output

- then anideal treeassociated td is a canonical tree oD in whichSubject(D) is accepted and having
a minimal number of nodes among all the canonical graphsalst accepBubject(D)

- else thddeal treeis the dialog tree ofD.

A dialog using once each argument of an ideal graph is calledleal dialog

Example 9 (Cont): An ideal Dialog for DialogDy (on the left) has the following graph (on the right):

(-
©)

Given the above definition, an ideal dialog contains exabtysame number of moves that the number of
nodes of the ideal graph.

Proposition 10 Given a dialogD whose subject is accepted. An ideal dialb§ for D is the short-
est dialog with the same output, and such that every arguinefalvor of the subject id D (including
Subject(D) itself) is defended against any attack (existingih

Proof If the subject is accepted iP then, by construction, a canonical graphBfcontains every argu-
ment existing inD that directly attacks the subject since they belong to alfbssible dialog branches
that can be built fromD. But for any of them it contains only one attacker that is wofaof the subject
(this attacker is a son of an “OR” node in the dialog tree), fmch chosen argument in favor of the sub-
ject, all the attackers are present in the canonical tre@ythre the sons of an “AND” node in the dialog
tree). Moreover, if the subject is accepted then every brarfche canonical graph is of even length. It
means that the leafs are in favor of the subject and not athok the initial dialogD. This property is
true for any canonical graph. Then since the ideal dialogresponds to the smallest canonical graph it
means that it is the shortest dialog that satisfies this prype |

This property ensures that, when the subject is acceptdwkimitial dialogD, an ideal dialog/ D is the
more concise dialog that entails an acceptation. In othedsyave require that the ideal dialog should
contain a set of arguments that sumarize Note that the ideal dialog exists but is not always unique.
Here is an example of an argumentation system of a dialoghatbads to two ideal trees (hence it will
lead to at least two ideal dialogs).
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Op-Om®
®

So far, we have formally defined the notion of ideal dialogd &ave shown how it is extracted from a
persuasion dialog. It is clear that the closer (in terms tirgdusion of the exchanged arguments) the
dialog from its ideal version, the better the dialog.

7 Conclusion

Several systems have been proposed in literature for afp@gents to engage in persuasion dialogs.
Different dialog protocols have then been discussed. Tl are the high level rules that govern a
dialog. Examples of such rules are ‘how the turn shifts betwagents’, and ‘how moves are chained in
a dialog’. All these rules should ensure ‘correct’ dialogs, dialogs that terminate and reach their goals.
However, they do not say anything on the quality of the dislo@ne even wonders whether there are
criteria for measuring the quality of a dialog. In this papee argue that the answer to this question is
yes. Indeed, under the same protocol, different dialogdherséme subject may be generated, and some
of them may be judged better than others. There are three kitkasons, each of them is translated
into quality measures: i) the exchanged arguments areggroii) the behavior of agents was ‘ideal’. iii)
the generated dialogs are more concise (i.e. all the uteganents have an impact on the result of the
dialog). In this paper, the behavior of an agent is analyzethe basis of three main criteria: its degree
of aggressiveness, its degree of loan, and its degree ofarud®

We have also proposed three criteria for evaluating the swofea persuasion dialog with respect to
its subject: relevance, usefulness and decisiveness.vdRele only expresses that the argument of the
move has a link with the subject (this link is based on thechttelation of the argumentation system).
Usefulness is a more stronger relevance since it requires@etl link from the argument of the move to
the subject. Decisive moves have a heavier impact on thegliaince their omission changes the output
of the dialog.

Inspired by works on proof theories for grounded semantiagumentation, we have defined a notion
of “ideal dialog”. More precisely, we have first defined a d@gkree associated to a given dialog as the
graph that contains every possible direct and indirectlettd and defenders of the subject. From this
dialog tree, it is then possible to extract sub-trees cditdehl trees” that are sufficient to prove that the
subject is accepted or rejected in the original dialog ams] H#gainst any possible argument taken from
the initial dialog. A dialog is good if it is close to that ideeee. Ideal dialogs have positive properties
with respect to conciseness, namely they contain only Liaaflirelevant arguments for the subject of the
dialog. Moreover for every decisive move its argument bgtoto all ideal trees.

From the results of this paper, it seems natural that a ppbigenerates dialogs of good quality if (1)
irrelevant and not useful moves are penalized until ther@ s&t of arguments that relate them to the
subject (2) adding arguments in favor of the subject thattieeked by already present arguments has no
interest (since they do not belong to any ideal tree). By gisim the generated dialogs are mooacise
(i.e., all the uttered arguments have an impact on the result oflifdeg), and morefficient(i.e., they
are the minimal dialogs that can be built from the informatexchanged and that reach the goal of the
persuasion).

19



Note that in our proposal, the order of the arguments hasorieé tonstrained since the generated graph
does not take it into account. The only thing that mattersriflepto obtain a conclusion is the final set
of interactions between the exchanged arguments. But ifegi@rof being relevant to the previous move
or at least to a move not too far in the dialog sequence coutdken into account for analyzing dialog
quality. Moreover, all the measures already defined indttee and cited in the introduction could also
be used to refine the proposed preference relation on dialedi$inally could help to formalize general
properties of protocols in order to generate good dialogs.

Furthermore, it may be the case that from the set of formulagved in a set of arguments, new arguments
may be built. This gives birth to a new set of arguments andievaset of attack relations called complete
argumentation system associated with a dialog. Henceultdoe interesting to define dialog trees on
the basis of the complete argumentation system then morgeeffidialogs could be obtained (but this
is not guaranteed). However, some arguments of the comalgteanentation system may require the
cooperation of the agents. It would mean that in an ideal fadtizable dialog, the order of the utterance
of the arguments would be constrained by the fact that eaghtatpould be able to build each argument
at each step.
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