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This article presents a revised formulation of the color gradient method to model im-

miscible two-phase flows in the Lattice-Boltzmann framework. Thanks to this formu-

lation, the Colour-Gradient method is generalised to an arbitrary Equation of State

under the form p = f(ρ, φ), relieving the non-physical limitation between density

and sound speed ratios present in the original formulation. A fourth-order operator

for the equilibrium function is introduced, and its formulation is justified through

the calculation of the 3rd order equivalent equation of this numerical scheme. A

mathematical development demonstrating how the recoloration phase allows to solve

a conservative Allen-Cahn equation is also proposed. Finally, a novel temporal cor-

rection is proposed, improving the numerical stability of the method at high density

ratio. Validation tests up to density ratios of 1000 are presented.
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I. INTRODUCTION

The numerical simulation of interfacial multiphase flows constitutes a challenging subject

of investigation in fluid mechanics. Those flows are defined by the co-existence of two im-

miscible phases. The transition between the two segregated phases is very sharp, and occurs

over a few atoms length. For this reason, it is commonly assumed that the two phases are

separated by an infinitely thin interface. An inter-molecular attractive forces imbalance oc-

curs at this interface, resulting in surface tension, which has a significant impact on interface

dynamics1. The interface leads to severe density gradients in the case of liquid-gas config-

urations, which is a challenge for numerical simulation. For atomization applications, the

interface is also subject to intense shear, resulting in additional numerical difficulties. Fur-

thermore, the interface curvature needs to be accurately estimated for an accurate pressure

jump prediction, which is a challenge for complex flow topologies, such as interfacial waves,

liquid ligaments, and associated break-up. Finally, atomization configurations involve large

Reynolds and Weber numbers which results in a large range of scales2.

Despite those difficulties, methodologies have been proposed to simulate such interfacial

flows. On one hand, sharp interface methods consider separated phases with discontinuous

quantities and jump conditions at the interface. The advection of a scalar quantity allows

to track the interface. The Volume of Fluid (VoF)3 method and the Level-Set methods4

have allowed numerical predictions of realistic two-phase configurations, but suffer from a

significant computational cost due to stark mesh resolution requirements in the interface.

On the other hand, diffuse interface methods have also been proposed, in which the interface

is considered as a smooth transition from one phase to the other. To allow such a continuous

transition, the interface is artificially thickened over several grid points, which consequently

reduces interfacial gradients and associated mesh constraints required for their discretization.

Among these diffuse interface methods, the Phase Field Method has been first introduced,

relying on the work of Van der Waals5, Korteweg6, Cahn and Hilliard7. Multifluid methods

were later proposed by Baer and Nunziato8, Saurel and Abgrall9, Kapila10, Saurel et al.11,12.

Reviews for both phase-field and multi-fluid methods may be found in Anderson et al.13 and

Saurel and Pantano14.

In the meantime, Lattice Boltzmann Method (LBM) has received a growing attention.

Its basis have been originally proposed by the Cellular Automata community. Since Frish et
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al.15 and d’Humières et al.16 who introduced the Lattice Gas Automata (LGA) Algorithm,

Mc Namara and Zanetti17 extended this work to propose a Lattice Boltzmann Method.

Originally proposed for low-Mach aerodynamics, extensions to multi-phase flows rapidly

came out. Rothman and Keller18 proposed a LGA multiphase algorithm that has been

adapted to a LBM framework by Gustensen et al.19.

LBM received a growing interest motivated by its scalability and its low dissipation prop-

erties, making it particularly well-suited for acoustic long distance dispersion problems20. It

has been applied to a wide range of applications such as, reservoir permeability21–23, combus-

tion flows24, blood flow25, boiling flow26, thermocapillarity flows27, non-Newtonian flows28,

magneto-hydrodynamic flows29, cryogenic flows30, etc. It also proved to be more com-

putationally efficient than standard methods for aero-dynamics problems for example. Its

application to two-phase flows have also largely been undertaken through the use of LBM,

with several specific methodologies. Apart from the Colour Gradient Method18 (also known

as RK method from Rothman and Keller, their creator) Shan and Chen31,32 proposed a

Pseudo-potential method. Swift et al. introduced the Free Energy method33,34 and He et

al.35 finally proposed the so-called HCZ method (from He, Chen and Zhang who first pro-

posed the method), which recently received a lot of attention since the work of Fakhari36–39

Geier et al.40 and Mitchell4127. Having greatly benefited from the advances in the phase field

community42,43, these methods were applied on a large range of cases: droplet impact44, free

jet45, ternary fluid46, drop impact on a liquid film47, flow with surfactant48, direct-writing

printing49 and also widely in porous flow50. HCZ method allows to simulate a large range

of flows at both large density ratios and large Reynolds numbers41, while other methods are

limited to moderate density ratios and / or moderate Reynolds numbers.

Despite the attractiveness of this last method, it takes place in an incompressible frame-

work. The need to account for compressibility is of importance for several two-phase con-

figurations. A typical application of the present work is liquid injection, where cavitation

occurs51 and atomization may be impacted by acoustics52–57. For such problems, other

methods than HCZ must then be investigated.

Despite the complexity of obtaining equivalent macroscopic equations58–60, we decided

here to revisit the color gradient method, for its simplicity and numerical efficiency61. In

the present work, a reformulation of the method is proposed. This new formulation is math-

ematically equivalent to the classical one, but is numerically more efficient . In particular,
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it is adapted to an arbitrary Equation Of State (EOS), and a new physical interpretation

of the method is proposed. Using another approach than the one proposed by Subhedar60,

the equivalent macroscopic equation associated with the recoloration step of the algorithm –

accounting for phase segregation – is proposed. It is shown that the recoloration step allows

to solve an advection-diffusion equation. Finally those analyses highlight a temporal spu-

rious term, which can be corrected by a new correction term, which significantly improves

numerical stability, thus allowing to tackle density ratios as high as 1000.

This paper is organized as follows: governing equations and the considered isothermal

thermodynamic closure are presented in section II. The original Color-Gradient algorithm

is recalled in III, in which our revised Color-Gradient algorithm is also presented. Section

IV proposes novel physical insights for the proposed algorithm. Relation between spurious

currents and isotropy conditions are discussed, a physical interpretation for the recoloration

step is provided, and accurate corrections to predict a sheared interface are detailed. Finally,

results are provided in section V and conclusions are drawn in section VI.

II. TWO-PHASE FLOW GOVERNING EQUATIONS

Isothermal two-phase flows with density gradient and sheared interface are described with

the governing equations and thermodynamic closure detailed in this section.

A. Conservation equations

Mass and momentum conservation equations read

∂tρ+ ∂αρuα = 0 , (1)

∂tρuα + ∂β
(
ρuαuβ + δαβp+ pσαβ − Tαβ

)
= Fα , (2)

where α and β denote spatial directions, ∂α and ∂β the partial derivative in α and β direc-

tions, ρ the two phases’s density, uα the velocity, p the thermodynamic pressure, δαβ the

Kronecker function, pσαβ a pressure tensor representing surface tension, Tαβ the stress tensor

and Fα being a volumic force. It must be noted that the Einstein’s summation formalism is

used in this work. The stress tensor reads:

Tαβ = ρν (∂βuα + ∂αuβ) + ρ(νb − ν)
2

D
(∂γuγ) δαβ, (3)
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ν being the kinetic shear viscosity, νb the kinetic bulk viscosity and D the spatial dimension

of the system. Once the total density is known, the knowledge of the composition is required

to close the system. Several field can be calculated in order to close the system, such as

one of the phase’s density (ρk stands for the kth phase density), the density ratio of the

kth phase, noted Yk or any field useful to discriminate the two phases. In this work, the

additional conservation equation is accounted for through the conservation of a phase field

parameter φ defined as

φ =
ρ1 − ρ2

ρ
= Y1 − Y2, (4)

By definition, this equation is equal to 1 when located in a pure phase 1 environment and to

-1 in a pure phase 2 environment. The equation for the phase field parameter φ is defined

in Sec. IV B.

The presence of one single momentum equation Eq. (2) implies a mechanical equilibrium

assumption: the two phases are assumed to be in velocity and pressure equilibrium:






u1 = u2

p1 = p2

(5)

The surface tension term pσαβ was proposed by Gueyffier and Zaleski62 and introduced in

the LBM framework by Reis and Phillips58. It is given by:

pσαβ = σ[δαβ−nαnβ
]δinterface (6)

with ~n being an estimation of the normal to the interface, and δinterface is a function that

allows to locate the interface. They are given by:

nα =
∂αφ

|~∇φ|
δinterface =

|~∇φ|
2

(7)

Note that the phase field used to solve the system, and the phase field used to calculate the

surface tension term don’t have to be the same. It is notably the case in the work of Saurel

and Perigaud63 who uses the volume fraction or in the work of Ba et al.64 that uses a modified

version of φ. To the authors knowledge, the impact of the used phase field on the capability

to predict surface tension haven’t been investigated. For the sake of simplicity, the same

phase field φ is then used for the surface tension operator and for solving the composition

of the density. In this model, surface tension is modeled as a pressure tensor (see Eq. (2)).
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The fact that surface tension could take the form of stress tensor was first demonstrated

by Korteweg6, and the current model, referred to as CSS (Continuous Surface Stress), was

proposed by Gueyffier and Zaleski62. It relies on the same geometrical background as the

CSF (Continuous Surface Force) model proposed by Brackbill et al.65, i.e. both of them are

equivalent to a volumic force proportional to an estimation of the curvature.

B. Thermodynamic closure

To close the above system, a thermodynamic closure is required, which can be written

generically as:

p = f(ρ, Y1) = g(ρ, φ). (8)

Note that the equation of state (EOS) necessarily differs from p = ρc2s (cs being the speed

of sound), classically used in athermal Lattice-Boltzmann modelling66. In the classical color

gradient formulation67, the closure relation reads:

p = ρY1c
2
1 + ρY2c

2
2, (9)

with c1 and c2 are the speed of sound in each phase, chosen to ensure mechanical equilibrium.

This equation of state proposed by Grunau et al.68 presents a major drawback for high

density ratios, as it implies
c22
c21

=
ρ1
ρ2

. (10)

This drawback can easily be illustrated considering the liquid-air system: for a density

ratio of 1000, the air sound speed cs,2 = 347m.s−1 would imply a liquid sound speed of

cs,2 = 11m.s−1. In such conditions, any liquid flow speed above 3m.s−1 would correspond

to a local Mach number over 0.3, and therefore create non-physical compressible effects.

To circumvent this limitation, an Equation Of State (EOS) is used, inspired from the

Stiffened Gas formulation69 p = ρ(cp − cv).T − p∞ for each phase, where p∞ accounts for

the attractive forces in the liquid. Assuming an isothermal fluid, the equation of state in

each phase k only differs from the classical athermal EOS used in LBM by p∞,k, as:

pk = ρkc
2
k − p∞,k. (11)

Note that p∞,k, ck are constants of the flows. Finally, a mixture equation of state for the
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two-phase flow by assuming mechanical equilibrium51,70, is derived:

p = pk, ∀k, (12)

yielding
1

ρ
=

Y1

ρ1
+

Y2

ρ2
=

Y1c
2
1

p+ p∞,1

+
Y2c

2
2

p+ p∞,2

, (13)

which can be inverted to provide explicitly the expression required in Eq. (8), e.g.

p =
1

2

(

ρĉ2 − p∞,1 − p∞,2 +

√

(p∞,2 − p∞,1 + ρc̄2)2 + ρ2(1− φ2)c21c
2
2

)

(14)

where ĉ2 =
c2
1
+c2

2

2
+ φ

c2
1
−c2

2

2
and c̄2 =

c2
1
−c2

2

2
+ φ

c2
1
+c2

2

2
. Derivation of Eqs. (13, 14) and proof of

the pressure’s positivity can be found in the literature71 in the more general non-isothermal

case.

Note nonetheless that the present work is compatible with any other EOS which can be

written under the generic form Eq. (8).

III. LATTICE-BOLTZMANN MODEL

For the sake of simplicity, the presentation of the Lattice-Boltzmann model is performed in

2D, based on the classical D2Q9 nearest-neighbor lattice66. Discrete velocities are introduced

as:

~ξi =
∆x

∆t







(0, 0) i = 0

(±1, 0) or (0,±1) i = 1, 3, 5, 7

(±1,±1) or (±1,∓1) i = 2, 4, 6, 8

, (15)

where ∆x and ∆t are respectively the space and time discretization. To each discrete velocity

is assigned a weight66 ωi (lattice-dependent). A characteristic lattice velocity cs, related to

the speed of sound66, is defined as:

cs =
∆x√
3∆t

. (16)

A. Color gradient method

The color-gradient method is the first Lattice Boltzmann method introduced for two-

phase flows. Initially derived in the Lattice Gas Automata framework18, it has been suc-

cessively transported to a LBM framework by Gustensen19, the current recoloration oper-

ator was proposed by Latva-Kokko72, the surface tension operator by Reis and Phillips58,
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and successive improvements and generalization to more than 2 species were proposed by

Leclaire67,73–75. The fluid is represented by two probability density functions (f
(1)
i , f

(2)
i )

related to each fluid mass volume (ρ1, ρ2) as

ρk =
∑

i

f
(k)
i . (17)

It should be underlined, that this formalism is only proposed for discrete density functions,

to the author knowledge, it cannot be transposed to continuous equations. For this model,

mechanical equilibrium is assumed (Eqs. (5)), and the mixture’s momentum reads

ρuα =
∑

i

∑

k

ξα,if
(k)
i (18)

Each population (f
(1)
i , f

(2)
i ) is calculated via a three-step algorithm:

Step 1: collision is achieved via

f
(k),∗
i = f

(k)
i + Ω

(1),k
i + Ω

(2),k
i , (19)

where Ω(1),k
i is the collision operator, relaxing the population towards the Maxwell-Boltzmann

equilibrium distribution function f
(k,eq)
i . For the BGK (Bhatnagar-Gross-Krook) single re-

laxation time model76, the collision term reads

Ω
(1),k
i = −1

τ

(

f
(k)
i − f

(k,eq)
i

)

, (20)

where the dimensionless relaxation time τ is related to the fluid viscosity through

τ =
ν

∆tc2s
+

1

2
(21)

In Eq. (19), Ω(2),k
i is a second collision term which accounts for surface tension, further

detailed in Eq. (45).

Step 2: recoloration. The recoloration step – giving its name to the method – is

applied to the total population fi = f
(1)
i + f

(2)
i , taking the form

f
(k),∗∗
i = Ykf

∗

i ± Ω
(3)
i (22)

where Yk is the mass fraction of the kth phase, and Ω
(3)
i is a third collision function accounting

for the fluid segregation.

8



Step 3: streaming. Finally, each population is streamed, accounting for the convective

part of the macroscopic equations66:

f
(k)
i (x+ ξi∆t, t+∆t) = f

(k),∗∗
i (x, t). (23)

In this formulation, the first two steps (collision and recoloration) are executed twice: once

per population. Moreover, two equilibrium functions (f
(1,eq)
i , f

(2,eq)
i ) have to be computed.

In practice, the same collision model is applied to both phase and the model can be recast

as follows, thereby limiting the number of operations per time-step.

B. Revised color-gradient algorithm

To minimize the number of operations per time step, let us consider

fi = f
(1)
i + f

(2)
i , (24)

corresponding to the total density ρ = ρ1 + ρ2, and

gi = f
(1)
i − f

(2)
i , (25)

related to the phase field function φ defined in Eq. (4) through

ρφ =
∑

i

gi. (26)

The three steps described in Sec. III A can then be expressed as follows.

Step 1: collision. is recast as:

f ∗

i = f eq
i + Ω

(1)
i + Ω

(2)
i +

1

2
Si, (27)

where Ω
(1)
i is the collision operator, detailed in Eq. (20), Ω(2)

i is the surface tension operator

which will be detailled later (Eq. (45)), and Si is a forcing term, also detailed later (Eq. (51)).

Step 2: recoloration.

The recoloration step writes now:

g∗i = φf ∗

i + Ω
(3)
i (28)

with Ω
(3)
i the collision operator accounting for phase segregation, further detailed in Eq(48).
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Step 3: streaming. Both fi and gi populations are then streamed, through

fi(x+ ξα,i∆t, t+∆t) = f ∗

i (x, t) (29)

gi(x+ ξα,i∆t, t+∆t) = g∗i (x, t) (30)

In the subsequent subsections, the proposed equilibrium function, the collision terms, and

the force term Si for the revised color gradient method are given.

C. Equilibrium part

The equilibrium function considered here reads:

f eq
i = ρwi

(

H0,i + uα

Hα,i

c2s
+ uαuβ

Hαβ,i

2c4s

)

+ (p − ρc2s)

(

Ei + uα

wiHββα,i

2c6s

)

, (31)

where the first terms correspond to the classical formulation66, and the last one allows to

consider an arbitrary EOS (e.g. when p 6= ρc2s). In Eq. (31), Hα,i are the Hermite poly-

nomials, provided in Appendix A. In this work, the moment m∗ associated to the Hermite

polynomial H∗ is defined by

m∗ =
∑

i

H∗,ifi. (32)

Similarly, the moment of the equilibrium function associated with the Hermite polynomial

H∗ is noted meq
∗

. The equilibrium function of (Eq. (31)), is designed so that its low-order

moments follow:

meq
0 = ρ (33)

meq
α = ρuα (34)

The second-order moment is obtained by pointing out that the macroscopic equation corre-

sponding to the equilibrium part follows77:

∂tm
eq
α + ∂β

(
meq

αβ +m0c
2
sδαβ

)
= Fα +O(∆t), (35)

corresponding to the Eulerian part of the momentum equation Eq. (2):

∂tρuα + ∂β (ρuαuβ + pδαβ) δαβ = 0. (36)
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Comparing the two previous equations, the second order moment of the equilibrium has to

be:

meq
αβ = ρuαuβ + (p− ρc2s)δαβ (37)

The definition of the third moment depends on the considered numerical scheme. In

a Lattice Boltzmann framework, the number of discrete velocities is directly related to the

number of moments that are recovered correctly66. For instance, not all three order moments

(i.e. the moments linked to the third degree Hermite’s polynomial: Hxxx, Hxxy, Hxyy and

Hyyy in D2Q9) can be correctly recovered66:
∑

i wiHxxx,if
eq
i =

∑

i wiHyyy,if
eq
i = 0 for all

f eq
i . The consequence is that, while the third moments of f eq

i should be

meq
αβγ = (p− ρc2s)(uαδβγ + uβδαγ + uγδαβ), (38)

it actually reads: 





meq
ααβ = (p− ρc2s)uβ α 6= β

meq
ααα = 0 otherwise

(39)

This problem has already been discussed by Wen et al.78, and the proposed solution is to

adopt the forcing strategy proposed by Li et al.79 for the color-gradient framework, leading

to the forcing term SSp given in Eq. (53).

In the equilibrium distribution function Eq.(31), a new isotropic operator Ei is introduced

as:

Ei = wi

(
Hxx,i +Hyy,i

2c4s
− Hxxyy

4c6s

)

. (40)

The derivation and discussion of this operator is addressed in Sec. IV A.

Note that for the D2Q9 lattice66, Ei =
wi−δi,0

c2s
, showing that this formalism reduces to the

following, classically found in the literature80,81 despite being more related to the free-energy

community:






f eq
i = wi

(
p

c2s
+ ρ

(

uα
Hα,i

c2s
+ uαuβ

Hα,i

2c4s

))

+ (p− ρc2s)uα
Hββα

2c6s
i = 1..8

f eq
0 = ρ−∑1..8 f

eq
i

(41)

D. Collision step: Ω
(1)
i

In LB methods, the collision term Ω
(1)
i (Eq. (19)) relaxes the population towards the

so-called equilibrium distribution function Eq. (31).
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In practice, the BGK collision operator76 is quite limited in terms of stability82. To

enhance stability, a regularized collision operator82 is used in this study. The effect of the

bulk viscosity is also accounted for following the method by Renard et al83.

The proposed collision term reads

Ω
(1)
i =

(

1− 1

τν

)
(
f r,neq
xy,i + f r,neq

ν,i

)
+

(

1− 1

τb

)

f r,neq
b,i (42)

where f r,neq
ν,i and f r,neq

b,i are the projections of the non-equilibrium counterpart of the popu-

lation function on respectively the Hν and Hb polynomials:

f r,neq
k,i =

Hk,i

c4s

∑

i

(

fi − f eq
i +

1

2
Si

)

Hk,i, k = ν, b, xy. (43)

where Si is a source term detailled afterward that introduces volumic forces, surface tension

and correction terms. The dimensionless relaxation times (τν , τb) depend on the kinematic

viscosity ν and bulk viscosity νb as:

τν =
pν

ρ∆t
+

1

2
τb =

pνb
ρ∆t

+
1

2
(44)

E. Collision step: Ω
(2)
i

The collision term Ω
(2)
i introduces surface tension to the model:

Ω
(2)
i =

σwi

4| ~C|c4s

((
2CxCyHxy,i + (C2

x − C2
y )Hν,i

)

τν
−
(C2

x + C2
y )Hb,i

τb

)

(45)

This operator is a reformulation of the one proposed by Liu et al.59, taking into account the

different relaxation times for the moments of Hν and Hb. ~C refers to the colour gradient

that gave the method’s name and σ is the surface tension (kg.s−2) . The colour gradient can

be seen as an approximation of the spatial gradient of the phase field as showed by Leclaire

et al.67. Among the discretization scheme proposed in67, we chose the one providing the

highest level of isotropy while involving the first neighbours only:

Cα(x, t) =
∑

i

wiξα,iφ(x+ ξα,i∆t, t)

c2s
= ∆t∂αφ+O(∆t2) (46)

When τν = τb = τ , this formulation is equivalent to the one proposed by Reis & Phillips58.

where the operator Ω
(2)
i is designed in order to guarantee

∑

i

ξα,iξβ,iΩ
(2)
i =

pσαβ
τ

(47)

with pσαβ the pressure tensor introducing surface tension described in II
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F. Recoloration step: Ω
(3)
i

The recoloration step applies to the phase-field population gi (Eq. (28)) and reads

Ω
(3)
i = wi

p(1− φ2)

2W

ξα,i∂αφ

c2s|~∇φ|
(48)

where W has the dimension of a length (m) and corresponds to the characteristic width of

the interface (see Sec. IV B). This term was originally proposed by Latva-Kokko72 inspired

by the work of D’Ortona84 and later improved by Halliday et al.85. The present formalism

is strictly equivalent to the one proposed by Halliday et al.85, where the source term85 is

given by:

Ω
(3),Hal
i = β

ρ1ρ2
ρ2

f eq
i (u = 0)

∂αφ

|~∇φ|
ξα,i (49)

with β a constant, f eq
i (u = 0) the equilibrium function given in (31) with all the velocity

terms equal to zero. Taking into consideration the fact that Ei =
wi−δi,0

c2s
, then f eq

i (u =

0)ξα,i = wi
pξα,i

c2s
. By definition of φ, it can be shown that: ρ1ρ2

ρ2
= 1−φ2

4
, then Halliday’s term

reduces to:

Ω
(3),Hal
i = βwi

p(1− φ2)

4

ξα,i∂αφ

c2s|~∇φ|
(50)

Then it comes that both formulations are equivalent for β = 2
W

.

G. Forcing term Si

In this work, the forcing term consists of three contributions

Si = SF,i + SSp,i + St,i. (51)

SF is a source term accounting for potential volume forces, e.g. gravity. Given a force Fα,

SF,i = wi

(

Fα

Hα,i

c2s
+ (uαFβ + uβFα)

Hαβ,i

2c4s

)

. (52)

SSp is a corrective term which corrects the error stemming from the third order moment,

improperly resolved on the D2Q9 lattice78,79,86:

SSp,i = wi

(

3
∂y[(p− ρc2s)uy]− ∂x[(p− ρc2s)ux]

2c4s
Hν,i−

∂y[(p− ρc2s)uy] + ∂x[(p− ρc2s)ux]

2c4s
Hb,i

)

(53)
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This expression corresponds to the correction introduced by Wen et al.78 recast in the present

formalism. The derivative terms are calculated with the scheme proposed in Eq. (46).

Finally, a novel temporal correction term is proposed in this work:

St,i =
[
p(x, t)− p(x, t−∆t) + (ρ(x, t)− ρ(x, t−∆t))c2s

]
Ei. (54)

The derivation of Eqs. (53, 54) is provided in Sec. IV C.

H. Units and dimension

All values in the present paper are physical units, even though dimensionless Lattice-

Boltzmann units are manipulated in the algorithm66. Physical and Lattice-Boltzmann units

are linked through a characteristic density (ρref ), a characteristic speed and a characteristic

length. The authors followed the common practice66 in LBM to set the spatial step ∆x as

characteristic length, and the ratio ∆x
∆t

as characteristic velocity (i.e. cs = 1/
√
3 in Lattice

Boltzmann Units (l.b.u.)). The characteristic density is chosen so that the heaviest fluid

density is unity.

IV. ALGORITHM JUSTIFICATION AND DISCUSSION

A. Isotropic operator for arbitrary equation of state

The choice of operator Ei is of paramount importance to regulate spurious current80.

In order to satisfy the moments of the equilibrium function given in Eqs. (33, 34, 37), Ei

must only have non-zero second order moments in Hermite polynomial. :

∑

i

Hαβ,iEi = 0 (55)

∑

i

Hx,iEi =
∑

i

Hy,iEi =
∑

i

Hxy,iEi = 0 (56)

∑

i

Hxx,iEi =
∑

i

Hyy,iEi = 1 (57)

∑

i

Hxxy,iEi =
∑

i

Hyyx,iEi = 0 (58)
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For the sake of simplicity, let us assume τν = τb in the remainder of this section.

At this point, our system has only 8 moments for 9 unknownsns weights. It can be

completed by the moment of Hxxyy. This moment must be chosen wisely and a random choice

can lead to highly unstable behaviour, even for simple case at low density ratio. Hxxyy being

a high degree polynomial, its impact on the macroscopic equation cannot be determined

using the Chapmann-Enskog development, but can be found via a Taylor expansion77,87.

The complete expansion, summarized in Appendix B indicates that the moments of the

equilibrium functions are solution of the following equation:

∂tm
eq
α + ∂β

(
meq

αβ +m0c
2
sδαβ

)
= Tαβ +∆t2∂β(O(∂tTαβ) +O(∂γΠ

(1)
αβ) +O(∆t3) (59)

with Π
(1)
αβ the third moment of the non-equilibrium function. Its formulation is given by:

Π
(1)
αβγ = ∂tm

eq
αβγ + ∂µ

(
meq

αβγµ +
[
meq

αβδγµ +meq
βγδαµ +meq

αγδβµ
]
c2s
)

(60)

It comes that the ∆t2 error induced by the scheme has two components, one proportional

to the time derivative of the stress tensor, and one proportional to Π
(1)
αβ . It is expressed

as a function of the moments of the equilibrium function and the equilibrium function

can be decomposed as follow: f eq
i = f 0

i + (p − ρc2s)Ei, then all the moments of f eq
i can

also be decomposed in the same manner: meq
∗

= mO
∗
+
∑

i H∗Ei(p − ρc2s) From this last

decomposition, if note Er the component of Π(1)
αβγ coming from the Ei counterpart of the

equilibrium function, it comes:

Er = ∂t
∑

i

Hαβγ,iEi(p− ρc2s)+

∂µ

[(
∑

i

Hαβγµ,iEi +
∑

i

[Hαβ,iδγµ +Hβγ,iδαµ +Hαγ,iδβµ] c
2
sEi(p− ρc2s)

)]

(61)

Using Eqs. (57 58), the expression of the error can be simplified. It comes than the error

term can be cancelled when:

∑

i

Hαβγµ,iEi = − (δαβδγµ + δβγδαµ + δαγδβµ) c
2
s (62)

or, equivalently on the D2Q9 lattice

∑

i

Hxxyy,iEi = −c2s (63)
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The system being closed, we finally have the formula given earlier (40):

Ei = wi

(
Hxx,i +Hyy,i

2c4s
− Hxxyy

4c6s

)

(64)

The condition proposed in Eq. (62) happens to also be an isotropic condition as already

discussed by Burgin88. A more general discussion about isotropy is proposed by Suiker89, and

the issue was largely tackled at the time of Lattice Gas Automata by Wolfram90. Subhedar60

also discussed the importance of isotropy for the recoloration operator.

Illustration

The efficiency of this isotropic formulation Eq. (63) can be evaluated through the testcase

of a static droplet. In a squared box with periodical boundary conditions, a spherical droplet

of density ρ1 = 10kg.m−3 is set into an atmosphere of a lower densityt fluid (ρ2 = 1kg.m−3).

The surface tension is set to 0, and the velocity field is initiated at 0 in all the domain.

Giving the absence of phenomena able to animate the fluids, the flow is supposed to stay

still, which makes it ideal to observe the spurious currents induced by the numerical scheme.

The other parameters of the case are given afterward. The space step is ∆x = 0.001m,

the number of points in the x and y directions are Nx = Ny = 128 and the time step is

∆t = 1, 6638.10−6s. The radius of the droplet is a multiple of the grid size: R = 20∆x and so

does the width of the interface W = 2∆x (as a reminder, W is the parameter of the collision

term in the recoloration operation Eq(48)). The shear viscosity of the fluids are set equal,

and the bulk viscosity is equal to the shear viscosity: ν1 = ν2 = νb,1 = νb,2 = 0.001m2.s−1.

The parameters of the equation of states (Eq. (11)) are c1 = c2 = 347m.s−1, p∞,2 = 0 and

p∞,1 is set in order to ensure mechanical equilibrium p1 = p2 = 120409Pa.

Two cases are compared, one with Ei defined with
∑

i HxxyyEi = 0, and a second one

satisfying the isotropic condition given in Eq. (63). In Fig. 1, the spurious currents induced

by the two methods are compared after 2000 iterations. The location of the interface is

given by the line φ = 0, and the velocity field is represented with arrows, whose length has

a scale of 1m.s−1. In the non-isotropic case, it can be seen that strong spurious currents

appear in the interface, reaching a maximum value of velocity of 53m.s−1. These spurious

currents are strong enough to deform the interface shape. Around 4000 iterations, numerical

instabilities led to the failure of the computation. In the isotropic case, the spurious currents

16



are not visible (the maximum value of spurious velocity is 1.210−3m.s−1), and the initial

shape of the droplet is preserved. This illustrates the capability of this isotropic operator to

reduce drastically the spurious currents. Note that the value for the non-isotropic operator
∑

i HxxyyEi = 0 has been chosen arbitrarily, and similar results can be obtained for other

values different from −c2s
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Figure 1: Case of a static bubble in a quiescent atmosphere with two different

operators,one without the isotropic condition, i.e.
∑

i Hxxyy,i = O (left), and one with it

(right). The interface is represented by the φ = 0 isolines and the velocity field by arrows

of length scaled by 1m.s−1

B. Recoloration and capillary effects

Through a Taylor expansion inspired by Dubois87 (Appendix D), the macroscopic equa-

tion solved by the phase field calculated through the recoloration algorithm is obtained as:

∂tρφ+ ∂α(ρφuα) = ∂α

[
p∆t

2

(

∂αφ− 1− φ2

W
nα

)]

+O(∆t2), (65)

The left side of the above equation is the Eulerian derivative, the right side related to the

interface is itself composed of two terms, one diffusive term: ∂α
p∆t

2
and one anti-diffusive

term: ∂αφ and one ∂α

(
p∆t

2
1−φ2

W
nα

)

. The two effects are antagonist and they enventually
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compensate each other, meaning that the width of the interface can be controlled. Actually,

in the case of a steady flat interface in a quiescent flow, it can be shown that the interface

stabilizes in a hyperbolic tangent profile:

φ = tanh

(
x− xǫ

W

)

(66)

with xǫ the location of the interface φ = 0. Since tanh(2.65) ≈ 0.99 the terminal thickness

of the interface can be approximated at 5W . It is interesting to notice that the anti-diffusion

force is simulated through the third collision term Ω(3), while the diffusive term is induced

by the recoloration step. It shows that the recoloration scheme allows to solve an advection-

diffusion type equation in a LBM framework in an efficient way. A drawback of this method

is that the diffusion rate (i.e., the p∆t

2
factor) is implied by the numerical scheme and then

cannot be set freely. It is interesting to compare the current equation (65) to the conservative

Allen-Cahn equation proposed by Chiu & Lin43 expressed by:

∂tφ+ ∂α(φuα) = ∂α

[

M

(

∂αφ− 1− φ2

W
nα

)]

(67)

M being a constant named the mobility factor which has the dimension of a diffusion term

(m2.s−1). The right sides of both equations are similar, which confirms that the current

equation is conservative in mass43, supports the mass conservation property of the method

already underlined by D’ortona84 and Latva-Kokko72. In the density match case, (ρ1 =

ρ2) the current equation Eq(65) becomes equivalent to the Allen-Cahn equation with the

mobility given by:

M =
p∆x

2ρc2s
. (68)

Illustration

Let us now conduct a study in the density matched case to highlight the influence of the

mobility parameter M , even if it cannot be defined in the general case. The influence of the

mobility factor is investigated through the case of a flat interface. First of all, a convergence

analysis is held to recover Eq. (65), and then the impact of the mobility on the dynamic of

the interface is investigated.

The flat interface case is described as follow. The domain is a rectangular box with only

few points (Nx = 5) in the short side, Ny = L
∆x

in the long side. The physical length
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Figure 2: Visualization of a phase field profile after grid convergence (left). L2 error

expressed as a function of the spatial step ∆x compared with a straight line of slope=2 in

a log-log scale.

of the domain is constant for all cases: L = 1m, and the space step ∆x is used to set

the mobility factor M though Eq. (68). The boundary conditions are set periodic for the

long side (normal to the x direction) and to wall conditions for the short side (along the x

direction). Two phases are initialized in two equal volume of space such as:






φ(y, t = 0) = −1 0 < y < L
2

φ(y, t = 0) = 1 L
2
< y < L

(69)

Initially infinitely sharp. Due to the diffusive effect of the method, the interface widens under

the effect of diffusion until it reaches its terminal thickness. First, the grid convergence is

investigated. The characteristic length of the interface is set to W = 0.1m. As seen in

Eq. (66), the solution at steady state should be a tangent hyperbolic profile. Then a L2

error can be defined as:

L2 =

√
∑Ny

j (φ(j)− tanh j∆x−yǫ
W

)2

Ny
(70)

It was stated in Eq. (65) that φ is solution of the Allen-Cahn equation with an error pro-

portional to ∆t2 which is itself proportional to ∆x2. This can be verified by plotting the

L2-error in a log-log diagram as in Fig. 2. The L2 error follows nicely the expected tendency,

which supports the theoretical result of Eq. (65). To study the dynamics on the interface, the

same set up is used chosing W = 2.5∆x. As previously, the case is performed for different

values of ∆x in order to compare the results with different values of the mobility factor M .

19



0 2 4 6 8 10

t
τ

0.0

0.2

0.4

0.6

0.8

1.0

W W
0

M =0.001m
2
s
−1

M =0.005m
2
s
−1

M =0.01m
2
s
−1

M =0.05m
2
s
−1

M =0.1m
2
s
−1

Figure 3: Time evolution of the non-dimensional interface thickness for different mobility

factors M as a function of dimensionless time.

Assuming that the profile of the interface at any time corresponds to a tangent hyperbolic

profile: φ(x, t) = tanh(x−xǫ

W (t)
), the value of W (t) can be determined at any time by proceed-

ing through a least square algorithm. For clarity issues, W0 now denotes the final value of

the interface thickness. As the system only depends on W0 and M , a non-dimensional time

scale can be defined: τint =
W 2

0

2M
. The evolution of the ratio W/W0 is represented on Fig. (3)

as a function of the dimensionless time: t/τint. It can be seen that the different profiles of

interface thickening nicely superimpose on each other, evidencing that the evolution of the

interface is driven by τint and W0. Thanks to this analysis, it can be seen that the interface

reaches 99% of its final thickness around t = 5.6τint. It was pointed out earlier than the

mobility factor (and consequently the characteristic time of interface thickening) is imposed

by the numerical scheme, which could result in thickening of the interface slower than ex-

pected. To answer that issue, it is interesting to write τint as a function of the dimensionless

interface final width W̃0 defined as W̃0 =
W0

∆x
:

τint =
W̃0ρc

2
s∆t

p
(71)

In this equation it is straightforward that the characteristic time of thickening can be reduced

by reducing the time step, i.e. by refining the mesh. It shows that the drawback that was

highlighted earlier is actually not an issue for a fine enough mesh.
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C. About the error term for a D2Q9 scheme

It has been known since the work of Holdych91, that when the EOS of state is such as

p 6= ρc2s, an error appears in the stress tensor, leading to an equivalent momentum equation

of the form (see derivation in Appendix C):

∂tρuα + ∂β
(
ρuαuβ + pδαβ + pσαβ − Tαβ

)
= ∆t∂β (Erαδαβ) +O(∆t2) , (72)

where the error term reads

Erα = −3(τν − 1/2)∂α
(
(p− ρc2s)uα

)
+

3

2
(τν − τb) ∂γ

(
(p− ρc2s)uγ

)

︸ ︷︷ ︸

recursivity

+ (τb − 1/2)
(
∂t(p− ρc2s) + ∂γ

(
(p− ρc2s)uγ

))

︸ ︷︷ ︸

conservativity

, (73)

The error Erα (C13) stems from two contributions:

• a lack of recursivity, pointed out by Malaspinas et al.82,

• and the fact that p is not a conservative variable (e.g. ∂tp+ ∂αpuα 6= 0)

For implementation purposes, it is convenient to rewrite (C13) separating spatial and tem-

poral derivatives as:

Erα = Ert + ErSp (74)

with

ErSp−3(τν−1/2)∂α
(
(p− ρc2s)uα

)
+
3

2
(τν − τb) ∂γ

(
(p− ρc2s)uγ

)
+(τb−1/2)

∂γ(p− ρc2s)uγ

2

(75)

Two possible cures to the spatial error ErSp are proposed in the literature. Leclaire et al.73

following the work of Che Sidick92 proposed a modification of the equilibrium function that

aims to correct the error term ErSp in the form of a forcing term. The second solution is to

heal the recursivity of the scheme as proposed in the work of Li et al79.

The first solution reportedly leads to discontinuity problems across sheared interfaces78,

as will be shown in the illustration hereafter. For this reason, the strategy by Li et al.79 is
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prefered, and SSp given in Eq. (53) can be recovered from:

∑

i

Hν,iSSp,i = 3
∂y(p− ρc2s)uy − ∂x(p− ρc2s)ux

2
(76)

∑

i

Hb,iSSp,i =
∂γ(p− ρc2s)uγ

2
. (77)

To the authors’ knowledge, the second error term Ert has remained uncorrected up to

date. This term has nonetheless a strong effect on the method stability, and can be recovered

by enforcing:
∑

i

Hb,iSt,i = ∂t(p− ρc2s), (78)

or, equivalently,
∑

i St,iHαβ,i = ∂t(p − ρc2s)δαβ. Since ∆t multiplies the error in Eq. (72), a

first order approximation for the spatial derivative

∑

i

Hb,iSt,i(x, t) = p(x, t+∆t)− p(x, t)− c2s (ρ(x, t+∆t)− ρ(x, t)) (79)

is enough to recover a second-order accuracy in time, leading to the expression for St provided

in Eq. (54).

Illustration

The test case is as follows: in a rectangular 2D box Nx = 5 and Ny = 200, two fluids co-

exist. The denser fluid 1 is located in a band of width 2a surrounded by two bands of width

b− a of the fluid 2, a and b being geometrical values given by a = ∆xNy

2
and b = ∆xNy

4
. The

system is invariant along the x-axis. Placing that the origin of the y-axis in the middle of the

box, the initial phase field profile is given by |y| < a: φ = 1 and when a < |y| < b: φ = −1.

The boundaries normal to the x-axis are set as walls, and the boundaries normal to the y-axis

are periodic. Finally, a constant volumic force, which simulates a constant pressure gradient

G, is applied. The expression of the force is given by ~F = G~ex. The norm of this force is

given by G = 9.81kg.m−1.s−2 An illustration is proposed in Fig. 4. Other usefull parameters

that were used for the testcase are given afterward. The spatial step is set to ∆x = 0.001m.

The density ratio is set to 100, with densities of ρ1,0 = 1kg.m−3 and ρ2,O = 0.01kg.m−3, the

kinematic viscosity of the fluids are identical: ν1 = ν2 = 1.666667m2.s−1, and the second

viscosity is set equal to the shear viscosity: νb,1 = νb,2 = ν1. The speed of sound in both

fluids is identical and equal to the speed of sound in air at ambient temperature, moreover
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Figure 4: Two-phase Poiseuille flow case

the characteristic velocity cs is set equal to the speeds of sound: c1 = c2 = cs = 347m.s−1.

The lighter fluid is supposed to have no coherent forces, then p∞,2 = 0, and p∞,1 is chosen

to guarantee mechanical equilibrium between the phases, i.e., p∞,1 = (ρ1,0 − ρ2,0)c
2
s. The

surface tension is neglected σ = 0 which has no impact here, since the interfaces are planar

in this Poiseuille flow. The interface thickness is set to W = 1.6∆x. The initial solution is

implemented with a thick interface, i.e.:

φ(x, y, 0) = tanh

(

−|y| − a

W

)

, (80)

with W the interface thickness.

The analytical solution is known, a development is proposed by Huang and Lu93. Then the

simulated field obtained can be compared to the analytical solution. Results are proposed in

Fig. 5 where the analytical solution is also reported. Two simulation are leaded. In the first

one, referred as "model 1", Leclaire’s scheme is implemented, i.e. SSp = 0, St = 0 and a

correction term is added to the equilibrium function given in Eq. (31) f eq,(Leclaire)
i = f eq

i +Φi

with the expression of Φ given in Leclaire et al.73. In the second one, referred as "model 2",

the present scheme is used. It is clearly visible that a non-physical velocity jump appears

at the interface for the Leclaire’s scheme, while the flow stays continuous across the interface

with the proposed scheme.

V. VALIDATION AND RESULTS

A. Laplace test

One of the fundamental capability intended from a multiphase solver is the ability to

accurately simulate surface tension. This behavior can be evaluated through the Laplace
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Figure 5: Comparison between "model 1" inspired fom the scheme in Leclaire73 (left), and

"model 2" the present scheme inspired from Li79 (right), for a two-phase Poiseuille flow at

high density ratio case (100). Both are compared with the theoretical solution (solid line)

test. It consists in simulating a bubble or a droplet of a phase 1 in a quiescent atmosphere

composed of phase 2. Due to surface tension, a pressure jump appears across the interface.

In a 2D framework (which comes to simulate an infinite cylinder), the pressure jump is given

by the following form of the Laplace law

p1 − p2 =
Γ

r
(81)

r being the cylinder radius, p1 the pressure outside the droplet/bubble, p2 the pressure inside

the droplet/bubble, Γ being the surface tension and r the radius of the cylinder. The test

consists in comparing the value of given surface tension (in this case, the term σ in Eq. (45)),

and the resulted pressure jump across the interface. This test was performed in a squared

grid of size Nx = 128, Ny = 128, for a space step of ∆x = 0.0001m. In this box, a bubble

of radius r taking one value in the range of (10, 15, 20, 25)∆x, and with σ taking one value

in (1, 3, 5, 8)10−2kg.s−2 (this relative narrow range of surface tension coefficient is motivated

by the fact that the vast majority of practical cases falls into this interval, which excludes

only extreme cases like the one implying mercury for instance). The density of the outside

phase is the lowest and set to ρ2 = 1kg.m−3, while the other phase’s density ρ1 falls into the

range: (4, 10, 100, 1000)kg.m−3
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Figure 6: Laplace test for a range of surface tension σ, and radius r for different density

ratios γ. The value of the pressure jump p1 − p2 (dots) can be compared with σ
r

(plain

curve)

The test is initialized by setting:

φ(x, y, 0) = − tanh

(√

(x− x0)2 + (y − y0)2)− r

W0

)

(82)

W0 = 1.3∆x being the initial interface thickness and (x0, y0) the coordinates of the center of

the box. The other parameters of the simulation are: c1 = c2 = cs = 347m.s−1, W = 1.6∆x,

ν1 = ν2 = νb,1 = νb,2 = 0.001m2.s−1. The results of these multiple tests are proposed in

Fig. 6. It can be seen that the relationship of proportionality between the pressure jump

and ∆x/r is nicely recovered for a large range of density ratio, even as high as 1000. The

accuracy of the pressure jump prediction is satisfying in most cases. Defining the relative

error by:

E = 100
|σexp − σ|

σ
σexp = (p1 − p2)r (83)

E is found systematically under 2% and can be as low as 0.007% for density ratio of 4, 10

and 100. For a density ratio of 1000 the error increases between 7% and 8% for the case

where the radius is r = 10∆x, and higher for surface tension, and remain reasonable for the

other cases. The values for the relative error are given in Table I.
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Droplet radius (l.b.u.)

γ σ 10 15 20 25

4

0.01 1.36 0.207 0.0644 0.144

0.03 1.34 0.201 0.0695 0.147

0.05 1.34 0.201 0.0694 0.146

0.08 1.34 0.202 0.0683 0.146

10

0.01 0.874 0.0195 0.168 0.164

0.03 0.801 0.0502 0.177 0.167

0.05 0.778 0.0578 0.180 0.169

0.08 0.763 0.0617 0.181 0.170

100

0.01 0.101 0.148 0.0869 0.147

0.03 0.550 0.490 0.140 0.244

0.05 0.730 0.609 0.186 0.239

0.08 0.861 0.683 0.223 0.221

1000

0.01 7.03 4.97 3.31 1.66

0.03 7.62 2.02 1.59 2.07

0.05 7.89 1.31 1.80 2.58

0.08 8.09 1.12 1.95 2.91

Table I: Relative error E calculated with Eq(83) for different density ratios (γ), surface

tension (σ in kg.s−2) and for different droplet radii (expressed in l.b.u., i.e., as multiples of

∆x)

B. Oscillating droplet

If the previous test case allowed to evaluate the capability of the model to simulate

surface tension in a static case, a dynamic case is now evaluated. The case of an ellipsoidal

oscillating bubble is chosen. As in the previous case a denser phase 1 is put into a quiescent

atmosphere composed of phase 2. The final shape of this droplet must be spherical. As the

droplet is not initially in its equilibrium shape, surface tension initiates the contraction of

the bubble to its final shape, but due to its own inertia, the bubble tends to oscillate around

the spherical shape until viscous effects degrade the interface motion. The oscillation of a
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Figure 7: Illustration of an oscillating ellipsoidal droplet between initial state (left) and

half period state (centre). Time evolution of kinetic energy curve (right)

droplet has been studied by Lord Rayleigh94, who proposed a theoretical value for a cylinder

oscillation period when excited through different modes. When adapted to a 2D circle, this

period is:

Ttheo = 2π

√

(ρ1 + ρ2)r3

6Γ
(84)

The case is described as follows: in a squared box (Nx = Ny = 128), an ellipsoidal droplet

is initialized in a quiescent atmosphere. The initial profile is given by:

φ(x, y, 0) = − tanh

√
(x−x0)

2

a2
+ (y−y0)

2

b2
−R

W0

(85)

where a and b are the semi-axis length of the ellipsoid, given by a =
√

3
2
, b = 1/a, W0 =

1.1∆x is the initial interface width. R is the radius of the disc with the same area of the

ellipse (i.e., the area of the ellipse is πR2). The other parameters are: ∆x = 0.0001m

ν1 = ν2 = νb,1 = νb,2 = 0.0002m2s−1, W = 1.6∆x, ρ2 = 1kg.m−3, c1 = c2 = 347m.s−1. All

boundaries are periodic. An illustration of the setup is proposed Fig. 7.

As explained by Rayleigh94, the phenomenon of the oscillating droplet consists in a periodic

transfer of energy between the kinetic energy and the surface tension energy. When the

droplet is totally deformed, the kinetic energy is minimum and the surface tension energy

is minimum when the sphere is into a spherical shape. As a consequence, the period of the

phenomenon can easily be measured by plotting the kinetic energy of the system. The total
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kinetic energy (KE) of the droplet is calculated through:

KE =

Nx,Ny∑

i,j

ρ
1 + φ

2

u2
x + u2

y

2
(86)

An example of this function of time is given in Fig. 7. The period can then be determined by

measuring the time between the extrema of this curve. From this measured period (noted

Texp), an experimental surface tension can be defined by inverting Eq(84):

σexp =

(
2π

Texp

)2
(ρ1 + ρ2)r

3

6
(87)

Then a relative error can be defined:

Er = 100
|σexp − σ|

σ
(88)

This analysis has been performed for different values of radii (r = (15, 20, 25)∆x), density

ratio (γ = (4, 10, 100) giving ρ2 = 1kg.m−3) and surface tension (σ = (0.05, 0.07, 0.08)).

More over, this test case is also the opportunity to appreciate the gain in terms of numerical

stability coming from the temporal correction (the counterpart of the source term given in

Eq. (54)). Then the simulation will be performed twice, one with St = 0 (no correction)

and one with St defined as in Eq. (54). The results are compiled in Table II. It should be

noted that the range of radii and surface tension is smaller than for the Laplace test. This

is due to the fact that all ellipsoidal droplets do not oscillate. In Fig. 7, it can be seen that

the envelope of the kinetic energy oscillations decreases with time due to viscous dissipation.

When this decrease is too sharp (i.e., when the characteristic time of the dissipation is shorter

than the period of oscillation), the droplet does not oscillate. For this reason, systems with

surface tension lower than 0.05kg.s−2, radii lower than 15∆x, or density ratio of 1000 are

not presented in this study. A possibility to simulate the oscillation of the cases would be to

reduce the viscosity. In this study, it was set to ν = 2.10−4m.s−2, but a lower value would

lead to unstable behaviors.

First of all, it can be seen that the temporal correction allows a better robustness of the

method at high density ratio. For a density ratio of 100, the absence of temporal correction

implies the non-stability of the method. It should also be noted that, despite the absence of

cases at a ratio density of 1000, they were simulated and found numerically unstable without

the temporal correction. Otherwise, it can be seen that when the method is stable enough,
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γ = 4 γ = 10 γ = 100

Correction No correction Correction No correction Correction No correction

radius σ σexp Er σexp Er σexp Er σexp Er σexp Er σexp Er

15

0.05 0.042 9.2 0.042 9.2 0.046 4.79 0.046 4.38 - - crash

0.07 0.059 8.56 0.059 8.98 0.065 3.57 0.036 40.0 - - crash

0.08 0.068 8.38 0.068 8.80 0.075 4.79 0.040 42.3 - - crash

20

0.05 0.043 7.94 0.043 8.35 0.046 4.16 0.046 4.16 0.035 19.9 crash

0.07 0.061 7.41 0.061 7.41 0.065 3.59 0.065 3.59 0.054 14.0 crash

0.08 0.070 7.28 0.070 7.28 0.075 3.42 0.075 3.22 0.065 10.8 crash

25

0.05 0.043 7.58 0.043 7.78 0.046 4.41 0.046 4.21 0.16 43.4 crash

0.07 0.061 6.89 0.061 7.09 0.065 3.83 0.065 3.66 0.065 3.73 crash

0.08 0.070 6.74 0.070 6.74 0.074 3.67 0.075 3.47 0.073 4.72 crash

Table II: Oscillation of an ellipsoidal droplet: comparison between expected surface tension

σ and experimental value σexp The symbol "−" underlines a lack of oscillation and "crash"

a lack of numerical stability

the performances in terms of prediction are pretty similar in most cases. The trend seems

to be that the higher surface tension is, the more precise the method is and the larger the

radius of the droplet is, the more precise the method is. These two values are directly linked

to the amplitude of the oscillation: high oscillations lead to better precision. This explains

the poor capability of prediction in the case γ = 100 for r = 20 and r = 25 for σ = 0.05 : in

all these cases, the oscillation is particularly weak, and the droplet is nearly not oscillating.

In favorable cases, the performances of the method are very good since it can go as low as a

3.47% error. Giving the fact that Eq. (84) was obtained by assuming an inviscid system, it

is reasonable to think that this performances could be enhanced in a less viscous simulation.

C. Rayleigh-Taylor instability

Previous cases showed that the method could actually predict accurately the behavior

of an interface. Then the numerical robustness of the method can be interrogated. The

Rayleigh Taylor instability is a good case to investigate it. This instability appears when
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a heavier fluid is put over a lighter fluid and when both of them are under the influence of

a gravitational field. Under certain condition, the interface is unstable which turns a small

disturbance into non-linear behaviors and can lead to break-up for high Reynolds Number

(Re) cases. In order to compare with the literature, the setup of He et al95 is reproduced.

In a rectangular box (Nx=256, Ny=1024) the, a fluid of density ρ1 = 3kg.m−3 is put up on

a lighter fluid ρ2 = 1kg.m−3. The box width is L = ∆xNx. Defining the Atwood number

(At) by:
ρ1 − ρ2
ρ1 + ρ2

(89)

this choice of density leads to At = 0.5. The phase field is initiated as:

φ(x, y, 0) = tanh
y − y0 − 0.2L cos

(
−2πx
L

)

W0

(90)

y0 being the vertical coordinate of the center of the box. As it can be seen, a single-mode

initial perturbation is imposed. Moreover, a volume force us applied, taking the form:

~F = −ρg ~ey (91)

~ey being the vertical direction. In this case, no surface tension is included, then σ = 0.

A characteristic velocity is given by U0 =
√
Lg. In He et al.95, the characteristic non-

dimensional velocity is set to the value of 0.04 which gives U0 = 0.04∆x
∆t

in the present study,

as well as L = 56.1m . From this velocity, a Reynolds number can be determined:

Re =
U0L

ν
= 2048 (92)

Leading to the kinematic viscosity ν = 0.643m2.s−1. Finally, a dimensionless time can be

defined as:

t∗ = t

√
g

L
(93)

The result of the simulation is illustrated in Fig. 8 The flow profiled obtained is similar to

the one obtained through the HCZ method (He et al95). Compared to HCZ method, the

present work tends to accentuate the atomisation process since more little structures appear.

This results underline the capability of the method to handle high Reynold flows for a colour

gradient method without the necessity to set a high bulk viscosity. More over, as expected

from a diffuse interface method, the break up into small structures, even in structures as

complex as in the present work, does not affect the numerical stability.
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Figure 8: Rayleigh-Taylor instability at various characteristic times t∗, Reynolds number is

Re = 2048

VI. CONCLUDING REMARKS

A new, improved formulation of the Color gradient method67 has been proposed, present-

ing the following characteristics:

• The stream & collide algorithm structure66 is fully preserved and only knowledge of

first neighbors is required, allowing efficient and scalable implementation.

• The model is derived for an arbitrary equation of state, relieving the unphysical relation

between density and sound speed ratios (10) present in the original formulation67,

• A novel fourth order operator is used, allowing to limit spurious currents arising from

isotropy defects;
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• A novel temporal correction, required for use of arbitrary equation of states, is pro-

posed.

The model was then validated based on static and oscillating droplets up to density ratios

of 1000, on a two-phase Poiseuille flow and on a Rayleigh Taylor instability at Re=2048. In

a future work, the present approach will be extended to non-isothermal flows.
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Appendix A: Hermite definitions

The Hermite polynomials are defined as:

H0,i = 1 (A1)

Hα,i = ξα,i (A2)

Hαβ,i = ξα,iξβ,i − c2sδαβ (A3)

Hαβγ,i = ξα,iξβ,iξγ,i − c2s (ξαδβγ + ξβδαγ + ξγδαβ) (A4)

Hαβγµ,i = ξα,iξβ,iξγ,iξµ,i (A5)

−c2s(ξα,iξβ,iδγµ + ξα,iξγ,iδβµ + ξα,iξµ,iδβγ (A6)

+ξβ,iξγ,iδαµ + ξβ,iξµ,iδαγ + ξγ,iξµ,iδαβ) (A7)

+c4s(δαβδγµ + δαγδβµ + δαµδβγ) (A8)

Two additional polynomials are used and are compositions of Hermite’s polynomial:

Hν,i =
Hxx,i −Hyy,i

2
(A9)

Hb,i =
Hxx,i +Hyy,i

2
(A10)

Hν is linked to shear stress and Hb is linked to bulk viscosity.
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Appendix B: Taylor Expansion

In this appendix, the equivalent equation of the Lattice Boltzmann algorithm are derived

up to the order 3 following the method presented in the work of Dubois87. It shows the

equation that is solved by the moments of the main density population fi. As Dubois’s

development takes place in a Multiple Relaxation Time (MRT) framework, the moments mj

of the distribution function fi are defined as

∑

i

Mjifi = mj (B1)

with M the transformation matrix from the population function basis to the moments func-

tion basis. To fit the MRT formalism, a specific relaxation time must also be attributed to

each moment. In the method presented in the main text, a regularized collision model is

used which can be translated in a MRT framework. the M matrix the Hermite polynomial

basis and is given by:

Mα,i = Hα,i (B2)

Mαβ,i = Hαβ,i (B3)

Mb,i =
Hxx,i +Hyy,i

2
(B4)

Mν,i =
Hxx,i −Hyy,i

2
(B5)

Mαβγ,i = Hαβγ,i (B6)

Mαβγµ,i = Hαβγµ,i (B7)

Relaxation times must be attributed to each moments, in the regularized framework, this

comes as: τxy = τν = ρν

p∆t
+ 1

2
, τb = ρνb

p∆t
+ 1

2
and other relaxation times are set to 1, i.e.:

τ0 = τα = ταβγ = ταβγµ = 1. This formulation not being symmetrical between x and

y coordinates can complicate the formulation. For this reason, in this development, the

formulation will be given form M4i = Hxx,i and M5i = Hyy,i, and then ταβ = τν . While

the ideas of the calculation are conserved, the formulation is way simpler. For the critical

phases, some results in the based used in the main text will be given so the interested reader

can recover those results easily. The inverse-matrix of M is noted M−1 si that:

fj =
∑

i

M−1
ji mi (B8)
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In this framework, the formulation of the LBM algorithm has to be slightly modified:

Streaming step

fi(x, t+∆t) = f ∗

i (x− ξi∆t, t) (B9)

Collision step:

m∗

j = meq
j + (1− 1

τj
)

(

mj −meq
j +

1

2
Sj

)

+
1

2
Sj (B10)

As can be seen, a source term is present in this collision step. Note that if this source term

is aimed to introduce a volumic force, then the 1st moment of fi (i.e., mα =
∑

i ξα,ifi)

is no longer equal to the momentum, but is linked with the volumic force through mα =

meq
α − ∆t

2
Fα. It is actually not necessary to give this relationship as a necessary condition

to recover the desired macroscopic equations, this relationship actually comes naturally at

the end of this development. To illustrate that, until the last steps of this development,

the value of the 1st moment of fi will not be specified. In agreement with Dubois’s87, this

notation is adopted: Λk
j,α =

∑

i Mjiξα,iM
−1
ik and similarly: Λk

j,αβ =
∑

i Mjiξα,iξβ,iM
−1
ik , and

Λk
j,αβγ =

∑

i Mjiξα,iξβ,iξγ,iM
−1
ik . The following relationship will be used:

Λl
j,αβ =

∑

k

(Λk
jαΛ

β
kl) (B11)

Eq .(B10) can be manipulated to obtain

mj −m∗

j =
1

τj

(
mj −meq

j

)
−
(

1− 1

2τj

)

Sj (B12)

Using Taylor expansion, Eq. (B9) can be extended to:

fi(x, t) + ∆t∂tfi(x, t) +
∆t2

2
∂2
t fi(x, t)

= f ∗

i (x, t)−∆tξα,i∂αf
∗

i (x, t) +
∆t2

2
ξα,iξβ,i∂αβf

∗

i (x, t) +O(∆t3)
(B13)

At the first order in ∆t the last equation becomes fi = f ∗

i + O(∆t). This equation is true

for all the microscopic velocities i, then by using equation Eq. (B1):

mj = m∗

j +O(∆t) (B14)

By injecting this relationship in Eq. (B12) and after small manipulations, it comes:

mj = meq
j +

(

τj −
1

2

)

Sj +O(∆t) (B15)
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1. 1st Order

Developed at the order O(∆t2), and integrated in the moment space, Eq. (B13) becomes:

(mj −m∗

j) = −∆t

(

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

))

+O(∆t2) (B16)

Using the collision relationship, Eq. (B12), it comes:

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

)

=
1

∆t

((

1− 1

2τj

)

Sj −
mj −meq

j

τj

)

(B17)

For j = 0, the previous equation can be simplified (giving m0 = ρ, meq
0 = ρ and S0 = 0).

Moreover, the term Λk
j,α can be determined. Given M0,i = 1 then Mjiξα,i = Mα,i. Then:

∑

k

Λk
j,αm

∗

k =
∑

ik

Mjiξα,iM
−1
ki m

∗

k =
∑

k

(
∑

i

Mα,iM
−1
ik

)

m∗

k

=
∑

k

δαkm
∗

k = m∗

α (B18)

By expressing m∗

j in term of meq
j and Sj through Eq. (B14) and Eq. (B15) it comes:

∂tm0 + ∂α

(

meq
α +

(

τα − 1

2

)

Sα

)

= O(∆t) (B19)

For j = α, the sum term can also be simplified. Mji becomes Mαi. Then Mαiξβi = ξαξβ.

Then the product ξαξβ must be expressed in terms of vectors of the matrix M:

ξαξβ = Mαβ,i + c2sH0,iδαβ (B20)

In the case of the polynomial basis used in the main text, this expression is slightly more

complicated and must be detailed for the different values of α and β:

ξxξy = Mxy,i (B21)

ξ2x = Mb,i +Mν,i +M0,ic
2
s (B22)

ξ2y = Mb,i −Mν,i +M0,ic
2
s (B23)

As a consequence, Λk
j,α can be detailed:

∑

k

Λk
j,αm

∗

k =
∑

ik

Mjiξβ,iM
−1
ki m

∗

k =
∑

k

(
∑

i

Mαβ,i + c2sM0iδαβ

)

m∗

k

= m∗

αβ +m∗

0c
2
sδαβ (B24)
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Then using previous relationships Eqs. (B14)(B15), the Eq. (B17) can be expressed for

j = α:

∂tmα + ∂β

(

meq
αβ + c2sm

eq
0 δαβ +

(

ταβ −
1

2

)

Sαβ

)

=

1

∆t

((

1− 1

2τα

)

Sα − mα −meq
α

τα

)

+O(∆t) (B25)

From the previous equation, a condition between the first moments meq
α , mα and Sα stands

out:

Fα =
1

∆t

((

1− 1

2τα

)

Sα − mα −meq
α

τα

)

(B26)

To conclude with the first order, the following relationships can be obtained by manipulating

both Eqs. (B15)(B10):

m∗

j = meq
j + (τj − 1/2)Sj −∆t(τj − 1)

(

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

))

+O(∆t2) (B27)

mj = meq
j + (τj − 1/2)Sj −∆tτj

(

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

))

+O(∆t2) (B28)

2. 2nd order

Eq. (B13) when fully integrated into the moments space is given by:

1

τj
(mj −meq

j )−
(

1− 1

2τj

)

Sj = −∆t

(

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

))

− ∆t2

2

(

∂2
tmj − ∂αβ

(
∑

k

Λk
j,αβm

∗

k

))

+O(∆t3) (B29)

Then this equation must be reduced for the two moments of interest: j = 0 and j = α.

First of all Λk
j,αβ must be determined for j = 0. Giving Mji = 1, it reduces to: Λk

0,αβ =
∑

ik ξα,iξβ,iM
−1
ik which has already been calculated (Eq(B20))

∆t (∂tm0 + ∂αm
∗

α) +
∆t2

2

(
∂2
tm0 − ∂αβ

(
m∗

αβ + c2sm
∗

0δαβ
))

= O(∆t2) (B30)

By expanding ∂2
tm0 using Eq(B19), and by expanding m∗

α, the previous equation becomes:

∂tm0 + ∂α (m
eq
α + (τα − 1/2)Sα)−

∆t (τα − 1/2)
(
∂tmα + ∂β

(
m∗

αβ + c2sm
∗

0δαβ
))

= O(∆t2) (B31)
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After few manipulations implying Eq. (B25), and by integrating the relationship between

the volumic force and the 1st moments Eq(B26):

∂tm0 + ∂α

(

mα +
∆t

2
Fα

)

= O(∆t2) (B32)

From the previous equation, it comes in a straightforward way that to ensure the mass

conservation principle, the first moments of the density population must respect:

mα +
∆t

2
Fα = ρuα (B33)

which is the condition often found in the literature96.

The same work should now be done for j = α. Eq(B29) becomes

∂tmα + ∂β
(
m∗

αβ + c2sm
∗

0c
2
sδαβ

)
+∆t

(

∂2
tmα − ∂αβ

(
∑

k

Λk
α,βγm

∗

k

))

= Fα +O(∆t2) (B34)

Giving that Mα,i = ξα,i and that:

ξαξβξγ = Mαβγ + c2s(Mαδβγ +Mβδαγ +Mγδαβ) (B35)

It comes:
∑

k Λ
k
α,βγm

∗

k = m∗

αβγ + c2s(m
∗

αδβγ +m∗

βδαγ +m∗

γδαβ) Using Eq(B27) to expand m∗

αβ

and Eq(B25) to expand ∂2
tmα, the following equation comes:

∂t

(

mα +
∆t

2
fα

)

+ ∂β
(
meq

αβ +meq
0 c2sδαβ + ((ταβ − 1/2)Sαβ)

)
−

∆t (ταβ − 1) ∂β

(

∂tmαβ + ∂γ
∑

k

Λk
αβ,γm

∗

k

)

− ∆t

2

(
∂t
(
m∗

αβ +m∗

0c
2
sδαβ

)
+ ∂γ

(
m∗

αβγ + c2s(m
∗

αδβγ +m∗

βδαγ +m∗

γδαβ)
))

= Fα +O(∆t2) (B36)

Giving Mαβ,iξγ,i = Mαβγ,i + c2s (Mα,iδβγ +Mβ,iδαγ) and by including Eq(B19), it comes:

∂t

(

mα +
∆t

2
Fα

)

+ ∂β
(
mαβ +meq

0 c2sδαβ + (ταβ − 1/2)Sαβ

)

= ∆t(ταβ − 1/2)Παβ + fα +O(∆t2) (B37)

with Πj = ∂tmj + ∂α
∑

k(Λ
k
j,αm

∗

k). It is also useful to define:

Πeq
j = ∂t

(
meq

j + (τj − 1/2)Sj

)
+ ∂α

∑

k

(
Λk

j,α (m
eq
k + (τk − 1/2)Sk)

)
(B38)
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Noting that: Παβ = Πeq
αβ+O(∆t), the equation of conservation of momentum can be written

as:

∂t

(

mα +
∆t

2
Fα

)

+ ∂β
(
mαβ +meq

0 c2sδαβ + (ταβ − 1/2)Sαβ

)

= ∆t(ταβ − 1/2)Πeq
αβ + Fα +O(∆t2) (B39)

To conclude with the 2nd order, the following relationships can be obtained by manipulating

Eqs. (B10, B29):

m∗

j = meq
j + (τj − 1/2)Sj −∆t (τj − 1)

(

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

))

− ∆t2

2
∆t (τj − 1)

(

∂2
tmj − ∂αβ

(
∑

k

Λk
j,αβm

∗

k

))

+O(∆t3) (B40)

Using Eq(B11), the last term can be manipulated:

∂2
tmj − ∂αβ

(
∑

k

Λk
j,αβm

∗

k

)

= ∂2
tmj + ∂t∂αΛ

l
j,αm

∗

l − ∂t∂αΛ
l
j,αml

︸ ︷︷ ︸

=O(∆t)

−∂αβ
∑

kl

Λl
j,αΛ

k
j,αβm

∗

k +O(∆t)

= ∂tΠj − ∂αΛ
l
j,αΠl +O(∆t) = ∂tΠ

eq
j − ∂αΛ

l
j,αΠ

eq
l +O(∆t) (B41)

By extending ∂tmj and ∂αΛ
k
j,αmk∗ using Eq. (B27) and Eq. (B28), Eq. (B40) reduces to:

m∗

j = meq
j + (τj − 1/2)Sj −∆t (τj − 1)Πeq

j

−∆t2 (τj − 1)

(

(τj − 1/2)∂tΠ
eq
j + ∂α

∑

k

(τk − 1/2)Λk
j,αΠ

eq
k

)

+O(∆t3) (B42)
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3. 3rd Order

Eq. (B13) can be extended to an additional order and then integrated to the moment

space which gives:

1

τj
(mj −meq

j )−
(

1− 1

2τj

)

Sj = −∆t

(

∂tmj + ∂α

(
∑

k

Λk
j,αm

∗

k

))

− ∆t2

2

(

∂2
tmj − ∂αβ

(
∑

k

Λk
j,αβm

∗

k

))

− ∆t3

6

(

∂3
tmj + ∂αβγ

(
∑

k

Λk
j,αβγm

∗

k

))

+O(∆t4) (B43)

For j = 0, the equation becomes:

∂tm0 + ∂α m∗

α
︸︷︷︸

=m
eq
α +∆t

2
fα

−∆t

2




∂2

tm0 − ∂αβ(m
∗

αβ + c2sm
∗

0δαβ)
︸ ︷︷ ︸

(1)






− ∆t2

6




∂3

tm0 + ∂αβγ
(
m∗

αβγ + c2s(m
∗

αδβγ +m∗

βδαγ +m∗

γδαβ)
)

︸ ︷︷ ︸

(2)




 = O(∆t3) (B44)

(1) can then be detailed by expanding ∂2
tm0 using Eq(B32) and m∗

αβ using (B27)

(1) = −∂α

[

∂t

(

mα +
∆t

2
fα

)

+ ∂β
(
meq

αβ +meq
0 c2sδαβ + (ταβ − 1/2)Sαβ

−∆t (ταβ − 1)Πeq
αβ

)]
+O(∆t2) (B45)

Which gives (using Eq(B39)):

(1) = −∂α

(

Fα + ∂β
∆t

2
Πeq

αβ

)

+O(∆t2) (B46)

In (2), ∂3
tm0 can be developed by using Eq(B19) and Eq(B25) successively, which gives:

(2) = ∂α
[
∂β
(
∂t
(
m∗

αβ +m∗

0c
2
sδαβ

)
+ ∂γ

(
m∗

αβγ + c2s
(
m∗

αδβγ +m∗

βδαγ +m∗

γδαβ
)))

−∂tFα] +O(∆t) (B47)

Which can be reduced to:

(2) = ∂α
(
∂βΠ

eq
αβ − ∂tFα

)
+O(∆t) (B48)
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By combining the expression of (1) and (2), the equation that is solved by the first moment

of the main population is finally given by:

∂tm0 + ∂αm
eq
α = ∆t2∂α

(
1

12
∂βΠ

eq
αβ −

1

6
∂tFα

)

+O(∆t)3 (B49)

Finally, for j = α, Eq(B43) comes as:

∂tmα + ∂β
(
m∗

αβ +m∗

0c
2
sδαβ

)
+

∆t

2




∂2

tmα − ∂βγ
(
m∗

αβγ + c2s
(
m∗

αδβγ +m∗

βδαγ +m∗

γδαβ
))

︸ ︷︷ ︸

(1)




+

∆t2

6









∂3
tmα + ∂βγµ

∑

k

Λk
α,βγµm

∗

k

︸ ︷︷ ︸

(2)









+O(∆t3) (B50)

∑

k Λ
k
α,βγµm

∗

k, can actually be expressed but was simply to long to be inserted in the same

expression as the rest. It is given by:

∑

k

Λk
α,βγµm

∗

k =

m∗

αβγµ + c2s(m
∗

αβδγµ +m∗

αγδβµ +m∗

αµδβγ +m∗

βγδαµ +m∗

βµδαγ +m∗

γµδαβ)+

m∗

0c
4
s(δαβδγµ + δαγδβµ + δαµδβγ) (B51)

To express (2), ∂3
tmα must be expanded by using Eq. (B19), then Eq. (B25) and finally the

definition of Παβ:

∂3
tmα = ∂2

t Fα − ∂β∂
2
t

(
m∗

αβ +m0c
2
sδαβ

)
+ ∂t∂βγ

[
∑

k

(
Λk

αβ,γm
∗

k − Λk
αβ,γm

∗

k

)

]

+O(∆t)

= ∂2
t Fα − ∂β∂tΠαβ + ∂βγ∂t

(
mαβγ∗ +

[
m∗

γδαβ +mαδβγ +m∗

βδαγ
]
c2s
)
+O(∆t) (B52)

By underlining that:

∑

k

(
Λk

α,βγµm
∗

k

)
=
∑

k

(
Λk

αβγ,µm
∗

k

)
+
[
m∗

αµδβγ +m∗

βµδαγ +m∗

γµδαβ
]
c2s+

m∗

0 [δαβδγµ + δαγδβµ + δαµδβγ] c
4
s (B53)

and that according to Eq. (B25):

∂tmα + ∂β(mαβ +m0c
2
sδαβ) = Fα +O(∆t) (B54)
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(2) can be expressed as a composition of Πeq
αβγ and Πeq

αβ:

(2) =
[
∂2
t Fα + c2s∂βγ (Fαδβγ + Fβδαγ + Fγδαβ)

]
+ ∂βγΠ

eq
αβγ − ∂β∂tΠ

eq
αβ +O(∆t) (B55)

Developing ∂2
tmα using Eq. (B39), and developing mαβγ using Eq. (B42), (1) is expressed

as:

(1) = ∂tFα − ∂β
(
Παβ +∆t

[
(ταβ − 1/2) ∂tΠ

eq
αβ + (ταβγ − 1) ∂γΠ

eq
αβγ

])
(B56)

By combining the expressions of (1), (2) and m∗

αβ (Obtained through Eq(B42), the 2nd order

equivalent equation to the algorithm comes as follow:

∂t

(

mα +
∆t

2
Fα

)

+ ∂β
(
mαβ +meq

0 c2sδαβ + (ταβ − 1/2)Sαβ

)

= ∆t(ταβ − 1/2)Πeq
αβ + Fα

+∆t2∂β

[([

ταβ −
1

2

]2

− 1

6

)

∂tΠ
eq
αβ +

([

ταβγ −
1

2

] [

ταβ −
1

2

]

− 1

12

)

∂γΠ
eq
αβγ

]

− ∆t2

6

[
∂2
t Fα + c2s∂βγ (Fαδβγ + Fβδαγ + Fγδαβ)

]
+O(∆t3) (B57)

Appendix C: Macroscopic equation

The conservation equation for momentum to the order 2 is given by Eq .(B39). By

expressing the moments of the equilibrium function, it comes as:

∂tρuα + ∂β
(
ρuαuβ + pδαβ + pσαβ

)
= ∆t(ταβ − 1/2)∂βΠ

eq
αβ (C1)

Noting that in the previous expression, for the sake of clarity no volumic force are considered.

This equation can be extended by determining the expression of Πeq
αβ. This calculation is

given for α = x, the method being symmetrical for x and y direction the equation obtained

for y − direction is similar. ∂βΠ
j
xβ is given by:

∂β(τxβ − 1/2)Πeq
xβ = (τν − 1/2)

(
∂xΠ

eq
ν + ∂yΠ

eq
xy

)
+ ∂x(τb − 1/2)Πeq

b (C2)

With

Πeq
ν = ∂t

∑

i

Hν,if
eq
i + ∂γ

∑

i

Hν,iξγ,if
eq
i (C3)

Πeq
xy = ∂t

∑

i

Hxy,if
eq
i + ∂γ

∑

i

Hxy,iξγ,if
eq
i (C4)
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Πeq
b = ∂t

∑

i

Hb,if
eq
i + ∂γ

∑

i

Hb,iξγ,if
eq
i (C5)

Giving that

Hb,iξγ,i =
Hxxγ,i +Hyyγ,i

2
+ c2sHγ,i (C6)

Hν,iξγ,i =
Hxxγ,i −Hyyγ,i

2
+ c2sHx,iδγx − c2sHy,iδγy (C7)

Hxy,iξγ,i = Hxyγ,i + c2s (Hx,iδγy +Hy,iδγx) (C8)

By integrating the definition of the equilibrium function Eq. (31), it gives:

Πeq
ν = ∂t

(
ρu2

x − ρu2
y

2

)

+ ∂x

(
(p− ρc2s)ux

2
+ ρc2sux

)

+ ∂y

(
(p− ρc2s)uy

2
+ ρc2suy

)

(C9)

Πeq
b = ∂t

(
ρu2

x + ρu2
y

2
+ (p− ρc2s)

)

− ∂x

(
(p− ρc2s)ux

2
− ρc2sux

)

+ ∂y

(
(p− ρc2s)uy

2
− ρc2suy

)

(C10)

Πeq
xy = ∂tρuxuy + ∂x

(
(p− ρc2s)uy + ρc2suy

)
+ ∂y

(
(p− ρc2s)ux + ρc2sux

)
(C11)

By merging Eqs. (C9, C10, C11) into Eq. (C2), the macroscopic equation that is solved by

the scheme is:

∂tρuα + ∂β
(
ρuαuβ + pδαβ + pσαβ

)
=

∆t∂β
(
O(Ma3) + (τν − 1/2)p (∂βuα + ∂αuβ) + (τb − τν)p∂γuγ + Erαδαβ

)
(C12)

where the error term reads

Erα = −(τν − 1/2)3∂α
(
(p− ρc2s)uα

)
+

3

2
(τν − τb) ∂γ

(
(p− ρc2s)uγ

)

+ (τb − 1/2)
(
∂t(p− ρc2s) + ∂γ

(
(p− ρc2s)uγ

))
(C13)

and the term O(Ma3) is an error proportional to the Mach number66.
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Appendix D: Recoloration

In this section, the equivalent macroscopic equation of the gi population is determined.

First of all, some value must be defined. The moments of the gi population are noted:

m
(g)
j =

∑

i

Mjigi (D1)

By definition of φ m
(g)
0 = ρφ. As previously, the algorithm that is followed by the phase

field population function should be slightly re-formulated. The recoloration is expressed in

the moment space:

m
(g),∗
j = φm∗

j + S
(3)
j (D2)

gi(x, t+∆t) = g∗i (x− ξα,i, t) (D3)

By expanding the streaming relationship:

gi +∆t∂tgi +
∆t2

2
∂2
t gi = g∗i +∆t∂tg

∗

i +
∆t2

2
g∗i +O(∆t3) (D4)

Integrated into the moment space and by integrating Eq(B27) the last expression can be

expressed:

m
(g)
j = m

(g),∗
j +O(∆t) = φ

(
meq

j + (τj − 1/2)Sj)
)
+ S

(3)
j +O(∆t) (D5)

Eq(D4) can be expressed at a higher degree:

m
(g)
j −m

(g),∗
j = −∆t

(

∂tm
(g)
j + ∂α

∑

k

Λk
j,αm

(g),∗
k

)

+O(∆t2) (D6)

For j = 0, giving that m
(g)
0 = m

(g),∗
0 = ρφ previous equation becomes:

∂tm
(g)
0 + ∂α

(
φ(meq

α ) + (τα − 1/2)Sα) + S(3)
α

)
+O(∆t) (D7)

Noting that Sα = ∆tfα = O(∆t), S(3)
α = O(∆t) and using the values of meq

α and m
(g)
0 it

comes:

∂tρφ+ ∂αρφuα = O(∆t) (D8)

Now Eq(D4) can be integrated into the moment space at its higher degree:

m
(g)
j −m

(g),∗
j = −∆t

(

∂tm
(g)
j + ∂α

∑

k

Λk
j,αm

(g),∗
k

)

−∆t

2

(

∂2
tm

(g)
j − ∂αβ

∑

k

Λk
j,αβm

(g),∗
k

)

+O(∆t2)

(D9)
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To express this equation for j = 0, ∂2
tm

(g)
0 must be expanded:

∂2
tm

(g)
j = −∂t∂αφm

eq
α +O(∆t) = −∂α (uα∂tρφ+ φρ∂tuα) +O(∆t)

= ∂α (uα∂β (ρφuβ) + ρφuβ∂βuα + φ∂βpδαβ) +O(∆t)

= ∂αβρφuαuβ + ∂α (φ∂αp) +O(∆t) (D10)

To express the ∆t2, the spatial derivative must also be expressed:

∂αβ
∑

k

Λk
j,αβm

(g),∗
k = m

(g),∗
αβ + c2sm

(g),∗
0 δαβ = ∂αβ(ρφuαuβ + φp) +O(∆t) (D11)

Finally, the final equation is given by:

∂tρφ+ ∂αρφuα = ∂α

[
p∆t

2
∂αφ− S(3)

α

]

+O(∆t2) (D12)

This justifies the form of the collision term in the re coloration phase, to mimic the right

term of the Allen-Cahn equation proposed by Chiu and Lin43, the source term first moments

must be:

S(3)
α =

p∆t

2

(1− φ2)

W

∂αφ

|~∇φ|
(D13)

This justifies the form of the source term proposed in this work. The moment of the source

term is projected in the Hermite’s polynomial base:

Ω
(3)
i = wi

S
(3)
α Hα,i

c2s
(D14)

Which allows to recover Eq. (48). It is interesting to note that this operator is almost similar

to the one originally proposed by D’Ortona84 in 1995 and Latva-Kokko72 in 2005. At the

time, recoloration operator wasn’t understood as a scheme allowing to solve a diffusion-

advection equation for the phase field, and Chiu and Lin43 only proposed their conservative

form of the Allen-Cahn equation in 2011.
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