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Abstract 

In this work, a robust fuzzy model predictive control (RFMPC) is designed for uncertain time-delay systems under input 
constraints with external disturbances. The proposed controller is based on an augmented state space model that includes the state 
variables and output tracking error variable of system. As a result, the proposed control based on augmented state space model 
can guarantee the convergence and tracking performance of system. To ensure the stability of the closed loop constrained time-
delays system, in the form of linear matrix inequalities (LMIs), the Lyapunov–Krasovskii (L-K) theory is employed to derive 
sufficient stability conditions where the L-K theory has the ability to reflect the system’s original state space and its advantages 
in controller synthesis and computation. As a result, less conservative stable conditions in terms of LMIs are given and used to 
ensure the asymptotically robust stability of closed-loop constrained system, and the controller construction procedure in shifted 
into a minimization problem subjected to certain constraints in terms of LMI. The robustness properties of the proposed RFMPC 
approach are compared with the results of a standard predictive control MPC applied to control a nonlinear system with 
parameter uncertainties and time-delays. 
© 2021 The Authors. Published by ELSEVIER B.V.   
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0) 
Peer-review under responsibility of the scientific committee of the 14th International Symposium “Intelligent Systems” 
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1. Introduction 

In may industrial process, time delays, also known as lags or as dead-times, are caused by the process’s 
instrumentation, actuation and/or control technology. Time delays can also be considered as a consequence of 
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certain system’ limitations in data transmission, information processing time, and feedback delays in the case of 
feedback control. The time delays have a significant impact on the stability of the industrial systems, which may 
lead to the instability of the systems, and in many cases the degradation in the performances of the systems. 

Generally, the presence of delays in any system may increase the difficulties of controlling the system since 
these delays can affect the state input or/and output. Generally, delays in systems are modelled as constant or 
time varying delays, known or unknown delays, while in many cases these delays are considered deterministic or 
stochastic delays depending on the targeted systems [1, 2, 3]. As one of the most famous sources of delays in 
control system [4-7] is the computation times required to implement one of the advanced process control 
algorithms such as Model Based Control (MPC) and its recent variants (Adaptive MPC, Distributed and 
Economic MPC, Cooperative MPC...). Usually, the time needed for computation to perform one controlling step 
varies from one control algorithm to another which may generate possible delays within the system itself and 
arise as feedback delays in the control loops.  

Generally, the MPC approach for nonlinear systems can be formulated as a LMI problem in which an exploration 
of a common positive definite matrix is performed in order to satisfy the LMIs constraints for all local models of the 
nonlinear plant [8-10]. Unfortunately, this may lead to several difficulties to construct the MPC controller since the 
solution of this problem may not be feasible and the existence of such matrix might not possible in many cases, 
especially for highly nonlinear systems. For the last few decades, fuzzy techniques have been successfully used in 
many engineering areas and widely applied to control and model nonlinear systems. Generally, fuzzy techniques, 
such as Takagi–Sugeno (T–S) inference system, are very useful to approximate the nonlinearities of real systems. 
The fuzzy inference systems can also be used to transform ordinary linear MPC algorithm into a nonlinear control 
approach via T–S fuzzy model [11-13]. This can be done using a T–S fuzzy model, in which the complex dynamic 
model of the nonlinear system is composed of a set of local linear subsystems by the use of fuzzy rules [14, 15]. The 
MPC technique has been extensively used to control linear systems, and fused many times with T-S fuzzy to form a 
nonlinear MPC controller. The MPC controller for constrained linear systems to track piecewise-constant references 
is implemented and investigated in [16]. A Robust model predictive control (RMPC) has been designed for an 
uncertain system under bounded control signals in [17]. In [18, 19], a finite-horizon MPC problem investigated for 
max-plus-linear systems and a control solution was derived for this problem.  

Furthermore, the fuzzy inference techniques were successfully used to address the optimization problem in MPC 
algorithms for nonlinear process systems [20-23]. The investigations of fuzzy MPC methods for nonlinear systems 
can also be seen in [24–27]. In [28] a sufficient stability conditions of the fuzzy MPC controller is derived in which 
the stability analysis and the control procedure are reduced to LMI problems. Similar work has been done in [29] 
where the authors were more focused on solving the problems of time delays stability and stabilization fuzzy model 
predictive control of nonlinear systems with time delays. However, in the above-mentioned works on fuzzy MPC for 
time-delay nonlinear systems, the disturbances have not been fully considered despite that disturbance exists 
extensively in many practical applications. 

In this paper, a robust model predictive control for time-delay T-S fuzzy model is designed to control 
nonlinear systems with time-delays state and external disturbances with input constraints. The main focus of this 
paper is to provide the stability conditions for the MPC control which is based on T-S prediction. First, the T-S 
fuzzy systems are employed to approximate nonlinear uncertain discrete-time systems with state delays and 
external disturbances. Next, an augmented system is proposed and used to design the MPC control law, which 
guarantees the convergence as well as a good tracking performance of system. Finally, a sufficient condition 
based on LMI is provided to address the robust fuzzy MPC control synthesis of T-S fuzzy systems with state 
delays and external disturbances, while the LMI optimization will be solved online at each time step to ensure a 
good tracking performance of system. Based on Lyapunov–Krasovskii approach, the synthesized controller has a 
guaranteed asymptotical stability.  

The rest of this paper is structured as follows: In next section, the uncertain non-linear systems with delays based 
on a T-S fuzzy inference system and proposed augmented system are introduced. Next, the robust FMPC approach 
based on linear matrix inequalities (LMIs) is presented in Section 3. The performance of the proposed robust fuzzy 
controller is illustrated through an example in Section 4. Finally, section 5 concludes the paper.  
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2. Problem formulation 

2.1. System Description  

In this section, a discrete-time state space form with state time delay and disturbances represented by a T–S fuzzy 
dynamic model, is considered for this study where the ith rule is described as follows: 
 

Plan rule ݆: If ݖଵሺ݇ሻ is ܨ௜ଵ, and ݖଶሺ݇ሻ is ܨ௜ଶ and …. And ݖ௕ሺ݇ሻ is ܨ௜௕then 
 

ቊ
ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔሚ௝ܣ ൅ ሺ݇ݔሚௗ௝ܣ െ ݀ሻ ൅ ሺ݇ሻݑ෨௝ܤ ൅ ሺ݇ሻݓ

ሺ݇ሻݕ ൌ ሺ݇ሻݔሚ௝ܥ
                 (1) 

where ݖଵሺ݇ሻ ଶሺ݇ሻݖ , ௕ሺ݇ሻݖ,…,  are the premise variable, and ܨ௜௛  , ݆ ൌ 1, 2, … . , ݎ , ݄ ൌ 1, 2, … . , ܾ  are fuzzy sets, 
ሺ݇ሻݔ ∈ ܴ௡ ሺ݇ሻݑ , ∈ ܴ௠ ሺ݇ሻݕ , ∈ ܴ௤  and ݓሺ݇ሻ ∈ ܴ௪  are the state variable, control input, measurable output and 
external disturbance, respectively. Also, ݀ ൐ 0  is the time-invarying input delay. Assuming that ܣሚ௝ ൌ ௝ܣ ൅
,௝ܣ∆ ሚௗ௝ܣ ൌ ௗ௝ܣ ൅ ,ௗ௝ܣ∆ ෨௝ܤ ൌ ௝ܤ ൅ ,௝ܤ∆ ෩௝ܥ	 ൌ ௝ܥ ൅ ௝ܥ∆ . Where ∆A୧ ௜ܤ∆ ,  ,௜are uncertain perturbationsܥ∆ ௗ௝andܣ∆ ,
while the matrices A୧, ܣௗ௝,	 ܤ௜and ܥ௜ are constant matrices corresponding to appropriate dimensions. ݎ represents the 
number of IF–THEN rules. For the sake of notational convenience, let ߴ ≔ 1, 2, … ,  .ݎ
 
Given a pair (ݔሺ݇ሻ, ݑሺ݇ሻ), and by applying the fuzzy inference rules, the final output of the fuzzy system is 
described as follows: 

       ቊ
ሺ݇ݔ ൅ 1ሻ ൌ ∑ ݄௜൫ݖሺ݇ሻ൯ܣሚ௝ݔሺ݇ሻ ൅ ሺ݇ݔሚௗ௝ܣ െ ݀ሻ ൅ ሺ݇ሻݑ෨௝ܤ ൅ ሺ݇ሻ௥ݓ

௝ୀଵ

ሺ݇ሻݕ ൌ ∑ ௝݄൫ݖሺ݇ሻ൯ሺܥ௝ ൅ ሺ݇ሻݔ௝ሻܥߜ
௥
௜ୀଵ

                                        (2) 

 
Let ܨ௜௕൫ݖሺ݇ሻ൯ denote the membership function of ݖሺ݇ሻin ܨ௜௕ .Then ߤ௜൫ݖሺ݇ሻ൯ ൌ ∏ ௜௕൫݄௛ሺ݇ሻ൯ܨ

௕
௛ୀଵ , and ௝݄൫ݖሺ݇ሻ൯ ൌ

∑/ሺ݇ሻ൯ݖ௜൫ߤ ሺ݇ሻ൯ݖ௜൫ߤ
௥
௜ୀଵ . Considering ݄௜൫ݖሺ݇ሻ൯ ൒ 0, ݅ ൌ 1, 2, … , ݎ  , ∑ ሺ݇ሻ൯ݖ௜൫ߤ

௥
௜ୀଵ ൐ 0 . Therefore, the value of 

௝݄൫ݖሺ݇ሻ൯ ൒ 0, ݆ ൌ 1, 2, … , ∑  and , ݎ ௝݄൫ݖሺ݇ሻ൯
௥
௝ୀଵ ൌ 1.  

 
Consequently, the entire fuzzy system can be described as: 
 

൜
ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔ௩ܣ ൅ ሺ݇ݔሚௗ௩ܣ െ ݀ሻ ൅ ൅ܤ௩ݑሺ݇ሻ ൅ ሺ݇ሻݓ

ሺ݇ሻݕ ൌ ሺ݇ሻݔ௩ܥ
               (3) 

 
where 
 
ሚ௩ܣ ൌ ∑ ௝݄൫ݖሺ݇ሻ൯ܣሚ௝

௥
௝ୀଵ ሚௗ௩ܣ				, ൌ ∑ ௝݄൫ݖሺ݇ሻ൯ܣሚௗ௝

௥
௝ୀଵ , ෨௩ܤ ൌ ∑ ௝݄൫ݖሺ݇ሻ൯

௥
௝ୀଵ ሚ௩ܥ ,	෨௝ܤ ൌ ∑ ௝݄൫ݖሺ݇ሻ൯

௥
௝ୀଵ  	,	ሚ௝ܥ

 
Lemma 1 (Schur Complement). [30] Given any real matrices ܺ, ܻ and ܼ with ܺ ൌ ்ܺ and ܼ ൐ 0. Then we have 

 

ܺ െ ܻܼିଵ்ܻ ൏ 0 

If and only if 

ቂܺ ்ܻ

ܻ ܼ
ቃ ൏ 0 

 
Assumption 1. actuator fault ௔݂ሺ݇ሻ, sensors faults ௦݂ሺ݇ሻ and the external disturbance ߱ሺ݇ሻ are bounded, and there 
exists a positive scalar ߚ such that  ‖߱ሺ݇ሻ‖ ൏  .ߚ

Remark 1. Assumption 1 can be used to ensure that the increments of the disturbances as well as the faults between 
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two sampling time instants are bounded. 
 

In the next section, the control strategy is presented where constraints, such as control effort and state variables, 
are considered in obtaining the control law. 

2.2.  Augmented state space model  

Let ݕ௥ሺ݇ሻ denote the desired set-point and ݁ሺ݇ሻ the tracking error, defined as 
 

݁ሺ݇ሻ ൌ ሺ݇ሻݕ െ  ௥ሺ݇ሻݕ
 
Then, the error dynamics at time n+1 is formulated as: 
 
݁ሺ݇ ൅ 1ሻ ൌ ሺ݇ݕ ൅ 1ሻ െ  ௥ሺ݇൅ሻ                   (4)ݕ
 
For a constant set-point ݕ௥ሺ݇ ൅ 1ሻ ൌ  ௥ሺ݇ሻݕ
Using  Eqs. (3) and (4), the following ݁ሺ݇ ൅ 1ሻ can be formulated as: 
 
 
             ݁ሺ݇ ൅ 1ሻ ൌ ݁ሺ݇ሻ ൅ ሺ݇ݔሚௗܣሚܥ െ ݀ሻ ൅ ሺ݇ሻݑ෨ܤሚܥ ൅  ሺ݇ሻ                                                                                (5)ݓሚܥ
 
As a result, the augmented system can be expressed as the following discrete-time system with state delay: 
 

൜
ሺ݇ݔ̅ ൅ 1ሻ ൌ ሺ݇ሻݔ̅ࣛ ൅ࣛௗ̅ݔሺܣ െ ݀ሻ ൅ ሺ݇ሻݑࣜ ൅ ሺ݇ሻݓࣞ

ሺ݇ሻݕ ൌ ሺ݇ሻݔ̅ࣝ
               (6) 

Where ̅ݔ ൌ ൤
ሺ݇ሻݔ
݁ሺ݇ሻ൨, ̅ݔ

ሺܣ െ ݀ሻ ൌ ൤
ሺ݇ݔ െ ݀ሻ
݁ሺ݇ െ ݀ሻ൨ 

ࣛ ൌ ൤ܣ
ሚ 0
0 ܫ

൨, ࣛௗ ൌ ቈ
ሚௗܣ 0
ሚௗܣሚܥ 0

቉, ࣜ ൌ ൤ ܤ
෨
෨ܤሚܥ

൨, ࣞ ൌ ቂܫ
ሚܥ
ቃ,  ࣝ ൌ ሾܥሚ 0ሿ 

 
Hence, through the above analysis, the fuzzy control for the extended state-space model in (6) is obtained as 
follows: 
 
ሺ݇ݑ                  ൅ ݅/݇ሻ ൌ ∑ ሺ݇ݔ௟̅ܭ ൅ ݅/݇ሻ௥

௟ୀଵ                                                            (7) 
௭ܭ       ൌ ∑ ݄௜൫ݖሺ݇ሻ൯ܭ௟

௥
௟ୀଵ  

where ܭ௟ሺ݈ ൌ 1, 2, … ,  .ሻ  are the local control gainsݎ
 
Then, the following augmented closed-loop fuzzy system can be obtained as: 
 
ሺ݇ݔ̅ ൅ 1ሻ ൌ ሺࣛ௭ ൅ ࣜ௭ܭ௭ሻ̅ݔሺ݇ሻ ൅ࣛௗ௭̅ݔሺܣ െ ݀ሻ ൅  ሺ݇ሻ                                                       (8)ݓࣞ
 

The augmented model that includes both state variables and the output tracking error variable of the model is given 
in Eq. (8). Based on the features of the augmented model, the synthesized controller will not only guarantee a better 
convergence and tracking performance but also provides more degrees of freedom compared to other standard MPC 
control approach. 

3. Robust Model Predictive controller with constraints 

In this section, the basic concepts of the MPC technique are presented in details. At each time step, the  main 
objective of an MPC problem is to calculate the control move ݑሺ݇ ൅ ݅/݇ሻ  by minimizing the predefined 
performance function described below: 
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  min݉ܽݔ ஶሺ݇ሻᇣᇤᇥܬ
௨ሺ௞ା௜/௞ሻ,௜ஹ଴

ൌ ∑ ሺ݇ݔ̅‖ ൅ ݅/݇ሻ‖ொ
ଶ ൅ ሺ݇ݑ‖ ൅ ݅/݇ሻ‖ோ

ଶ െ ഥሺ݇ݓ‖ଶߙ ൅ ݅/݇ሻ‖ଶஶ
௝ୀ଴                                                    (9) 

 
Furthermore, the constraint on control input is considered as follows: 
 

ሺ݇ݑ| ൅ ݅/݇ሻ| ൑ ݅ ,௦,௠௔௫ݑ ൒ 0, ݏ ൌ 1,… ,݉                                                                                                 (10) 
 
where ܳ ൐ 0 and ܴ ൐ 0, are the corresponding weighting matrices.  
Equations (9) and (10) are constrained as min-max optimization problem that corresponds to a worst-case infinite-
horizon MPC problem with a quadratic objective function.  
 

Next, a Lyapunov-Krasovskii function, which is defined in Eq. (11), is used to obtain the stability conditions: 
 
ܸሺ̅ݔ ሺ݇ ݇ሻሻ⁄ ൌ ்ݔ̅ ሺ݇ ݇ሻ⁄ ݔ̅ܵ ሺ݇ ݇ሻ⁄ ൅ ∑ ்ݔ̅ ሺ݇ െ ݊ ݇ሻܲ⁄ ሺ݇ݔ̅ െ ݊ሻௗ

௡ୀଵ                                                    (11) 
 

Where ்ܵ ൐ 0, ்ܲ ൐ 0 and 
 

 ܸ൫̅ݔሺ݇ ൅ ݅ሻ൯ ൌ ሺ்݇ݔ̅ ൅ ݅ሻܵ̅ݔሺ݇ ൅ ݅ሻ ൅ ∑ ሺ்݇ݔ̅ ൅ ݅ െ ݊ሻܲ̅ݔሺ݇ ൅ ݅ െ ݊ሻௗ
௜ୀଵ  

 
For any ݅ ൒ 0, suppose ܸሺ̅ݔሺ݇/݇ሻሻ satisfies the following stability constraint: 

 
ܸ൫̅ݔሺ݇ ൅ ݅ ൅ 1/݇ሻ൯ െ ܸ൫̅ݔሺ݇ ൅ ݅/݇ሻ൯ ൑ െൣ‖̅ݔሺ݇ ൅ ݅/݇ሻ‖ொ

ଶ ൅ ሺ݇ݑ‖ ൅ ݅/݇ሻ‖ோ
ଶ ൧ ൅ ഥሺ݇ݓ‖ଶߙ ൅ ݅/݇ሻ‖ଶ             (12) 

As assumed earlier, the summation should be up to ∞, ie., ݅ → ሺ∞ሻݔ ,∞ ൌ 0. Summing from ݅ ൌ 0 to ∞ yields the 
following: 

 
ሺ݇ሻܬ ൑ ܸሺ̅ݔ ሺ݇ ݇ሻሻ⁄                              (13) 
 

By defining ܸሺ̅ݔ ሺ݇ ݇ሻሻ⁄ ൑  ሺ݇ሻ is obtainedܬ and from Eq.(12), we can see that an upper bound of the fitness function ߛ
as: 
  
ሺ݇ሻܬ ൑  .ߛ
 
 By summarizing the above analysis, the following theorem can be obtained: 

 
Theorem1: For the augmented time delay system in Eq. (8) and at the sampling time ݇, the state feedback control 
Eq. (7) minimize the worst case MPC objective function with input constraints Eq. (10), if there exists a symmetric 
positive definite matrices ܯ௩ ൐ 0, ܺ௩ ൐  by solving the following convex ߛ and ௩ܻ and a positive scalar ܩ 	,0
optimization problem: 

 
minఊ,ீೡ,௒ೡ,ெೡ  (14)                                           ߛ

Subject to 

ۏ
ێ
ێ
ێ
ۍ

െ1 ∗
ሺ݇ሻݔ̅ െܯ௩

ሺ݇ݔ̅ െ 1ሻ 0

∗ ∗ ∗
∗ ∗ ∗

െܺ௩ ∗ ∗
⋮ ⋮

ሺ݇ݔ̅ െ ݀ሻ 0
				⋮ ⋱ ⋮
			0 … െܺ௩ے

ۑ
ۑ
ۑ
ې

൑ 0                         (15) 

൤
െܷ ௩ܻ

௩ܻ
் െܩ െ ்ܩ ൅ܯ௩

൨ ൑ 0			݆, ݈ ∈ ߭                                               
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ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
െߎ 																										∗ 								∗ 					∗
ܴଵ/ଶ ௩ܻ

ܳଵ/ଶܩ௩
																			െܫߛ

	0
								∗
				െܫߛ 						

∗
∗

௩ܩ									 																				0 						0 	െܺ௩

	∗ 														∗ 											∗
	
∗
∗ 														

∗
∗

											∗
											∗

	∗ 														∗ 											∗

							0				 																		0	 				0 		0
			ࣛ௭ܩ௩ ൅ ࣜ௭ ௩ܻ 					0		 ௩ܩࣞ						 			0
						0	 																						0	 				0 			0

െߙଶܫ 						∗ 			∗
		0 				െܯ௩ 			∗
		0 						ܺ௩ࣛௗ௭ 		െܺ௩ے

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

൏ 0                           (16) 

where ߎ ൌ ௩ܩ ൅ ௩்ܩ െ  ௩ܯ

 
Proof: At sampling time ݇, a  Lyapunov-Krasovskii function is defined as: 
 
ܸሺ̅ݔ ሺ݇ ݇ሻሻ⁄ ൌൌ ்ݔ̅ ሺ݇ ݇ሻ⁄ ݔ̅ܵ ሺ݇ ݇ሻ⁄ ൅ ∑ ்ݔ̅ ሺ݇ െ ݊ ݇ሻܲ⁄ ሺ݇ݔ̅ െ ݊ሻௗ

௡ୀଵ          (17) 
 
Let us suppose ܸሺ̅ݔ ሺ݇ ݇ሻሻ⁄ satisfies the following robust stability condition at each sampling instant 

 
ܸ൫̅ݔሺ݇ ൅ ݅ ൅ 1/݇ሻ൯ െ ܸ൫̅ݔሺ݇ ൅ ݅/݇ሻ൯ ൑ െൣ‖̅ݔሺ݇ ൅ ݅/݇ሻ‖ொ

ଶ ൅ ሺ݇ݑ‖ ൅ ݅/݇ሻ‖ோ
ଶ ൧ ൅ ഥሺ݇ݓ‖ଶߙ ൅ ݅/݇ሻ‖ଶ           (18) 

 
Then, and from Eq. (13), the cost function in Eq. (9) is bounded as follows: 
 
ሺ݇ሻܬ ൑ ்ݔ̅ ሺ݇ ݇ሻ⁄ ݔ̅ܵ ሺ݇ ݇ሻ⁄ ൅ ∑ ்ݔ̅ ሺ݇ െ ݊ ݇ሻܲ⁄ ሺ݇ݔ̅ െ ݊ሻௗ

௡ୀଵ             (19) 
 
Since ܸሺ̅ݔ ሺ݇ ݇ሻሻ⁄ ൑  :Then .ߛ ሺ݇ሻ has an upper boundܬ the performance index ,ߛ
 

்ݔ̅ ሺ݇ ݇ሻ⁄ ݔ̅ܵ ሺ݇ ݇ሻ⁄ ൅ ∑ ்ݔ̅ ሺ݇ െ ݊ ݇ሻܲ⁄ ሺ݇ݔ̅ െ ݊ሻௗ
௡ୀଵ ൑  (20)             ߛ

 
Thus, the lowest upper bound can be obtained from an optimization problem. The inequality (20) may be written as 
follows: 

 
ଵ

ఊ
்ݔ̅ ሺ݇ ݇ሻ⁄ ݔ̅ܵ ሺ݇ ݇ሻ⁄ ൅

ଵ

ఊ
∑ ்ݔ̅ ሺ݇ െ ݊ ݇ሻܲ⁄ ሺ݇ݔ̅ െ ݊ሻௗ
௡ୀଵ ൑  (21)                    ܫ

 
As a result, the inequality in Eq. (15) can be easily be obtained using Schur’s complement in lemma 1. 
 
According to system in Eq. (8), the condition in Eq. (16) is guaranteed only if the inequality below in Eq. (22) is 
satisfied: 
 

 
ሾ்̅ݔ ሺ݇ ൅ ݅ ൅ 1 ݇ሻ⁄ ܵ௩̅ݔ ሺ݇ ൅ ݅ ൅ 1 ݇ሻ⁄ ሿ െ ሾ்̅ݔ ሺ݇ ൅ ݅ ݇ሻ⁄ ܵ௩̅ݔ ሺ݇ ൅ ݅ ݇ሻ⁄ ሿ ൅ ሾ்̅ݔ ሺ݇ ൅ ݅ ݇ሻ⁄ ௩ܲ̅ݔ ሺ݇ ൅ ݅ ݇ሻ⁄ ሿ െ
ሾ்̅ݔ ሺ݇ ൅ ݅ െ ݀ ݇ሻ⁄ ௩ܲ̅ݔ ሺ݇ ൅ ݅ െ ݀ ݇ሻ⁄ ሿ 	൏ െൣ൫்̅ݔሺ݇ ൅ ݅ ݇⁄ ሻܳ̅ݔሺ݇ ൅ ݅ ݇⁄ ሻ൯ ൅ ൫்ݑሺ݇ ൅ ݅ ݇⁄ ሻܴݑሺ݇ ൅ ݅ ݇⁄ ሻ൯൧ ൅
ഥ்ሺ݇ݓଶߙ ൅ ݅/݇ሻݓഥሺ݇ ൅ ݅/݇                                                                                               (22) 

 

ሾ்̅ݔሺ݇ ൅ ݅/݇ሻ்̅ݔሺ݇ ൅ ݅ െ ݀/݇ሻሿ ቎
ሺࣛ௭ ൅ ࣜ௭ܭ௭ሻ்

ࣛௗ௭
்

ࣞ
቏ ܵ௩ሾࣛ௭ ൅ ࣜ௭ܭ௭ ࣛௗ௭			ࣞሿ ൤

ሺ݇ݔ̅ ൅ ݅/݇ሻ
ሺ݇ݔ̅ ൅ ݅ െ ݀/݇ሻ

൨ െ 

ሾ்̅ݔሺ݇ ൅ ݅/݇ሻ்̅ݔሺ݇ ൅ ݅ െ ݀/݇ሻሿ ൥
െܵ௩ ൅ ௩ܲ ൅ ܳ ൅ ܭ்ܴܭ ∗ ∗

0 െ ௩ܲ ∗
0 0 െߙଶܫ

൩ ൤
ሺ݇ݔ̅ ൅ ݅/݇ሻ

ሺ݇ݔ̅ ൅ ݅ െ ݀/݇ሻ
൨ ൏ 0             (23) 

By applying Schur’s complement, the inequality in Eq. (23) can be transformed into: 
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ۏ
ێ
ێ
ۍ
െܵ௩ ൅ ௩ܲ ൅ ܳ ൅ ܭ்ܴܭ ∗

0 െ ௩ܲ

∗ ∗
∗ ∗

0 0
ࣛ௭ ൅ ࣜ௭ܭ௭ ࣛௗ௭

െߙଶܫ ∗
ࣞ െܵ௩ିଵے

ۑ
ۑ
ې
൏ 0              (24) 

 
Now, we define ܯ௩ ൌ ௩ିଵܵߛ and ܺ௩ ൌ ߛ ௩ܲ

ିଵ  and by applying the Schur’s complement again, we obtain the 
following: 
 
                                                                                       

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
െܯߛ௩

ିଵ 																						∗ 								∗ 					∗
ܴଵ/ଶܭ௩
ܳଵ/ଶ

																			െܫߛ
	0

								∗
				െܫߛ 						

∗
∗

ܫ									 																					0 						0 				െܺߛ௩

	∗ 													∗ 											∗
	
∗
∗ 														

∗
∗

											∗
											∗

	∗ 														∗ 											∗

							0				 																		0	 				0 						0
			0 				0		 						0 						0

					ࣛ௭ ൅ ࣜ௭ܭ௩	 					ࣛௗ௭	 						ࣞ 						0

െܺߛ௩ିଵ 						∗ 			∗
		0 				െߙଶܫ ⁄ߛ 			∗
		0 					0 		െܯߛ௩ے

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

൏ 0           (25) 

 
where ሺܩ െ ௩ܯ௩ሻ்ܯ

ିଵሺܩ െܯ௩ሻ ൒ 0 ⇒ ௩ܯ்ܩ
ିଵܩ ൒ ܩ ൅ ்ܩ െܯ௩ , and pre-multiplying and post-multiplying the 

above inequality by ࢍࢇ࢏ࢊ ቄ
ଵ

ఊభ/మ
,ܩ ,ܫ ,ܫ

ଵ

ఊభ/మ
, ,ܫ

ଵ

ఊభ/మ
,ܫ

ଵ

ఊభ/మ
ܺ௩	ቅ, and substituting ܭ௩ ൌ െ ௩ܻିܩଵ , inequality (25) will 

eventually leads to the condition in Eq. (16). 
 

Furthermore, to deal with the problem of conservatism, the following theorem represents a good compromise 
between conservatism and complexity. 
 
Theorem2. [31], If there exists symmetric positive-definite matrices ܩ	  ሼф௜௜ሽ௜∈జ , general matrices 
൛ф௜௜ ൌ ф௜௝

் ൟ
௜ஷ௝,			௜,௝∈జ

,  ሼ ௜ܻሽ௜∈జ, ሼܯ௜ሽ௜∈జ and ሼ ௜ܺሽ௜∈జ such that the following LMIs are verified: 

 
minఊ,ீ೔,ф೔,ெ೔,௒೔,,  (26a)          ߛ

 
Subject to 
 

ۏ
ێ
ێ
ێ
ۍ

െ1 ∗
ሺ݇ሻݔ̅ െܯ௜

ሺ݇ݔ̅ െ 1ሻ 0

∗ ∗ ∗
∗ ∗ ∗

െܺ௦ ∗ ∗
⋮ ⋮

ሺ݇ݔ̅ െ ߬ሻ 0
⋮ ⋱ ⋮
0 … െܺ௦ے

ۑ
ۑ
ۑ
ې

൑ 0  ݅, ݏ ∈ ߭ 

 

        ൤
െܷ ௟ܻ

௟ܻ
் െܩ െ ்ܩ ൅ܯ௝

൨ ൑ 0			݆, ݈ ∈ ߭               (26b) 

 
௜௜ߓ ൐ ф௜௜, ݅ ∈ ߭                        (27) 

௜௝ߓ  ൅ ௜௝ߓ
் ൐ ф௜௝ ൅ ф௜௝

் , ݅ ് ݆, ݆ ∈ ߭               (28) 

ф௟ ൌ ൥
2фଵଵ ⋯ фଵ௥
⋮ ⋱ ⋮
ф௥ଵ ⋯ 2ф௥௥

൩ ൐ 0,݈ ∈ ߭                                               (29) 

 
where 
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௜௝ߓ ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
െߎ 																						∗ 								∗ 					∗

ܴଵ/ଶ ௟ܻ

ܳଵ/ଶܩ
																			െܫߛ

	0
								∗
				െܫߛ 						

∗
∗

ܩ									 																					0 								0 	െܺ௧

	∗ 													∗ 											∗
	
∗
∗ 														

∗
∗

											∗
											∗

	∗ 														∗ 											∗

							0				 																		0	 				0 		0
			 ௝ࣛܩ ൅ ௝ࣜ ௟ܻ 					0		 ௟ܩࣞ						 			0
						0	 																						0	 							0 			0

െߙଶܫ 						∗ 			∗
		0 				െܯ௞ 			∗
		0 						ܺ௩ࣛௗ௝ 		െܺ௖ے

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

 

with		݅, ݆, ݈, ,ݐ ܿ ∈ ߭ and  ߎ ൌ ܩ ൅ ்ܩ െܯ௜. 

 
The constraint Eq. (10) is satisfied if there is an existence of a symmetric matrix ܷ such that: 
 

൤
െܷ ௟ܻ

௟ܻ
் െܩ െ ்ܩ ൅ܯ௝

൨ ൑ 0			݆, ݈ ∈ ߭        (30) 

With ௥ܷ ൑ ݏ  ௦,௠௔௫ݑ ൌ 1,… ,݉, and ௥ܷ  is a diagonal element of the matrix ܷ.  
 

As a conclusion, the closed-loop fuzzy discrete system will be asymptotically stabilized by the proposed control law 
Eq. (7) with ܭ௟ ൌ െ ௟ܻିܩଵ, while the positive constant ߛ will be an upper bound of the proposed cost function Eq. 
(9) at time instant ݇. 
 

Proof: the proof can be achieved by a similar approach as in the proof of theorem1.  

4. Simulation results 

In this section, a nonlinear system with time-delay state is considered for investigating the proposed controller: 
 

ቐ
ሶଵݔ ൌ ଶݔ ൅ ଵ௧ିௗݔ0.5

ሶଶݔ ൌ െ0.1ݔଵ െ ଶݔ
ଷ ൅ ݑ

ݕ ൌ ଵݔ
 

ଵݔ ∈ ሾെ2, 2ሿ, ଶݔ ∈ ሾെ1, 1ሿ 
 
Using the sector nonlinearity approach, the continuous T-S fuzzy model of the above system is obtained. Then, the 
discrete T-S fuzzy model is obtained by applying an Euler discretization with sampling time T = 1s : 
 

If z is 1M  then ܣሚଵݔሺ݇ሻ ൅ ሺ݇ݔሚௗଵܣ െ ݀ሻ ൅ ሺ݇ሻݑ෨ଵܤ ൅   ሺ݇ሻݓ

ሺ݇ሻݕ ൌ  .ሺ݇ሻݔሚଵܥ
If z is 2M  then ܣሚଶݔሺ݇ሻ ൅ ሺ݇ݔሚௗଶܣ െ ݀ሻ ൅ ሺ݇ሻݑ෨ଶܤ ൅   ሺ݇ሻݓ

ሺ݇ሻݕ ൌ  .ሺ݇ሻݔሚଶܥ
 
where ,2/)1(, 1

2
2  zMxz 12 1 MM  . 

 












9504.009834.0

9834.09504.0
1A , 











3417.006218.0

6218.09635.0
2A  











9834.0

4958.0
1B , 










6218.0

365.0
2B , ]01[21  cc ௗଵܣ , ൌ ቂ0.19 0.11

െ0.3 0.15
ቃ, ܣௗଶ ൌ ቂ 0.21 0.51

െ0.01 0.35
ቃ. 
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To control the proposed nonlinear system, the MPC parameters are set as follows: The weight matrices of the cost 
function in Eq. (16) are given by Q=I and R= 0.5I. The input control constraint is defined as ‖ݑ‖ ൑ 0.2, and the 
delayed state is set as ݔሺ݇ െ 2ሻ. Furthermore, the initial values and external disturbance are set as follows:  
 
ሺെ2ሻݔ ൌ ሾ0, 0ሿ, ሺെ1ሻݔ ൌ ሾ0, 0ሿ, ሺ0ሻݔ ൌ ሾ0, 0ሿ,	 ݓሺ݇ሻ ൌ 0.5sin	ሺ0.2݇ሻ. 
 

According to theorem 1, an LMI tool-box is used to solve the optimization problem (25-29), the control law and 
state curves are shown in Fig. 1-3. 

In this section, simulation study is performed to examine the feasibility and the performance of the proposed 
method, while the proposed nonlinear system with constraints and time-delay state, provided earlier, is controlled by 
the proposed RFMPC and a regular MPC. The simulation results of both controllers are compared in order to verify 
if the proposed controller have the ability to resolve the problems of constraints, disturbances, and time-delay, and 
lead the nonlinear system towards an optimal performance. Although, the cost function Eq. (47) is considered to 
design the RMPC controller, while the transient responses (i.e., overshoot, settling time…) may considerably be 
improved in comparison with the regular MPC method. 

 

 
Fig. 1. Comparison between the Set point tracking state x1(t) for the proposed method RFMPC and standard MPC controller. 

 
 

(a)                                                                                    (b) 

 

Fig.2 . Comparison between the set point tracking state x2(t) for proposed method RFMPC, and the Standard MPC controller ((a) MPC, (b) RFMPC) 
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(a)                                                                                          (b) 

 

Fig. 3. Comparison between the proposed method RFMPC, and the Standard MPC controller ((a) MPC, (b) RFMPC) 

 
Based on the given initial conditions, the tracking performances for both methods were performed and presented 

in Fig. 1, 2 and 3. Both Fig. 1 and 2 clearly show that, and by using the proposed approach, the states ݔଵሺ݇ሻ , ݔଶሺ݇ሻ 
have approached their set point quickly (less than 4 time units) with a rejection of disturbances, while the input 
constraints were satisfied over the entire horizon. On the other hand, the standard MPC controller could not 
converge the states to their set points in the presence of disturbances. 

As expected, the response input control obtained by the proposed method have the ability to control the nonlinear 
systems in a way that the control signal force applied to the system is reduced to the minimum. 

5. Conclusion 

In this paper, a robust fuzzy model predictive control for constrained uncertain systems affected by external 
disturbances and time-state delay is proposed to control nonlinear systems. To achieve a control law, the state space 
model, used by the proposed method, has been described by an augmented state space model in which both the state 
variables and tracking error are included. Based on this extended state model, the main concepts related to the 
proposed RFMPC were described in details and the proper control law has been constructed in a way that guarantees 
a good convergence as well as tracking performance for the system. Also, the Lyapunov-Krasovskii approach was 
used to develop the sufficient conditions ensuring the stability of the targeted system. Finally, a state feedback 
controller is constructed based on LMIs conditions, which is obtained by minimizing the worst-case objective 
function. As a results, sufficient conditions for the existence of the RFMPC controller are then obtained. Also, it has 
been shown that the receding horizon implementation of the obtained solutions guarantees the closed-loop fuzzy 
system to be asymptotically stable. To demonstrate the advantages of the proposed solutions, a simulation study has 
been conducted and the results show that the proposed method has overcome the performance of the standard MPC. 
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