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Abstract—Emerging non-volatile memories are getting new
interest in the system design community. They are used to design
logic-in-memory circuits and propose alternatives to von-Neuman
architectures. Hafnium oxide-based based ferroelectric memory
technology, which is fully compatible with CMOS technologies
is particularly interesting for logic-in-memory designs. Indeed,
this compatibility leads to various possibilities for fine-grain
logic in memory applications where the memory capable element
is tightly integrated with the transistors in the system. Non-
volatile and energy efficient computing for Internet of things
and embedded artificial intelligence are among the potential
applications for this technology.

In this article, we focus on ferroelectric field-effect transistors
(FeFET) and present an overview of three different fine-grain
logic-in-memory possibilities with FeFETs: custom operation
designs, reconfigurable circuits and a hybrid memory element
accessible by content or by address. All presented circuits have
been designed within a test chip using 28nm technology provided
by GLOBALFOUNDRIES.

Index Terms—FeFET design, Logic-in-Memory, Look up ta-
ble, Non-volatile logic gates, Ternary content address memory,
TCAM, TC-MEM.

I. INTRODUCTION

Data processing and evaluation is a key aspect of today’s
digital systems with the explosions of Internet of Things
IoT and Artificial Intelligence (Al) paradigm. Von-Neumann
computing architectures have shown an important bottleneck
that limits the data throughput and the power consumption
reduction of processing systems: the separation between pro-
cessing and storage of the architecture leads to data transfer
congestion. Data transfer in von-Neumann architectures corre-
sponds to the most power consuming part in actual computing
systems. With the growth of concept such a IoT and Al, the
amount of collected and analyzed data is becoming massive
(several zettabyte per year) and it will continue to increase.
Consequently, the classical computing paradigm is arriving to
a limit and new direction have to be explored.

To overcome this bottleneck, Logic-in-Memory (LiM) con-
cept is a serious candidate because it reduces the number of
data transfers between the system memory and the computing
core. The concept has been described in 1970 in [1] but
is recently getting new interest thanks to the emergence
of non-volatile memories achieving higher integration with
CMOS transistors than old memory technologies [2], [3].
Another factor of the interest for LiM designs relies on
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various applications, such as Al [4], cryptographic algorithm
implementations [5] or near sensor computing for IoT [6],
this concept can address. Resistive technologies (ReRAM) [3],
Magnetic technologies (MRAM) [7], Phase change memories
[8] or Ferroelectric technologies (FERAM and FeFET) [9] are
listed as technologies for LiM applications [10], [11].

LiM concept can be divided in different groups depending
on the location of the computation but also on the architecture
of the memory itself [9]. These different concepts are named
and known as: Processing in memory, In memory Computing,
coarse-grain LiM where the non-volatile memory is arranged
to a matrix and placed sufficiently close to the processor to be
used with the same latency than L1 cache, and fine-grain LiM
where the non-volatile memory is tightly integrated with the
logic design and can be placed inside computing operations.

In this article, we focus on hafnium oxide-based ferro-
electric devices [12], which are a very promising for fine-
grain LiM design with a high efficiency in terms of area
and energy. This technology is fully compatible with CMOS
manufacturing process and it is possible to tightly integrate
the ferroelectic layer with the transistors to create Ferroelectic
Field Effect Transistors (FeFETs). Whereas coarse-grain ap-
plications and examples has been already demonstrated using
FeFETs [13], fine-grain LiM exploration receive less attention
[14]. A deep exploration of fine-grain LiM possibilities using
FeFETs shows three different uses:

o Custom operation with constant values stored inside
FeFETs.

o Re-configurable logic [15].

o Innovative memory elements for Computing-in-Memory
(CiM) and LiM.

This article proposes an overview of the three fine-grain
LiM opportunities brought by FeFETs based designs and
discuss possible applications. All presented circuits have been
designed within a test chip using 28nm technology provided
by GLOBALFOUNDRIES. The rest of this article is organized
as follow: in Sec. II, we presents the technology, its behavior
and explain how we use FeFET in designs. In Sec. III, the
elementary logic gates used to create custom logical operations
are presented. Sec. IV details the design of Look-Up-Table
(LUT) based reconfigurable logic gate designed with FeFETs.
In Sec. V, we present a hybrid memory element accessible



either by content or by address. Sec. VI discuss applications
opportunities brought by the presented FeFET designs. Finally,
Sec. VII conclude the paper and gives future directions.

II. TECHNOLOGY AND RELATED WORK
A. FeFET technology

FeFETs have already been presented in detail in [16].
Basically, it can be seen as a regular transistors with an
additional ferroelectric capacitor connected to the gate as
presented in Fig. 1.a. Depending on the polarization of the
capacitor, the transistors will switch between its OF F and
its ON state at a different gate voltage (V; in Fig. 1.a).
To change the polarization of the ferroelectric capacitor, a
strong positive/negative voltage is applied to gate of the
FeFET. Fig. 1.b presents the two characteristics of the FeFET
transistor. The left one corresponding to low threeshold volatge
state (LV'T) and the right one to the high threeshold volatge
state (HV'T).
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Figure 1: (a) Basic FeFET circuit with a passive load and (b)
the voltage characteristic of the FeFET showing the different
behavior depending on the polarization of the ferroelectric
capacitor.

Thank to this characteristic, a single FeFET realizes a
NAND operation between a logical value stored inside the
FeFET and the evaluating input presented at V. Fig. 2
highlights this operation with a simulation of the schematic
presented in 1.a.

4 7
3 by e ;
2 H EE |
S 1—»—ﬂ ¥ 1
] N S i ARSI
g EE AR 23 H4L—S
211 ‘ i i1 1i Name
30 SRR
o | E— et —Vou
0 20 40 60 80 ‘100 120 140 160 180 200

time (us)
Figure 2: Simulation of the FeFET NAND gate.

5 different areas can be seen in Fig. 2:

1) Initialization of the FeFET model.

2) A 44V write pulse on V;,, to store logical 0.

3) A 1.2V read pulse on V;,, to evaluate the operation.

4) A —4V write pulse on V;, to store logical 1.

5) A 1.2V read pulse on V;,, to evaluate the operation.
Comparing the area 3 and 5 enable us to see the NAN D gate
truth table.

In the rest of this paper, the following parameters are
used for the FeFET size: Length (L) = 500nm, Width (W)
= 500nm. This corresponds to large devices but for which the
Preisach model has been fitted to ASIC demonstrator [12]. All
results have been confirmed using ASIC chip measurements.

B. Design considerations

To design specific logical operation using FeFETs and its
memory capacity, it is required to design elementary logic
gates [12]. These basic logic gates are NAND, OR, XOR
and AND. These elementary logic gates can be used to
synthesize any complex operations. However, only NMOS
type FeFET is currently available in manufacturing. This
implies the design of dynamic logic gates as presented in Fig 3
to limit the power consumption.
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Figure 3: Generic schematic of dynamic logic gate using
FeFET transistors.
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In Fig. 3, the size of transistor 77 is: W = 130nm,
L = 50nm; and the size of transistor 15 is: W = 80nm,
L = 36nm. These dimensions are the smallest that respect
design rules of the GLOBALFOUNDRIES 28nm technology.
C represents the load capacitance of the gate. For simulation,
we used C' = 1pF, on ASIC the load capacitance corresponds
to the sum of all parasitic capacitances between the output of
the gate and the oscilloscope used for measurements. Use of
the logic gates in this dynamic design follow 4 steps:

1) The constant operand is written in the FeFET.

2) The output (C') is charged to V4: T7 opened, T5 blocked

3) The logic gate is activated: T blocked, T> opened

4) The logic gate is evaluated using the second operand
Thanks to these 4 steps, there is no direct link between the
power and the ground. However, this requires 2 clock signals
and the overall logic operation will take more time.

III. FINE-GRAIN LOGIC IN MEMORY DESIGN : CUSTOM
OPERATIONS

The first possibility with FeFETs is to synthesize operations
where constant operands are stored inside the ferroelectric



layer of the FeFET and the others are evaluating inputs.
For this, elementary logic gates are necessary and some of
them have already been presented [12], [9]. Fig. 4 shows the
schematic of these elementary FeFET-based logic gates.
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Figure 4: Schematic of the three elementary logic gates: (a)
NAND, (b) XOR and (c) AND

C

The NAND gate, already presented in Sec. II can also
implement OR operation by applying the De Morgan rule:
A.B = A+ B. The XOR gate is achieve by connecting two
FeFET transistors in parallel [9] as shown in Fig. 4.b. Already
presented as a ternary content addressable memory in [17], it is
also possible to use this gate in logic synthesis. The simulation
is presented in Fig. 5 and demonstrates the XOR operation.
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Figure 5: Simulation of the FeFET XOR gate.

The last elementary logic gate is the AN D gate, the first
option to design it is to apply a CMOS inverter at the output
of the NAND gate. However, it is also possible to connect
a NMOS transistor in parallel with a FeFET as presented in
Fig. 4.c. Fig. 6 confirms the AN D behavior.
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Figure 6: Simulation of the FeFET AN D gate.

Using the presented logic gates, it is possible to synthesize
any function with one non-volatile operand stored inside the

FeFETs. This enable us to avoid reloading this data each time
the system is powered and ensures energy efficiency. The
advantage of this concept is to reduce the number of data
transfer from the main system memory in application such as
IoT and Al

IV. DESIGN GENERIC AND RE-CONFIGURABLE LOGIC GATE

The second concept corresponds to the design of generic
structures that can be configured to perform different opera-
tions. The configuration will be stored inside the non-volatile
memory. This approach is exactly the one used inside today’s
SRAM FPGAs. In [15], the proposed architecture used the
FeFET only as a memory to replace SRAM cells and keep
the classical architecture of look up table (LUT). The LUT
structure stays classical and can be represented by the Figure
7.a.

However, by taking into account that the FeFET is actually
also a logical element and not just a memory element, it is
possible to design a LUT which is more efficient in terms of
area and energy consumption as presented in [18] and in this
work. As shown in Fig. 7.b, the memory capable FeFET and
the first multiplexer stage of the LUT are merge into a single
layer.
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Figure 7: Architecture of a classical Look up Table (a) and
architecture of a LUT using FeFET as memory and first stage
multiplexer (b)
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Figure 8: 2-input LUT using FeFET in the architecture pro-
posed in the Figure 7.b.



All possible configurations of this 2-inputs LUT presented
in Fig. 8 have been tested successfully and its global behavior
can be described by the Equation 1 :

S=Cy.AB+C.AB+CyAB+C;.AB (D)

From the Equation 1, all logical operations with 2-input are
possible. In addition, it is easy to design a N-inputs LUT
using FeFET transistors as memory and logical element. It
consists in doubling the N — 1 inputs LUT and linked them
using a multiplexer for the last input. Considering this, a N-
inputs LUT will contain 2"V FeFET as configuration memory
and first stage multiplexer (for the first input), followed by a
classical (N — 1) multiplexer (for the other inputs).

Based on the transistor count presented in [15], the LUT
structure proposed in the Figure 7b reduces the number of
transistor by 2~ transistors for a N-input LUT. Thus, we
achieve a basic transistor count of 2V*! transistors instead
of 2¥*2 which is a 50% area reduction (in term of number
of transistors). In addition, only half of the FeFET transistors
will be evaluated when the LUT is used which will also reduce
the power consumption of the LUT compared to the classical
LUT architecture.

V. HYBRID MEMORY ELEMENT

Emerging technologies such as resistive RAM (ReRAM)
or Ferroelectric technologies (FeERAM and FeFET) have been
used to design compact ternary content addressable memories
(TCAM) [19], [17]. However, these circuit can only be used as
TCAM and it will be interesting for some application to com-
bine memory functionnalities (i.e. TCAM and RAM). Such
combination as been proposed using CMOS technology in
[20]. Here, we propose a new hybrid memory element, based
on FeFETs which combine TCAM and RAM functionalities:
the TC-MEM.

A. The TC-MEM circuit

To design the 1-bit TC-MEM cell, two modes of operations
are needed. The first mode of operation for the TC-MEM cell
corresponds to normal memory mode. This is achieved with a
single FeFET transistor as presented in Fig. 4.a. The second
mode of operation corresponds to the TCAM mode, for which
the structure is a X or operation, is presented in Fig. 4.b.

It is possible to combine these two modes of operations by
adding a NMOS transistor between the two FeFETs connected
in parallel as presented in Fig. 9.

If the Mode input (M) is low (M = 0), the NMOS
transistor is not conducting. Thus, only FeF ET2 can dis-
charge the output line named M L/W L for match/word line
(TCAM/memory mode): it is the memory mode. At the
contrary, if M is high (M = 1), the NMOS is conducting.
FeFET1 and FeF ET?2 are connected: it corresponds to the
TCAM mode. The V), input is used to precharge ML/WL
line.

Fig. 10 shows the cadence simulation of the TC-MEM
circuit. ASIC measurements confirmed this behavior and prove
the dual functionality.
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Figure 9: Schematic of the 1-bit TC-MEM cell.
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Figure 10: Simulation of the 1-bit TC-MEM cell with 0 stored
in the cell.

In Fig. 10, a logical "0’ is stored inside the cell. In TCAM
mode, the match line (ML) is discharged when V; = 0 and
Vi =1 (i.e. the correct input is presented). When V; = 1 and
V; =0, ML remains high.

In memory mode (i.e. M = 0), the word line (W L) gives
the stored value if V; = 1. Otherwise, WL is high. Tab. I
summarizes the complete behavior of the 1-bit TC-MEM
circuit.

Table I: Summary of the 1-bit TC-MEM cell behavior with 1
stored inside

Mode Vi | Vi | ML/WL Result
0 0 1 Blocking don’t care
0 1 1 Don’t match
TCAM 1 0 0 Match
1 1 0 Passing don’t care
0 0 1
0 1 1 -
RAM 1 0 0 Read
1 1 0 Read

To scale the 1-bit TC-MEM to multi-bit cell, it is possible to
connect multiple TC-MEM cells in series. In Fig. 11, the two
1-bit TC-MEM are serially connected with the line named sc.



An additional NMOS transistor (T,,) is added to the circuit to
avoid the creation of a floating node between the lower and the
upper bit cells in memory mode. In addition, 7;,, establishes
the necessary ground connection to discharge the upper word
line (W L;) in memory mode (i.e., it is possible to read the
upper bit Aq).
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Figure 11: Schematic of the 2-bit TC-MEM circuit.

In TCAM mode (M = 1), the serial connection ensure that
the match line (ML) output is high if one of the two 1-bit
TC-MEM cell is opened (i.e. not passing). Considering that
two FeFET connected in parallel realize a Xor, it is possible
to summarize 2-bit TC-MEM circuit by Eq. 2:

ML= (Vi & A1)+ (Vo & Ao) 2

Eq. 2 implies that the match line will be low only if the
correct value is presented for the entire 2-bit word.

The TC-MEM circuit can be generalized to an n-bit cell
using serial connections. The number of transistors (#71)
needed to realize an n-bit TC-MEM cell is:

#T = n(2 FeFET +1 NMOS) + (n—1)(1 NMOS)
= 4n—1 (3)

Eq. 3 does not take into account precharge transistors because
their number will depend on the implementation of the full
TC-MEM array. However, if only one output line is set for
each bit of a word in a full TC-MEM array (as presented in
Fig. 12), n precharge transistors will be needed.

VI. DISCUSSION ON APPLICATION OPPORTUNITIES

All the FeFET based circuits presented in this article can
be used for diverse applications in constraint context such as
the IoT for example. In addition, Al applications [21] and
in memory computing [22] can also be addressed by FeFET
based circuits.
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Figure 12: n-bit TC-MEM array simplified schematic.

A. Custom logical synthesis

The elementary logic gates presented in Sec. III can be
integrated in logic synthesis environment [23] to create specific
hardware accelerator that will keep one non-volatile operand.
If the synthesized operation is integrate inside a complete
computing system, it will lead to a reduction of the number
of data transfers from memory to computing core.

B. Non-volatile reconfigurable circuit

FeFET based reconfigurable based circuit such as FPGA
[15] can be created using non-volatile LUT presented in
Sec. IV as well as small hardware accelerator that can be
integrated directly inside computing system. Here, the advan-
tage is that once the circuit is configured, there is no need
to reconfigure it each time the circuit is powered, leading to
increase the energy efficiency of the system. In addition, such
concept can be applied to implement operation for IoT, Al and
many other applications.

C. Reversible computing

Using TC-MEM, it is possible to leverage reversible com-
puting for applications where some functions and their inverse
need to be called. Let us consider a reversible function
f:x — f(z). Storing the results f(z) inside the TC-MEM
array allows us to compute f and f~! :

o In Memory mode, call the address z gives f(z).

e In TCAM mode, search the word y = f(x) gives the

inverse function : f~1:y — f71(y) = x.

D. Partial word search

It is also possible to search parts of words stored inside the
TC-MEM. Let us consider the word A = A,,_1...A1A4q of
the TC-MEM array presented in Fig. 12 and two integers z, y
such as 0 < z <y < n — 1. Three cases are possible:

1) The part A, _1A,_>...A, of Ais searched: to do this,
the remaining bits A, 1A, ... Ag of A have to be set
in 'passing’ don’t care state.

2) The part A A,_1...Aq of A is searched: to do this,
the remaining bits A,,_1A4,_o... A,y1 of A can be set
in ’passing’ or ’blocking’ don’t care state.

3) The part AyA,_1... A, of Ais searched: to do this, the
less significant bits A, A, _1...Ag of A have to be set



in ’passing’ don’t care state and the more significant
Ap_1Ap_2...Ays1 of A can be set in ’passing’ or
’blocking’ don’t care state.

E. In memory computing

It is possible to directly use the the TC-MEM circuit in
memory mode to achieve And operations. Indeed, calling two
words at a time (A and B) from Fig. 12, we get Eq. 4:

In TCAM mode, if a value X = X,,_1 --- X7 X, is presented
to the address containing the word A, the generalization of
Eq. 2 gives Eq. 5:
Vi€ [0;n—1], ML; =) (A, ® X)
k=0

®)

Other logical functions such as binary Xor require to slightly
modify the TC-MEM array.

VII. CONCLUSION AND PERSPECTIVES

In this article we presented an overview of three different
LiM concepts offered by FeFET-based circuits. The presented
circuits can be used to design specific operations with one
non-volatile operand, to create fully reconfigurable circuit, and
for in memory computing paradigm. All circuits have been
designed using GLOBALFOUNDRIES 28nm technology and
successfully tested on ASIC circuit.

Future work includes the use of the three different concepts
to implement operation that we will integrate inside a pro-
cessing system as hardware accelerators of directly inside the
data path of a processor for example. A Hardware emulation
platform based on FPGA will be created in order to test
different applications such as cryptographic implementations
and IoT data processing.
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