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Abstract- Facial expression recognition is an active 

research field in the application development sector 

which includes animation, sociable robots and neuro- 

marketing. Facial Expression recognition is not simple, 

because the layers of images can vary due to the mode 

of expression, background, pose and brightness. 

Analysis of Automatic facial expression recognition is a 

challenging problem and it is very significant 

application in many research areas like data driven 

animation and human computer interaction. In this 

article, we examine the facial representation depends on 

the Local Binary Patterns. To minimize the issue, 

preprocessing methodologies were used to extract only 

the expression of particular attributes from the facial 

images and explore the presentation order of samples at 

the training sample order. The proposed method attains 

better results when compared to the existing techniques 

and achieves 97% accuracy. 

 

Index Terms—first term, second term, third term, 

fourth term, fifth term, sixth term 

 

I. INTRODUCTION 

Facial expression plays a major role in human 

emotion recognition[1]. The facial changes show the 

person’s emotional state, social communication and 

intension [2]. In recent days, automated facial 

expression recognition plays an essential role in 

many applications namely interactive games, data- 

driven animation, neuro-marketing and many 

interaction systems amongst human and computer. 

Recognizing the facial expression is effortless and 

rapid function for humans[3], but it is difficult for 

computers, recent techniques demonstrated with 95% 

of accuracies, sometimes it extended based upon its 

conditions and attributes. Many literature works does 

not contain the stable evaluation techniques and it 

gives misleading inaccuracy, also doesn’t mention 

many facial expression recognition issues in real-time 

cases. Also Low accuracy had stated due to 

uncontrolled database backgrounds and cross 

database valuations. To solve this problem, several 

researchers have tried to develop the methodology in 

the computer which reaches a similar precision of 

humans. Still, there is a problem with computers 

because it is not easy to distinguish human facial 

expressions and feature space. Some expressions like 

“sad and fear” shown to be more close in attribute 

space. 

Methodologies to examine the facial expression 

recognition are mainly come under these cases of 

training and testing the images. Recognizing the 

system of facial expression can be categorized into 

two types: The first type is the persons who work 

with static images [4] -[9] and the other is the persons 

who work with dynamic image sequences [10] -[13]. 

The static based method comprises the data about the 

current input image merely. Dynamic image 

sequences contain the temporal data images to 

understand the facial expression taken from single or 

many frames. Recognition of Multi- View Facial 

Expression in an automated system gets the expected 

static image input or image sequence input. This 

methodology will highlight the static images and it 

will focus the six facial expression to seven facial 

expression sets such as surprise, sadness, fear, 

disgust, anger, joy and neutral. This work also 

predicts neutral expression. 

The facial acquisition can be divided into 

two major categories: face detection [14] - [17] and 

head poses estimation [18] - [20]. Depending on 

Geometric attributes based technologies with location 

& space of facial attributes like eyes, eyebrows, 

mouth and nose. Feature vectors contain the 

Appearance-based strategies extracted from the entire 

face or particular sections[21]. Feature Learning, 

Selection of Features and Classifier Construction are 

three basic training procedures [22]. These 

mailto:drnidhyar@mits.ac.in
mailto:mshruthiblg@gmail.com


International Journal of Recent Trends in Technology and Engineering 
Volume-I Issue-I Sep-Oct-2020 

https://ijrtte.com/ Page 2 of 8 

 

 

techniques are responsible for feature extraction 

associated with facial expression. Intra- class 

expression deviation should be reduced while 

increasing the inter-class deviation. Increasing the 

inter-class deviation is hard because the facial images 

of the same individual in various expressions may 

similar to each other in [23]. 

In this proposed work, face recognition 

depends on Local Binary Pattern attributes [24] -[26] 

for independent individual facial expression 

recognition. Local Binary Pattern [LBP] attributes 

used for the analysis of texture and introduced to 

denote the analysis of facial images [27] - [29]. The 

survey shows that it related to Gabor wavelets. Local 

Binary Pattern [LBP] attributes analyzed the raw 

image in a single scan and present in low dimensional 

attribute space also retain the discriminative data of 

facial images in compact depiction. The main goal of 

this research article is to examine the LBP attributes 

of independent individual face expression 

recognition. Various Machine Learning Strategies are 

exploited to categorize the expressions on huge 

databases. LBP attributes were used for the 

classification of facial expression in [30] and the LBP 

operator helps for feature extraction for recognizing 

the facial expression. A large number of Databases 

are used in this proposed system for recognizing 

facial expression. In this research article, we that 

proved LBP attributes give better performance and it 

gives promising outcomes for real-world 

applications. 

 

II. PROPOSED WORK 

In this proposed work, facial expression 

recognition works in two main stages. The first stage 

is the training stage and the next stage is the testing 

stage. We used Cohn–Kanade database for our tests 

and trials [31]. 23 facial displays were done by the 

instruction of subjects that focused on prototypic 

emotions. Fig. 1 displays some training facial images 

from Cohn–Kanade database. 

a. Image Preprocessing 

In this work, we picked image sequences 

from different databases. The main selection 

principle was that sequence of the image could be 

labeled under one of the six facial expressions id. In 

the Image Pre –Processing section, we have to 

focused on noise removal, face detection, background 

subtraction, constraining the size of the image and 

face alignment by Region of Interest (ROI). 

 

 
 

Figure 1: Facial Expression Images from Cohn–Kanade database 

 

After this process, these face images are used for 

feature extraction. With the help of Linear 

Discriminant Analysis and Principal Component 

Analysis, these techniques have been processed. 

Then the vectors of the extracted attributes are fed 

into training and testing process. 

 

At the training stage, the proposed system 

gives training data including grayscale facial images 

with its expression id, train a set of network weight 

and eye center locations. It needs to confirm that the 

presentation order of the facial image samples should 

not affect the training performance. New images are 

synthetically created to maximize the size of the 

database in the training stage. Then the rotation 

correction takes place as the horizontal axis. At the 

same time, the image is cropped to eliminate 

background data also holds particular expression 

attributes. The result of the training stage is the set of 

network weight that gains the best result with the 

evaluation of data after the various orders of training 

rounds. The testing stage used spatial normalization, 

cropping, intensity normalization and down 

sampling. The output contains the six facial 

expressions id. The facial expressions are mentioned 

as (0– surprise, 1- sadness, 2- fear, 3- disgust, 4- 

anger, 5- joy, 6- neutral). 

 

In this process, the three peak frames and 

neutral face helps prototypic recognition of 

expression in each sequence. To examine the 

performance of generalization to the subjects, cross- 

validation of 10-fold testing was adopted in our work. 

Databases are randomly and precisely portioned into 

10 groups of same subject numbers. Training data 

includes 9 groups to train the classifier; consequently, 

other groups were used for data testing. This process 

was continual at 10 times for each group. Then the 
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recognition outcome needs to be reported on testing 

sets. 

 

Fixed distances amongst the two eyes have 

been normalized[32] and labeled the location of the 

eyes manually to examine the LBP features for no 

facial registration errors. Face detection and 

localization of the eye attains the automatic 

registration of face [33]. From the original frames, 

110 to 150-pixel facial images were cropped 

depending upon the location of the eye. Fig. 2. 

Displays the sample of the original facial expression 

image and cropped facial expression image. 

 
 

 

 
Figure 3: The Basic Structure of LBP Operator 

Bi-linearly interpolating and Circular 

Neighborhoods are used to permit any number and 

radius of the neighborhood pixels. In Fig. 5, the 

notations of P and R mentioned the P neighborhood, 

the sampling points are equally spaced on the circle 

radius R that create a neighbor dataset of the 

symmetric circle. 
 

 
Figure 4: Sample of Primitive textures detected by LBP 

 

 
Subsequently labeling the facial image with LBP 

operator, a labeled image histogram Hl can be noted 

as 

 
 

Figure 2: Illustration of (a) Original Image to (b) Cropped Image 

 

b. Local Binary Patterns 

Ojala introduced the novel Local Binary Pattern 

[LBP] operator[34] and showed powerful texture 

description. The operator tags the image pixels by 3 * 

3 neighborhood thresholding of each pixel linked 

with the center value and considering the binary 

number results. Fig. 3. Demonstrates as an instance. 

Also 256 histogram bin labels were computed over a 

region which acts as a texture descriptor. It derived 

the LBP codes (Binary Patterns) that codify the 

curved edges, flat areas, spots and other local 

primitives as demonstrated in Fig. 4. In Fig. 4, Ones 

are represented by white circle and Zeros are 

represented by black circle. Hence each LBP code 

has observed as micro texton [35]. 

  (1) 

Where m is denoted as different labels numbers 

generated by LBP operator 

                                    (2) 

The composition of Micro-patterns contains 

the Facial Images which can be well-defined by LBP 

histograms. Hence, it is an initial process to use LBP 

attributes to describe the facial images [36]. 

The entire facial images are computed by 

LBP histogram which encodes the occurrences of 

micro-patterns without any denotation about the 

locations. Facial images are evenly separated into 

small regions as sr0, sr1, sr2….srn for extracting the 

LBP histograms. The extraction of the LBP attributes 

from sub- region are concatenated in a form, which 

spatially improved the attributes in the histogram that 

denoted as 

 
 

(3) 

Where  
 

Also we performed the recognition of 

independent individual facial expression using LBP 

attributes. Template matching is used to recognize 

facial expressions. 
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            (6) 

(7) 

 
 

 

 

 

 

Figure 5: Samples of three extended Local Binary Patterns 

 

c. Data Classification 

Convolutional Neural Network (CNN) used in the 

facial expression recognition for the learning process. 

The proposed CNN architecture contains two CNN 

channels that separate the eyes and mouth. Each 

CNN channels obtains the grayscale input image of 

32 * 64 pixels. Each CNN channels is generated as 2 

max pooling layers, 2 convolution layers, 1 output 

layer and 1 full connection layer. 5*5 convolution 

layer with 2*2 max pooling layer are used to 

minimize the image size in the first CNN layer. Five 

attribute maps of new convolution from first layer is 

applied in second CNN layer that uses 5 * 5 various 

filters with 2 * 2 max – pooling filter size. 

Classification is done with maximum probability. 

The accuracy was evaluated in various ways 

to permit a good comparison of existing methods. 

Accuracy is calculated by the average as Cmclass, and 

the accuracy expression of n- class as Cmclass Ex. 

Where is the total number of times the 

classifier Ex answered “yes” in the Expression 

Ex. is the expression of Tested image. 

is the total number of times the classifier 

answered as “No” in the expression Ex. T is denoted 

as Total Tested images and m is denoted as the 

number of expressions. 

 

III. RESULTS 

To prove that the proposed methodology 

coped up with all databases and unknown database 

environments. The instances with other datasets also 

follow the same techniques that the Cohn–Kanade 

(CK+) database. The network was trained in the 

cross-database instance with Cohn–Kanade (CK+) 

datasets and the accuracy was evaluated. The image- 

database was divided into eight categories of non- 

overlapping subjects. We made 10-fold cross 

validation techniques. For that we performed 10 

times of attribute training for each validation 

configuration and testing the subjects which change 

the training image presentation order[38]. 

 

Table 1 : Classifier Accuracy For Six Facial 

Expression on CK+ database 

 

       (4) 

             (5) 

 
Where is the total number of hits in 

the Expression Ex and Total number expression 

sample   is   mentioned   as and number of 

expressions is noted as m. Then, each expression 

performed one vs all classification by one binary 

classifier[37]. In this technique, the images are 

denoted as m binary classifiers. Here m is the 

classification number of expressions. If the image 

comprises a particular expression, then each 

Classifier attains to answer “yes”, else it answers 

“no”. If the image comprises the anger expression, 

then the anger classifier mentioned as yes and all the 

other five classifiers retain “no”. The facial image 

accuracy is evaluated by Cbinary, average and accuracy 

of the single binary classifier expression as Cbinary Ex. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The validation group helps to pick the finest 

epoch for each process in feature training datasets 

and to pick the process with the top presentation- 

order. Depending on the presentation order and finest 

epoch, the network weights are picked to evaluate the 

test of data set accuracy. By using this trial 

Classi 

fier 

Surp 

rise 

Sadnes 

s 

Fe 

ar 

Disg 

ust 

Ang 

er 

Jo 

y 

C6class 

Ex 

 

99.28 
 

87.32 
96. 

50 

 

99.90 
96.4 

3 

98. 

58 

Cbinary 

Ex 

 

98.83 
 

98.29 
99. 

54 

 

99.87 
98.2 

7 

98. 

78 

Average of  96.33 7     

C6class Ex  0.07 

Average of 98.93 7     

Cbinary Ex  0.02 
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configuration, the network training is done about 960 

times (i.e., eight groups (8) *twelve subjects for each 

groups (12) * ten runs of presentation order (10)). 

The feature training time for per process acquired 2 

minutes, hence the total feature training period of the 

process takes (2 * ten runs (10)) 20_mins. The 

overall process will take 32hrs which consist of the 

entire mixture of feature training, validation& testing 

process. The outcome of this process has calculated 

an average of 96_runs. Hence the total period is 

evaluated based on 8_folds * twelve subject for each 

group (12) * one best- pattern out of ten runs (10). 

 

Table 2: Parameters Used For Training Process 

 

Parameter Value 

Epochs 10,000 

Gaussian Standard Deviation 3 

Loss Function SoftmaxWithLoss 

Learning Rate 0.01 

Momentum 0.95 

Synthetic Samples Count 80 

 
 

Table 3: Confusion Matrix Of Six- Facial Expression 

techniques that just noted their results. C6class is the 

six class classifier technique that contains better 

evaluation technique. If we were concerned about a 
particular expression, then Cbinary classifier technique 

is effective. Depending on all subject runs, the 

standard deviation is noted in Table 1. The parameter 
values of training datasets attain the results displays 

in Table 2. We can use the same parameter values for 

other databases. 

 

Table 4: Classifier Accuracy For Seven Facial 

Expression On Ck+ Database 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. demonstrates the best result 

attained using both synthetic samples and 

normalizations for C6class and Cbinary. It proves the 

binary classifier techniques maximize their accuracy. 

The methodology of binary- classifier was active to 

permit a better comparison with some existing 

With the help of Table 1, the confusion 

matrix was created for six-class classifier which is 

shown in Table 3. Depending on the outcomes of the 

six-classifier, we can have mentioned that Surprise, 

Sadness, Fear, Disgust, Anger, and Joy attain an 

accuracy rate of more than 98%. When the facial 

expression of fear and anger was about 96%. The 

facial expression of sad attains the smallest 

recognition rate was only 87%. Observing the 

Confusion Matrix, the facial expression of sad and 

surprise expression was confused at many times. This 

displays the attributes of sad and surprise expressions 

are not properly divided in the pixel’s space. 

 

Moreover, we differentiate the neutral expression. It 

made changes in the classifier for recognizing the 

seven types of facial expressions. By using the 

similar type of six-class classifier, the outcome of the 

seven class classifier to the CK+ databases are 

demonstrated in Table 4. The standard deviation 

noted in the Table 4 shown the track amongst all 

subjects. 

Clas 

sifier 

Sur 

pris 

e 

Sadn 

ess 

Fe 

ar 

Dis 

gus 

t 

An 

ger 

Jo 

y 

Neu 

tral 

C7clas 

s Ex 

 

98.82 
 

83.62 
92. 

50 

99.3 

2 

91. 

23 

99. 

58 

95.2 

8 

Cbinar 

y Ex 

 

98.89 
 

98.09 
99. 

34 

99.5 

7 

97. 

57 

99. 

32 

97.5 

3 

Average of  95.33      

C7class Ex 
 0.06 

Average of 98.71      

Cbinary Ex  0.01 

 
 Su 

rp 

ris 

e 

 
Sadn 

ess 

 
Fe 

ar 

 
Disg 

ust 

 
Ang 

er 

 
Jo 

y 

Surprise 
25 

0 
2 2 0 1 2 

Sadness 6 74 0 1 2 0 

Fear 2 1 73 0 1 0 

Disgust 0 1 0 77 0 1 

Anger 0 2 0 1 126 2 

Joy 0 0 1 0 2 
20 

8 
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Table 5: Confusion Matrix Of Seven Facial 

Expression 

 
  

Surprise 

 
Sadness 

 
Fear 

 
Disgust 

 
Anger 

 
Joy 

 
Neutral 

Surprise 250 6 2 0 1 1 2 

Sadness 8 74 1 1 1 0 0 

Fear 2 1 73 0 1 0 0 

Disgust 0 1 0 77 0 1 3 

Anger 0 1 0 1 120 2 9 

Joy 0 0 1 0 1 206 0 

Neutral 1 0 1 2 10 1 295 

 

From the table, it can be clearly shown that 

the binary- classifier technique decreases a bit from 

98.93 to 98.71. Also, the seven class classifier was 

also decreased from 96.33 to 95.33. Due to addition 

of one more network, these changes occurred. But, 

in the binary class technique, the values did not 

change due to the insertion of new classifier. Table 5 

shows the seven facial expressions of the confusion 

matrix. 

 

Table 6: Comparison of Classifiers with Six Facial 

Expressions and Seven Facial Expressions with 

Proposed Methodology 

 
 Classifier Six Facial 

Expression 

Seven 

Facial 

Expression 

Rivera et 

al.[39] 

 

 - 89.30 
 

 - - 

M. Liuet 

al. [40] 

 

 93.70 - 
 

 - - 

Lee etal. 

[41] 

 

 94.90 - 
 

 - - 

Caifeng 

Shan et 

al.[42] 

 

 95.10 91.40 
 

 
  

Proposed 

Work 

 

 96.33 95.33 
 

 98.93 98.71 

 

For cross-database instances, comparisons 

of the proposed work with existing methodologies are 

demonstrated in Table 6. It displays the outcome of 

the CK+ database with validation techniques of 

training, testing and validation data sets were 

explained. Here a comparison amongst the proposed 

method and existing surveys are used to determine 

the performance of cross-validation techniques of K- 

fold and assure that the matching- subject is not 

included in feature training datasets and testing 

groups. Table 8 proved that the proposed method 

attains the best outcome in CK+ database of all the 

instance cases. 

 

IV. CONCLUSION 

In this research article, we proposed the 

multi-view facial expression recognition depends on 

LBP. Various types of classification techniques are 

examined. The main contribution of this work is to 

derive an efficient facial recognition from the original 

face image. We examine the LBP attributes to label 

the appearance in the variations of facial expression. 

The normalization techniques enhance the 

importance of accuracy methods. Moreover, it takes 

minimal time to train the data and recognize the 

images in real-time. Also, the instances in the cross 

base database shows that the proposed approach can 

able to work in unknown data environments, where 

the acquisition of the facial image testing conditions 

and subjects are different from the training of facial 

expression images. 

REFERENCES 

[1] T. Kanade and J. F. Cohn, “Facial Expression 

Recognition SEE PROFILE,” Springer, pp. 487– 

519, 2011, doi: 10.1007/978-0-85729-932-1_19. 

[2] C. Kornreich, P. Philippot, M. Foisy, … S. B.-A. 

and, and undefined 2002, “Impaired emotional 

facial expression recognition is associated with 

interpersonal problems in alcoholism,” 

academic.oup.com, Accessed: Jul. 16, 2020. 

[Online]. Available: 

https://academic.oup.com/alcalc/article- 

abstract/37/4/394/161260. 

[3] P. S. Aleksic and A. K. Katsaggelos, “Automatic 

facial expression recognition using facial 

animation parameters and multistream HMMs,” 

IEEE Trans. Inf. Forensics Secur., vol. 1, no. 1, 

pp. 3–11, 2006, doi: 10.1109/TIFS.2005.863510. 

[4] Z. Yu and C. Zhang, “Image based Static Facial 

Expression Recognition with Multiple Deep 

Network Learning,” dl.acm.org, pp. 435–442, 

Nov. 2015, doi: 10.1145/2818346.2830595. 

[5] J. Wang and L. Yin, “Static topographic modeling 

for facial expression recognition and analysis,” 

Elsevier, doi: 10.1016/j.cviu.2006.10.011. 

[6] X. Feng, M. Pietikäinen, and A. Hadid, “Facial 

Expression Recognition with Local Binary 

Patterns and Linear Programming 1,” 2005. 

Accessed: Jul. 16, 2020. [Online]. Available: 

http://www.ee.oulu.fi/research/mvmp/mvg/files/pd 

f/pdf_631.pdf. 

[7] Y. Sun and L. Yin, “LNCS 5303 - Facial 

Expression Recognition Based on 3D Dynamic 

Range Model Sequences,” 2008. Accessed: Jul. 

16, 2020. [Online]. Available: 

https://link.springer.com/chapter/10.1007/978-3- 

http://www.ee.oulu.fi/research/mvmp/mvg/files/pd


International Journal of Recent Trends in Technology and Engineering 
Volume-I Issue-I Sep-Oct-2020 

https://ijrtte.com/ Page 7 of 8 

 

 

540-88688-4_5. 

[8] Y. Sun and L. Yin, “Facial Expression 

Recognition Based on 3D Dynamic Range Model 

Sequences,” 2008, pp. 58–71. 

[9] G. Research Online, Y. Gao, M. K. H Leung, S. 

Cheung Hui, and M. W. Tananda, “Facial 

Expression Recognition from Line-based 

Caricatures Author Journal Title IEEE 

Transactions on Systems, Man and Cybernetics- 

Part A Facial Expression Recognition From Line- 

Based Caricatures,” Syst. HUMANS, vol. 33, no. 3, 

2003, doi: 10.1109/TSMCA.2003.817057. 

[10] R. A. Cidade et al., “Determination of mode I 

dynamic fracture toughness of IM7-8552 

composites by digital image correlation and 

machine learning,” Compos. Struct., vol. 210, pp. 

707–714, Feb. 2019, doi: 

10.1016/j.compstruct.2018.11.089. 

[11] Y. Guo, G. Zhao, and M. Pietikäinen, “Dynamic 

facial expression recognition using longitudinal 

facial expression atlases,” in Lecture Notes in 

Computer Science (including subseries Lecture 

Notes in Artificial Intelligence and Lecture Notes 

in Bioinformatics), 2012, vol. 7573 LNCS, no. 

PART 2, pp. 631–644, doi: 10.1007/978-3-642- 

33709-3_45. 

[12] G. Zhao, X. Huang, M. Taini, S. Z. Li, and M. 

Pietikäinen, “Facial expression recognition from 

near-infrared videos,” Image Vis. Comput., vol. 

29, no. 9, pp. 607–619, 2011, doi: 

10.1016/j.imavis.2011.07.002. 

[13] S. Li and W. Deng, “Deep Facial Expression 

Recognition: A Survey.” Accessed: Jul. 16, 2020. 

[Online]. Available: 

http://www.cse.oulu.fi/CMV/Downloads/Oulu- 

CASIA. 

[14] F. Navabifar, M. Emadi, R. Yuso, and M. Khalid, 

“A short review paper on face detection using 

machine learning,” Proc. 2011 Int. Conf. Image 

Process. Comput. Vision, Pattern Recognition, 

IPCV 2011, vol. 1, no. 1, pp. 391–398, 2011. 

[15] M. Stewart, B. Gwen, L. Ian, and J. R. Movellan, 

“Real Time Face Detection and Facial Expression 

Recognition : Development and Applications to 

Human Computer Interaction . 2 . Preparing 

training data,” Neural Comput., 2003. 

[16] M. Matsugu, K. Mori, Y. Mitari, and Y. Kaneda, 

“Subject independent facial expression recognition 

with robust face detection using a convolutional 

neural network,” Neural Networks, vol. 16, no. 5– 

6, pp. 555–559, 2003, doi: 10.1016/S0893- 

6080(03)00115-1. 

[17] A. V. Nefian and M. H. Hayes, “Maximum 

likelihood training of the embedded HMM for face 

detection and recognition,” IEEE Int. Conf. Image 

Process., vol. 1, pp. 33–36, 2000, doi: 

10.1109/icip.2000.900885. 

[18] J. Wang, L. Yin, X. Wei, and Y. Sun, “3D facial 

expression recognition based on primitive surface 

feature distribution,” Proc. IEEE Comput. Soc. 

Conf. Comput. Vis. Pattern Recognit., vol. 2, pp. 

1399–1406, 2006, doi: 10.1109/CVPR.2006.14. 

[19] O. Rudovic, S. Member, M. Pantic, I. Patras, and 

S. Member, “Coupled Gaussian Processes for 

Pose-Invariant Facial Expression Recognition,” 

ieeexplore.ieee.org, doi: 
10.1109/TPAMI.2012.233. 

[20] B. Heisele, P. Ho, J. Wu, and T. Poggio, “Face 

recognition: Component-based versus global 

approaches,” Comput. Vis. Image Underst., vol. 

91, no. 1–2, pp. 6–21, 2003, doi: 10.1016/S1077- 

3142(03)00073-0. 

[21] K. Rieck, “Machine Learning for Application- 

Layer Intrusion Detection,” 2009. Accessed: Jun. 

17, 2020. [Online]. Available: 

https://www.depositonce.tu- 

berlin.de/handle/11303/2496. 

[22] P. Liu, S. Han, Z. Meng, and Y. Tong, “Facial 

expression recognition via a boosted deep belief 

network,” Proc. IEEE Comput. Soc. Conf. 

Comput. Vis. Pattern Recognit., pp. 1805–1812, 

2014, doi: 10.1109/CVPR.2014.233. 

[23] Z. Zhang, M. Lyons, M. Schuster, S. Akamatsu, 

and F.-S. Cedex, “Comparison Between 

Geometry-Based and Gabor-Wavelets-Based 

Facial Expression Recognition Using Multi-Layer 

Perceptron,” 2004. 

[24] T. Jabid, M. H. Kabir, and O. Chae, “Robust facial 

expression recognition based on local directional 

pattern,” ETRI J., vol. 32, no. 5, pp. 784–794, Oct. 

2010, doi: 10.4218/etrij.10.1510.0132. 

[25] G. Zhao and M. Pietikäinen, “Boosted multi- 

resolution spatiotemporal descriptors for facial 

expression recognition,” Elsevier, 2009, doi: 

10.1016/j.patrec.2009.03.018. 

[26] R. Ahmed Khan, A. Meyer, H. Konik, S. Bouakaz, 

and S. Bouakaz, “Framework for reliable, real- 

time facial expression recognition for low 

resolution          images,” Elsevier, doi: 

10.1016/j.patrec.2013.03.022ï. 

[27] R. Castro-Zunti, E. H. Park, Y. Choi, G. Y. Jin, 

and S. bum Ko, “Early detection of ankylosing 

spondylitis using texture features and statistical 

machine learning, and deep learning, with some 

patient age analysis,” Comput. Med. Imaging 

Graph., vol. 82, Jun. 2020, doi: 

10.1016/j.compmedimag.2020.101718. 

[28] S. Gitto et al., “MRI radiomics-based machine- 

learning classification of bone chondrosarcoma,” 

Eur. J. Radiol., vol. 128, Jul. 2020, doi: 

10.1016/j.ejrad.2020.109043. 

[29] T. R. Almaev, M. Valstar, and M. F. Valstar, 

“Local Gabor Binary Patterns from Three 

Orthogonal Planes for Automatic Facial 

Expression Recognition Computerized 

Performance Assessment for Clinical Teams View 

project ‘ADAM’-Anthropomorphic Design 

through Advanced Manufacturing View project 

Local Gabor Binary Patterns from Three 

Orthogonal Planes for Automatic Facial 

Expression Recognition,” ieeexplore.ieee.org, 

2013, doi: 10.1109/ACII.2013.65. 

http://www.cse.oulu.fi/CMV/Downloads/Oulu-
http://www.depositonce.tu-/


International Journal of Recent Trends in Technology and Engineering 
Volume-I Issue-I Sep-Oct-2020 

https://ijrtte.com/ Page 8 of 8 

 

 

[30] S. Moore and R. Bowden, “Local binary patterns 

for multi-view facial expression recognition,” 

Comput. Vis. Image Underst., vol. 115, no. 4, pp. 

541–558, 2011, doi: 10.1016/j.cviu.2010.12.001. 

[31] P. Lucey, J. F. Cohn, T. Kanade, J. Saragih, Z. 

Ambadar, and I. Matthews, “The extended Cohn- 

Kanade dataset (CK+): A complete dataset for 

action unit and emotion-specified expression,” 

2010 IEEE Comput. Soc. Conf. Comput. Vis. 

Pattern Recognit. - Work. CVPRW 2010, no. May 

2014, pp. 94–101, 2010, doi: 

10.1109/CVPRW.2010.5543262. 

[32] A. Elmahmudi and H. Ugail, “Deep face 

recognition using imperfect facial data,” Futur. 

Gener. Comput. Syst., vol. 99, pp. 213–225, 2019, 

doi: 10.1016/j.future.2019.04.025. 

[33] S. L. Happy and A. Routray, “Automatic facial 

expression recognition using features of salient 

facial patches,” IEEE Trans. Affect. Comput., vol. 

6, no. 1, pp. 1–12, 2015, doi: 

10.1109/TAFFC.2014.2386334. 

[34] T. Ojala, M. Pietikäinen, D. H.-P. recognition, and 

undefined 1996, “A comparative study of texture 

measures with classification based on featured 

distributions,” Elsevier, Accessed: Jul. 16, 2020. 

[Online]. Available: 

https://www.sciencedirect.com/science/article/pii/ 

0031320395000674. 

[35] “micro texton facial recognition - Google 

Scholar.” 

https://scholar.google.com/scholar?hl=en&as_sdt= 

0%2C5&q=micro+texton+facial+recognition&btn 

G= (accessed Jul. 16, 2020). 

[36] C. Shan and T. Gritti, “Learning Discriminative 

LBP-Histogram Bins for Facial Expression 

Recognition.” Accessed: Jul. 16, 2020. [Online]. 

Available: http://www.ee.oulu.fi/mvg/page/lbp. 
[37] T. H. H. Zavaschi, A. S. Britto, E. S. Oliveira, and 

A. L. Koerich, “Author’s personal copy Fusion of 

feature sets and classifiers for facial expression 

recognition,” Elsevier, doi: 

10.1016/j.eswa.2012.07.074. 

[38] A. F. De Souza, T. Oliveira-Santos, A. T. Lopes, 

and E. De Aguiar, “Facial Expression Recognition 

with Convolutional Neural Networks: Coping with 

Few Data and the Training Sample Order 

Intelligent Trading Architecture (ITA) View 

project Autonomous Cars View project Facial 

Expression Recognition with Convolutional 

Neural Networks: Coping with Few Data and the 

Training Sample Order,” Elsevier, 2017, doi: 

10.1016/j.patcog.2016.07.026. 

[39] A. Rivera, J. Castillo, O. C.-I. transactions on 

image, and undefined 2012, “Local directional 

number pattern for face analysis: Face and 

expression recognition,” ieeexplore.ieee.org, 

Accessed: Jul. 16, 2020. [Online]. Available: 

https://ieeexplore.ieee.org/abstract/document/6392 

271/. 

[40] “M.Liu,S.Li,S.Shan,X.Chen,Au- 

inspireddeepnetworksforfacial... -  Google 

Scholar.” 

https://scholar.google.com/scholar?hl=en&as_sdt= 

0%2C5&q=M.Liu%2CS.Li%2CS.Shan%2CX.Ch 

en%2CAu- 

inspireddeepnetworksforfacialexpression+feature+ 

learning%2CNeurocomputing159%282015%2912 

6– 

136%2C+http%3A%2F%2Fdx.doi.org%2F+10.10 

16%2Fj.neucom.2015.02.011.&btnG= (accessed 

Jul. 16, 2020). 

[41] S. H. Lee, W. J. Baddar, and Y. M. Ro, 

“Collaborative expression representation using 

peak expression and intra class variation face 

images for practical subject-independent emotion 

recognition in videos,” Pattern Recognit., vol. 54, 

pp. 52–67, Jun. 2016, doi: 

10.1016/j.patcog.2015.12.016. 
[42]  

“C.Shan,S.Gong,P.W.McOwan,Facialexpressionre 

cognitionbase... - Google Scholar.” 

https://scholar.google.com/scholar?hl=en&as_sdt= 

0%2C5&q=C.+Shan%2CS.Gong%2CP.W.McOw 

an%2CFacialexpressionrecognitionbasedonlocal+ 

binary+patterns%3Aacomprehensivestudy%2CIm 

ageVis.Comput.27%286%29%282009%29+803– 

816.+%5B9%5D+W.Liu%2CC.Song%2C&btnG= 
(accessed Jul. 16, 2020). 

http://www.sciencedirect.com/science/article/pii/
http://www.ee.oulu.fi/mvg/page/lbp

