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Vortex-interface interactions in two-dimensional flows

Daniel Fuster, Maurice Rossi

Sorbonne Université, Centre National de la Recherche Scientifique, UMR 7190, Institut
Jean Le Rond D’Alembert, F-75005 Paris, France

Abstract

This work focuses on the basic interactions between a vortex and an inter-
face separating two incompressible fluids. Specifically, we investigate how
vorticity produced at an interface influences the dynamics of this very same
interface and how the produced vorticity engenders small scales and small
droplets. A critical Weber number We

(1)
c exists discriminating the conditions

upon which the interface rolls up around the vortex significantly. In addi-
tion, we show that a second critical Weber number We

(2)
c appears. For Weber

numbers below this value, the dynamic response of the interface only depends
slightly on the Reynolds number. For Weber numbers above We

(2)
c , the vor-

ticity layers generated by the interface itself trigger a combined Rayleigh-
Taylor and Kelvin-Helmholtz instability that leads to the appearance of ex-
tremely small structures with a characteristic size that strongly depends on
the Reynolds number.

Keywords: Multiphase flow, liquid breakup, fragmentation, vorticity
generation, vortex-interface interaction

1. Introduction

There is an extensive literature on the interaction between vorticity and an
interface separating two immiscible phases. In particular, numerous experi-
mental, numerical and theoretical analyses investigated how instabilities due
to the presence of vorticity layers are modified by fluid interfaces; e.g. the
Kelvin-Helmholtz instability leads to different characteristic wavelengths in
the presence or not of an interface [1, 2, 3]. Reversely, the interface dy-
namics generates vorticity layers on the surface that subsequently alters its
time evolution. To name a classical example, the Rayleigh–Taylor instability
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[4] evolves in a mushroom shape due to the subsequent roll-up of generated
vorticity layers on the interface that eventually lead to the generation of lig-
aments and droplets [5, 6]. In addition to problems involving the destabiliza-
tion of the interface, various authors have also investigated the interactions
of viscous vortices with a free surface [7, 8]. More generally, to understand
the dynamical response of multiphase flows, it seems important to charac-
terize the mechanisms of vorticity layers formation around the interface and
its consequence on the interface dynamics.

Some theoretical papers are devoted to identifying mechanisms of vorticity
production by interfaces. In the limiting case of free–surface flows, [9, 10, 11]
have reported expressions of vorticity production sources at a free surface
showing a law of conservation and the presence of a vortex sheet in the free
boundary. More precisely in [11], the zero shear stress condition at the free-
surface is transformed in a condition on vorticity while the pressure jump
turns into a condition on the vorticity flux. It is precisely the vorticity flow-
ing out of the viscous fluid domain, that accumulates inside a vortex sheet.
The more general case of an interface between two viscous fluids have been
tackled by [12, 13, 14, 15]. To be more specific, in an series of papers, Wu and
collaborators have studied in the three-dimensional case how much vorticity
exists on a viscous immiscible fluid-fluid interface and how much vorticity is
created from the surface [12] i.e. they provide the expressions of vorticity
flux in each side of the interface. Through this approach, density, viscosity
differences and surface tension become mechanisms of vorticity production.
A specific discussion about the correct flux of vorticity in three-dimensional
can be found in [13]. The papers [14, 15] discuss the same issues in two-
dimensional flows from the viewpoint of circulation rather than vorticity
itself : indeed these authors use an extension of Kelvin’s theorem of circu-
lation conservation as their basic tool. However, these vorticity fluxes are
used to understand physical problems only in a limited number of flow cases
[12, 15]. For instance, flat or axisymmetric interfaces or periodic waves are
mostly considered in [15]. Note however, that an interface vortex interaction
is analyzed in [15] in which the case of a free-surface is compared to the case
a viscous interface. Furthermore, experimental works that quantify vorticity
sheets on an interface are challenging given the small spatial scales of such
layers [16, 17]. For instance, when a drop impacts a water surface, it might
generates a vortex ring. This has been related in [16] to the generation of
vorticity during coaelescence caused by the relaxation of surface stresses. Al-
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ternatively, some numerical studies are available in literature : [18, 19, 20, 21]
indicated the role of vorticity layers in the generation of thin structures dur-
ing wave breaking; [22] have investigated the intrinsic interaction mechanisms
between a bubble and turbulence; [23] reported vortex shedding due to cap-
illary oscillations in the problem of a falling raindrop. More fundamental
problems investigated the consequences of vorticity production on the recoil
of a liquid ligament [24], on the pinch-off of an axisymmetric ligament [25]
and on the interaction of turbulence with a free surface [26].

The present work focuses on the vorticity production on an interface in the
simplest two–dimensional flow problem: the interaction of a single vortex
with an interface separating two incompressible and immiscible fluids. The
paper is structured as follows. Section 2 recalls some previous theoretical
results about vorticity production at an interface but focusing on the case
of fluids with identical dynamical viscosity. Section 3 introduces the flow
problem, its non-dimensionalization and the numerical approach. Thereafter
the role of various mechanisms of vorticity production (surface tension and
density differences) is investigated as well as the interaction of preexisting
vortex and interface. More precisely, section 4 studies the case when only
surface tension is active, section 5 the case when density difference is only
present. Finally the coupling of these two effects is analysed in section 6.

2. Vorticity production at interfaces

This section introduces some quantities, notations and known properties of
vorticity production at an interface (I) characterized by a surface tension
σ separating two incompressible and immiscible fluids. Each fluid, discrim-
inated by an index r (r = 1 or r = 2) 1, is of constant density ρ(r) and
dynamical viscosity µ(r). The velocity field satisfies the Navier-Stokes equa-
tion as well as the divergenceless character of velocity. In the two-dimensional
plane (x, y) oriented by the unit normal ~ez, the vorticity field is characterized
by a unique component along ~ez denoted by ω(x, y, t) which satisfies because

1Whenever necessary, the notation Q(r) is explicitly used to stand for the quantity Q
in phase r = 1 or r = 2. Notations [[Q]] and Qm respectively stand for the difference
(Q(1) −Q(2)) and the mean value (Q(1) +Q(2))/2 at a point of the interface.
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of Navier–Stokes equation

Dω(r)

Dt
= −∇ · ~J (r), ~J (r) ≡ −ν(r) ~∇ω(r) (1)

where D/Dt is the Lagrangian time derivative and ν(r) = µ(r)/ρ(r) is the
kinematic viscosity.

In the x − y plane, consider a Lagrangian surface A delimited by a closed
Lagrangian curve (C). One introduces on the Lagrangian curve (C), vector
~n to be the outgoing unit normal vector. The conservation of circulation Γ
i.e. the flux of vorticity over a Lagrangian surface A delimited by a closed
Lagrangian curve (C) is generalized for a two-phase flow (see [12, 14])

dΓ

dt
= −

∫
C

Jj nj dsc +

∫
I

Σ ds, Γ ≡
∫
A

ω dxdy (2)

The first r.h.s. integral is a classical viscous diffusion term through a bound-
ary (C) and the second integral is a supplementary term corresponding to
the vorticity sources located at the interface (I). Variable sc denotes the
curvilinear coordinates defined on (C) that increases in the direction of the
tangent vector ~t = ~ez×~n which prescribes the orientation of curve (C). Vari-
able s denotes the curvilinear coordinates defined on (I) that increases in the
direction of ~t1→2 = ~ez×~n1→2 where unit normal vector ~n1→2 is directed from
phase 1 to 2. The tangential stress is known to be continuous across interface
(I) but the normal stress follows the Young -Laplace law

[[p]] = −σκ+ 2 [[µ]]κn1→2
j uj − 2 [[µ]] t1→2

i ∂i(t
1→2
j uj), (3)

where the interface curvature κ is positive when the centre of curvature lies
in phase 2. The source term is known to be expressed as

Σ = ~t · ~∇[[
p

ρ
]] (4)

or using the mean pressure pm = (p1 + p2)/2 [27]

Σ =
1

2

(
1

ρ1

+
1

ρ2

)
~t · ~∇[[p]] + [[

1

ρ
]]~t · ~∇pm. (5)

Across interface (I), vorticity is generated to comply with the no-slip con-
dition imposed on the velocity field at an interface. Otherwise stated, this
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production is related to the boundary layer present close to an interface. The
sources of vorticity being always generated by the scalar products of ~t with
a gradient, when interface (I) is a closed contour (e.g. phase 1 included in-
side phase 2), the total production of vorticity

∫
(I)

Σ ds is null: negative and

positive production are canceling each other. The same analysis provides as
well the source Σ1 in phase 1 and the source Σ2 in phase 2

Σ1 =
~t

2ρ(1)
· ~∇[[p]] +

~t

ρ(1)
· ~∇pm + ~t · D~u

Dt
, (6)

Σ2 =
~t

2ρ(2)
· ~∇[[p]]−

~t

ρ(2)
· ~∇pm − ~t ·

D~u

Dt
(7)

Note that for any quantity Q defined on on boundary (I), ∂Q/∂s ≡ ~t · ~∇Q.

In the present work, we assume that dynamical viscosity is identical for
both fluids i.e. [[µ]] = 0. While continuity of velocity across the interface
is always ensured when the two dynamical viscosities are different or not,
the condition [[µ]] = 0 implies that the velocity gradient tensor itself is also
continuous across the interface

[[ωi]] = 0, [[∂iuj]] = 0 on an interface with [[µ]] = 0 . (8)

Vorticity is hence continuous but a vorticity flux is nonetheless present. There
are several reasons for this assumption. First there exists many vorticity
sources and one paper is not enough to cover all of them. We choose to
investigate density and surface tension effects only. Second this facilitates
the comparisons between mono-phasic flow and two-phase flow. For each
problem, we analyze how the vortex–interface system evolves differently in
time with respect to the mono-phasic case by producing small scales or by
changing the global flow. To do so we provide identical initial conditions for
the velocity field in the mono-phasic and multi-phasic flows. This is possible
only when [[µ]] = 0 : boundary conditions at the interface for the two-phase
flow whatever its position might be, are then automatically satisfied at ini-
tial time if satisfied in the mono-phasic flow. Third it is much more difficult
to ensure convergence of the numerical results for the case for [[µ]] 6= 0 be-
cause of viscous normal constraints or equivalentlly the Young -Laplace law
is simpler since only the first term in equation (3) remains. In any case, as-
suming [[µ]] = 0 is certainly a realistic assumption for liquid/liquid systems
represented by the small density difference cases considered here. Finally
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the vorticity source due to dynamic viscosity differences can be shown to be
inversely proportional to the Reynolds number [27] and therefore it is safe to
assume that its contribution is negligible compared to the vorticity produc-
tion due to baroclinic effects.

Let us make some subsidiary remarks about the case ρ1 << ρ2. In such an
instance, [[υ]] ∼ 1/ρ(1), υm ∼ 1/(2ρ(1)) and Σ depends on the lighter fluid

Σ(1) ≈ Σ + ~t1→2 · D~u
Dt

, Σ(2) ≈ −~t1→2 · D~u
Dt

(9)

When the ”tangential acceleration” term ~t · D~u
Dt

is small compared to the
production Σ, most of flux of vorticity is taking place inside the lighter fluid
(here fluid 1).

Σ(1) ≈ Σ | Σ(2) |<<| Σ(1) | (10)

By contrast, when the acceleration term ~t1→2 · (D~u/Dt) is large compared to
Σ, the two fluxes of vorticity are almost opposite Σ(1) ≈ −Σ(2).

3. Problem description and numerical methods

In this work, the interaction between vorticity and an interface with a surface
tension σ is analyzed in its simplest form: a single vortex interacts with an
interface and the regions of initial vorticity and vorticity production are well
separated. More precisely an initial flat interface separates fluid 1 located at
x < d0 from fluid 2 located x > d0. This interface interacts with a Lamb-
Oseen vortex centered at x = 0, characterized by a circulation Γ0 and a
core size smaller than d0 so that the interface is almost deprived of vorticity.
Using the dimensional quantities U0 = Γ0/(2πd0) and L0 = d0, together with
the average density ρm = (ρ(1) + ρ(2))/2, the initial velocity is expressed in
dimensionless units and polar coordinates by

uθ =
1− exp(−(r/a0)2)

r
, ωz =

2

a2
0

exp (−(r/a0)2) (11)

with a0 the dimensionless initial core size which is one of the four dimen-
sionless numbers governing the dynamics with the Reynolds number, Weber
number

Re ≡ ρmΓ0

2πµ
, We ≡ ρmΓ2

0

(2π)2d0σ
, (12)
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and density ratio

rρ ≡
ρ(2)

ρ(1)
=
ν(1)

ν(2)
. (13)

The dimensionless form, the source Σ becomes

Σ =
rρ + 1

2rρ

(
(rρ − 1)

∂pm
∂s
− (rρ + 1)

2

1

We

∂κ

∂s

)
(14)

In the classical monophasic case (rρ = 1 and We = ∞), when there is no
vorticity source(Σ = 0), the vortex evolves as a Lamb–Oseen vortex and the
interface evolves as a passive scalar (see Appendix A for details). In the cases
rρ 6= 1 or We 6= ∞, the vortex evolves differently from a pure Lamb-Oseen
vortex and the interface is no longer passive.

In what follows we consider two core sizes a0 = 1 and a0 = 0.1 which
enable to investigate the role of pre-existing vorticity on the initial interface:
the initial vorticity is mainly located in fluid 1 and it is weak near the inter-
face for a0 = 1 or almost zero for a0 = 0.1.

In the present work, we solve the Navier–Stokes equations in both fluids in
the dimensionless form using pressure and velocity as primary variables

ρ(r)

ρm
[
∂u

(r)
i

∂t
+ (u

(r)
j ∂j)u

(r)
i ] = ∂jp

(r) +
1

Re
∂j∂ju

(r)
i , ∂iu

(r)
i = 0, (15)

with
ρ(1)

ρm
=

2

(1 + rρ)
,

ρ(2)

ρm
=

2rρ
(1 + rρ)

(16)

The dimensionless normal stress condition becomes

[[p]] = − κ

We
(17)

In particular we use Basilisk [28], which have been widely used and tested for
the computation of incompressible two–phase flow problems [29, 30, 31] and
accurate methods for curvature computation based on height functions can be
readily used [32]. The code solves the Navier–Stokes equations by using the
one fluid model, where the interface is represented by a fast but continuous
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change of the fluid properties, density and viscosity, as a function of the vol-
ume fraction c that is advected using the Volume of Fluid method proposed
by [33]. The method combines a modified version of the Bell-Colella-Glaz for
advection, an implicit method to treat viscous terms and a projection step to
ensure that the field is divergence free. The dimensionless domain is given by
a square box 100 × 100 with impenetrability and slip wall conditions on the
domain boundary. An adaptive grid is required in this case to capture well
the dynamics of the tip. The maximum resolution is varied from ∆x = 3 10−3

for simulations at high Weber numbers to ∆x = 1.2 10−2 for simulations at
We below 100. Such high resolutions are required to accurately capture
the flow field originated as a consequence of vorticity production. Indepen-
dent numerical tests have indicated that to resolve the vorticity production
requires ∆ ≤ 10 − 100lµ, with lµ = LcOh

2 a characteristic length that de-
pends on the the Ohnersorge number (Oh =

√
WeRe = µ√

ρmσL0
) and Lc the

characteristic length of the problem. This condition can be also written as
∆
Lc
≤ 10 − 100We

Re2
. The simulations reported in this manuscript are carried

out with extremely high resolution ∆
Lc

= 5 10−4 in order to correctly resolve
the vorticity production for We ≥ 5.

4. A vortex near an interface with surface tension only.

In this section, we focus on the simplest possible case: surface tension is
present but without any density difference i.e. we set rρ = 1. This case,
called problem P1, is the limit when density differences are negligible. For
large Weber numbers, the interface dynamics is mainly changed near the
tip (figure 1) where the curvature is stronger. The curvature at the tip is
actually reduced compared to the passive interface and, even for large Weber
numbers (We = 103 and We = 102 in figure 1), a rim is observed. A rim
appears on the ligament, when a constriction of the ligament is followed by
an enlargement. As surface tension is increased, this rim becomes larger
(compare We = 103 and We = 102 in figure 1). In addition, there exists a
critical range of Weber number such that for We below this range, surface
tension prevents any roll-up (see We = 10 in figure 1). In this case, a vorticity
layer can be detached from the interface tip thus leading to vortex shedding,
producing a dipole and capillary waves.

The above dynamics can be understood by analyzing vorticity production.
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Figure 1: Problem P1 and Re = 1000. Simulations for times t = 5, 10, 30 at We = 103

(top) We = 102 (middle) We = 10 (bottom).
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Figure 2: Problem P1. (left) Rescaled source WeΣ of vorticity as a function of φ0 using
the analytical spiral at time t = 3, 4, 5 with a0 = 1. (right) Position φ0(t) of maximum
curvature as the function of time for the analytical spiral.
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Figure 3: Problem P1 for Re = 1000. Left: Temporal evolution of the relative increment
(Γ+ − 2π)/2π of the integral of positive vorticity with respect to the Lamb–Oseen case.
Right: figure rescaled by multiplying by Weber number.

For problem P1, the source (14) is proportional to the gradient of curvature
along the interface

Σ = − 1

We

∂κ

∂s
. (18)

This term may be evaluated in a crude way by assuming the interface to
be close to the passive spiral and by computing (18) along this spiral (in
these analytical computations, the viscous diffusion in av(t) is discarded i.e.
av(t) = a0). This is surely correct at short times. The source at the interface
(figure 2 left) is localized around positive values on the upper part (above the
maximum curvature point where the source goes to zero) and negative on the
lower part. The points of highest positive or negative production are nearby
the maximum curvature point, which is shifting towards φ0 = 0 with time
(figure 2 right). This is indeed observed in figure 1: the generation of vorticity
is mainly concentrated near high curvature position so it is localized in certain
points of the interface forming a sort of dipole. In the rough approximation
using passive spiral, the added circulation must be proportional to surface
tension i.e inversely proportional to We. This remains valid for Navier-
Stokes simulations : on the left figure 3, one displays the relative increment
(Γ+ − 2π)/2π of the integral of positive vorticity removing the initial vortex
circulation 2π. On the right figure, the same increase is shown to scale with
Weber number.

As surface tension is increased, the amount of vorticity generated by the
interface increases as well as the rim size (compared We = 103 and We = 102
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Figure 4: Problem P1 for Re = 1000 and a0 = 1. Top: Zoomed view of ligaments
and vorticity fields around them (from left to right) at We = 1000, 100, 10. Bottom:
probability density functions of ω/ω0 for ω > ω0.

in Figure 1). The vorticity produced at the interface may become more
intense than ω0 = 2

a2v
the peak vorticity of the initial vortex. In order to

quantify this effect, one computes the histogram of cells where vorticity is
larger than ω0 and normalizes these histograms by dividing by the total
number of such cells. This provides an approximation of the probability
density function (pdf) of values of ω/ω0 greater than unity. Most values of
vorticity are relatively close to ω/ω0 = 1 for We = 103 (see figure 4). When
the Weber number We is decreased , there are more cells with larger vorticity
values. However the differences between We = 10 and We = 100 becomes
less significant. Similar structures of the vorticity field lead to comparable
values of the nondimensional vorticity predicted. Of course the size of the
structures are larger as the Weber number We decreases but the decrease of
curvature is compensated by the increase of surface tension thus yielding an
approximately constant value of the peak vorticity produced. The vorticity
produced at interface generates itself a velocity field that is estimated in
a rough manner as follows. First one computes a vorticity field ω̃ filtered
from the total vorticity field ω by removing the vorticity inside the deformed
vortex (for times t = 2 and t = 7 and case av = 0.1 shown in figure 5 , this is
doable since the vortex remains well-separated from the vorticity previously
generated and shed by the interface). Second the streamfunction ψ generated
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Figure 5: Problem P1 for Re = 1000, We = 100 and a0 = 0.1: Velocity field at (left) t = 2
and (right) t = 7 obtained from the filtered vorticity.
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Figure 6: Problem P1 for Re = 1000, a0 = 1 and various Weber numbers. (Left) Temporal
evolution of hmin(t) (continuous line) and hmax(t) (dashed line). (Right, dots and green
line) ligament thickness h0 and (crosses and violet line) rim formation time trim as a
function of Weber number We.

by a filtered vorticity field ω̃ is obtained by solving

∇2ψ = −ω̃, (19)

which then yields the velocity field through ux = ∂yψ, uy = −∂xψ. Figure 5
shows that this velocity field is rather dipolar. This field is at the origin of
the rim formation (We = 103 and We = 102 in Figure 1).

In Appendix B, we define in a more quantitative way, the width hmin(t) of
a ligament as well as the time trim when the rim appears. The procedure
based on the simulation results is also presented. For t > trim, one also in-
troduces the rim size hmax(t) as the maximum of the distance function with
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Figure 7: Problem P1 for a0 = 1 and We = 103: Influence of Reynolds Vorticity field and
interface at time t = 15 for (left) Re = 103, (middle) Re = 2 103 and (right) Re = 104.

respect to the interface inside the rim. Figure 6(left) displays the temporal
evolution of the width hmin(t) of a ligament (continuous line) for various
Weber numbers. Before the rim forms, hmin(t) decreases still algebraically
in time hmin(t) ∝ 1/tn but the exponent n is less than 3. For t > trim, i.e.
once the rim is formed, hmin(t) is closer to 1/t3 and the rim size hmax(t)
(dashed line) slightly increases with respect to its first value at trim that is
h0 ≡ hmin(trim). The thickness h0 and the formation time trim are both func-
tions of Weber number (see figure 6). As expected, the characteristic size
of the rim decreases when increasing the Weber number while the formation
time increases. The characteristic size h0 is also used to numerically obtain
the critical We below which no rim appears during the rolling process: ac-
tually it is a fuzzy but narrow region around Wec ≈ 14.

Finally, note that the dynamics of the interface does not change for a
large range of Reynolds numbers irrespective of the value of the Weber num-
ber. In particular Figure 7 displays the dependence of the vorticity field for
We = 1000 for Re = 103, 2.103, 104: in problem P1, the Reynolds number
does not influence the interface shape significantly even for relatively long
times. A discussion on the influence of the Reynolds number on the struc-
tures observed is postponed to the last section of the manuscript.
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Figure 8: Problem P2 for (top) rρ = 1.2 or (bottom) rρ = 0.8 and Re = 103, a0 = 1:
vorticity field and interfaces at times t = 3, 5, 10, 20. Red color means positive vorticity,
blue negative vorticity.

5. A vortex near a density jump only.

Let us analyze the complementary case to problem P1 called problem P2 :
density difference is present (rρ 6= 1) but surface tension is set to zero. The
interface (figure 8) starts to roll up under the action of the pre-existing vortex
but, unlike problem P1, the tip is rapidly modified compared to the passive
case even for rρ close to one. In that instance, the source term generates a
vorticity layer over the interface instead of a localized dipole near the high
curvature points. This can be accounted for by the dimensionless vorticity
source (14) : when density differences is the only mechanism, it reduces to
the baroclinic term

Σ =
r2
ρ − 1

2rρ

∂pm
∂s

. (20)

Consider the rough approximation in which the observed spiral is assumed
close to the passive one and the pressure field pm to be mainly due to the
unperturbed Lamb-Oseen vortex. This approximation evaluates the vorticity
production along the spiral

∂pm
∂s

=
∂pm
∂r

∂r

∂s
=
u2
θ

r

∂r

∂s
=
u2
θ

r

∂r

∂φ0

1
∂s
∂φ0

(21)
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Figure 9: Problem P2 for rρ = 5, Re = 1000 and a0 = 1. (top) Vorticity fields at t = 2, 3, 4.
(bottom) Zoomed view of the tip at t = 3, 4.

where quantities in equation (21) are computed in Appendix A. Contrary to
problem P1, the source term (figure 10) is not concentrated near high curva-
ture points but it is much less localized over the interface thus generating a
layer. In addition this term changes sign at a point given by φ0 = 0 which is
always shifted from the position of the ligament tip.

5.1. Ligament dynamics and the following instability for rρ > 1

For rρ > 1, the dynamics of the ligament tip are quickly modified with respect
to the pure passive tracer and small structures at the ligament tip appear
(see for example figure (9)). The value of the vorticity source approximated
by Eq. (21) reveals that vorticity production at the interface is positive on
the upper part (φ0 > 0) and negative on the lower part (φ0 < 0). Within
the same theoretical model, the rescaled positive production 2rρ

r2ρ−1

∫
Σ>0

Σds

is larger than the rescaled negative production 2rρ
r2ρ−1

∫
Σ<0

Σds (see figure 10
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2rρ
r2ρ−1Σ as a function of φ0 in the range [−1, 1] at times t = 3, 4, 5. (Right)

For rρ > 1, rescaled vorticity production
2rρ
r2ρ−1

∫
(I)
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2rρ
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∫
Σ>0

Σds (red line) and negative production
r2ρ−1

2rρ

∫
Σ<0

Σds (blue line).

Figure 11: Problem P2 for density ratios rρ = 1.2, 2, 5 (from left to right) and Re = 1000,
a0 = 0.1. Velocity field obtained using the filtered vorticity field at t = 2.4. Color
represents the vorticity field.

(right) as a function of time). The production of vorticity for rρ > 1 and
φ0 > 0 is positive and its contribution dominates the overall production (fig-
ure 10). This situation is thus similar to the starting roll-up of a plane vortex
sheet, but the vorticity sheet here is generated through surface conditions.

Figure 11 displays the velocity field produced by the interface vorticity
obtained using Eq. 19. This extra velocity field intensifies the action of the
pre-existing vortex velocity field leading to an increased stretching of the
ligament and thus its thinning compared to the passive case (compare figure
A.27 and figure 8). When vorticity generated at the interface becomes large
enough, the velocity generated by such an extra vorticity becomes larger than
the velocity induced by the pre-existing vortex. Thereafter, the generated
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interface zoomed near the tip at t = 2, 3, 4, 5.

Figure 13: Problem P2 for rρ = 5, Re = 104 , a0 = 0.1. Vorticity and interface contours at
t = 2.4. (Left) Global view, (middle) zoomed view around the vortex core (right) zoomed
view at the ligament tip and grid
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vorticity rolls up and is shed over the tip to create a new vortex (figure 9).
In turn, this vortex influences the dynamic response of the interface initiat-
ing fluid fragmentation near the tip that eventually lead to small numerical
fragments of fluid (figure 12 for rρ = 5 at t = 5). Contrary to problem P1,
the ligament generated for rρ > 1 does rapidly break, this behaviour being
accentuated for increasing rρ and modified by the presence of initial vorticity
on the surface (compare the evolution for a0 = 1 and a0 = 0.1 in figure 12).
In particular in the case of a0 = 1 we observe larger structures than those
observed when the vortex core size is smaller than the distance to the inter-
face. For density ratios above rρ > 5, this layer detaches and generates a
new vortex around which the interface rolls up. This leads to the appearance
of extremely small structures that demand high resolution around the tip
(Figure 13).

The temporal evolution of the ligament thickness hmin (figure 14 left), shows
that the necking process is no longer algebraic but better fitted by an expo-
nential law where b(t) ≡ −1

t−trim log(hmin(t)
h0

) reaches a plateau b0 which is larger
for larger rρ (see Figure 14(right)). The evolution of the ligament dynamic
thickness is then described by

hmin(t) ≈ h0 exp(−b0(t− trim)). (22)

As mentioned above, an extra velocity field due to the vortex layer intensifies
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Evolution of the circulation related to the regions of positive vorticity field.

Figure 16: Problem P2 for rρ = 5, Re = 104 and a0 = 1 : Vorticity field and interface
from left to right at times t = 2.4, 2.6, 2.8.
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the action of the pre-existing vortex velocity field. The vortex layer increases
in surface by stretching and at the same time, the stretching is due to gen-
erated vorticity layer which depends on the surface. This self-amplifying
mechanism is not present when surface tension is only acting and is typi-
cal of an exponential increase. Hence it might explain why the exponential
thinning of the tip evolution is observed. The triggering of an instability
that becomes visible at later times might be also another mechanism that
enhances such a thinning (figure 8). The temporal evolution of the total
circulation in the regions of positive vorticity obtained from numerical sim-
ulations (Figure 15) reveal a significant increase on the vorticity production
during the development of the interfacial instabilities observed in Figure 8,
which occur to become visible for t > 20 when rρ = 1.2 and t ' 15 when
rρ = 0.8. The time separation between these two stages (tip dynamics and
instability) depend on the Reynolds number. For rρ > 1, the interface is
Rayleigh-Taylor (RT) unstable on the external side due to the velocity field
of the pre-existing vortex (for more on instability see section 6.1). In addi-
tion the vorticity generated at the interface during the initial instants leads
to shear effects. The RT destabilization of the interface enhanced by the
shear produced on this side, generates very thin sheets of heavier fluid (fluid
2) that are left behind. This effect strongly depends on the vorticity pro-
duction rate and therefore on the density ratio. To understand the role of
viscosity, let us compare the dynamics of the interface for rρ = 5 and a0 = 1
at Reynolds numbers Re = 103 (figure 9) and Re = 104 (figure 16). This
shows that the tip dynamics is not modified but the instability period occurs
faster for larger Reynolds. This effect explains the dependency of results
with respect to the Reynolds number.

5.2. Ligament dynamics and instability dynamics for rρ < 1

For rρ < 1 the vorticity production changes sign in equation (20) with respect
to case rρ > 1. This is indeed observed in figure 8. The change of vorticity
sign induces a relative velocity (figure 17) which acts opposite to the pre-
existing vortex velocity field. The tip evolution is different : the ligament
is thicker compared to the monophasic case. An instability is also present
and occurs now on the internal side (figure 18): the RT instability is present
only on this side. The appearance of instability is affected by the Reynolds
number as discussed in section 6.1.
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Figure 17: Problem P2 for rρ = 0.2, Re = 1000 and a0 = 0.1. Velocity field obtained using
the filtered vorticity field at t = 2.4. Color represents the vorticity field.

Figure 18: Problem P2 for rρ = 0.2, a0 = 0.1 and Re = 2 ·103. Vorticity field and interface
at times t = 1.5, 2.0, 2.5.
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Figure 19: General problem for rρ = 5, We = 1000, Re = 1000 and a0 = 0.1. Vorticity
and Interface contours at t = 2, 3, 4, 5.

6. General problem : density and surface tension effects together.

We now consider cases in which both inertia rρ 6= 1 and surface tension (finite
We) act as vorticity sources. Below we principally study flows with rρ > 1.
When both mechanisms are acting, a competition occurs between them: at
a given rρ > 1, the thinning due to density wins over the rim due to surface
tension for high enough Weber numbers. For instance this occurs at rρ = 5
and We = 1000 (figure 19). Very small structures are generated by inertial
effects and the size of the rim, when present, decreases (figure 20 left). The
vortex shed by the interface through baroclinic term is still present and is
able to induce interface fragmentation. By further decreasing Weber num-
ber, surface tension dominates the dynamics creating a liquid rim at the tip
of the ligament (figure 21) that grows after being formed (figure 20 right). A
vortex is still shed from the interface but it is not strong enough to entrain
rim and ligament, and is unable to desintegrate these structures. The rim
structure is similar to the one observed in problem P1.

One is able to define two critical Weber numbers We
(1)
c and We

(2)
c . For

We < We
(1)
c , the ligament does not appear while for We > We

(1)
c , the rim

appears. By examining the rim size hmax(t) as a function of time (figure 22

left), one further distinguish two intervals: for We
(1)
c < We < We

(2)
c , surface

tension is sufficiently intense to form and stabilize a rim, hmax(t) growing
in time as soon as a ligament is formed (see for example figure 20 right).

When We > We
(2)
c , the rim exists but hmax(t) decreases in time leading to
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Figure 21: General problem for rρ = 5, We = 100, Re = 1000. (Top figures) a0 = 1.
(Bottom figures) a0 = 0.1. Vorticity and interface contours at t = 2, 4, 6, 8.
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Figure 23: General problem for Re = 1000 , a0 = 1. Regime map of conditions in the
(We, rρ) plane upon which a stable structure at the ligament tip appears. The dashed

line provides the numerically estimated values of We
(2)
c (rρ) and We

(1)
c (rρ). In the insets

examples of the interface and vorticity snapshot for Re = 103 and Re = 104 in the two
different regions identified. The snapshots correspond to t=15 for the case (We, rρ) =
(103, 1.2) and t=4 for (We, rρ) = (104, 5)
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the appearance of very small fragments difficult to resolve numerically (see

for example figure 19). The critical value We
(2)
c (rρ) is eventually obtained

as the value of We for which a sharp transition between negative or positive
growth of the rim size hmax(t) occurs (figure 22 middle).

Figure 23 summarize all the simulations in a We−rρ map for which a rim

forms and grows. The dashed curve displays We
(1)
c (rρ), value below which

the rim does not appear. This curve indicates an only slight dependency if
any on the density ratio. On the contrary, the value of We

(2)
c (rρ) strongly

depends on the density ratio, tending to infinity as rρ → 1. This threshold

is We
(2)
c ≈ 2000 for rρ = 2 and it is further reduced as the density ratio

increases. Finally, a proxy for the size of structures generated in the regime
We

(1)
c < We < We

(2)
c is provided by the values of h0 (figure 22 right). Each

curve begins near We
(1)
c (rρ) which depends only slightly on the density ratio.

The last point of the each curve corresponds to We
(2)
c (except for rρ = 1.2,

where this value was not evaluated due to limited resolution). For all the

points between We
(1)
c and We

(2)
c , the initial rim size h0 decreases as We and

rρ increase in this regime.

In order to understand the role of viscosity on the dynamics, the Reynolds
number is varied though keeping the same dynamical viscosity for the two
fluids. For a case within the region We

(1)
c <We < We

(2)
c (rρ) (density ratio

rρ = 1.2 and We = 1000) the vorticity generated by the interface does not
significantly change the dynamics of the interface itself and the Reynolds
number does not influence the interface shape significantly even for the rela-
tively long times shown in the bottom inset of figure 23. For We > We

(2)
c (rρ),

the value Reynolds number influences interface position and vorticity field
(for instance at rρ = 5 and We = 1000 see the upper inset in figure 23). In
this case, vorticity generated at the interface have an important effect on the
interface itself, strongly coupling the dynamics of the interface with the flow
changes induced by the presence of the interface.

For flows with rρ < 1, the ligament opens up because of vorticity pro-
duced possesses an opposite effect of the pre-existing vortex. Surface tension
We 6= ∞ has a stabilizing effect on the instability at long times. Again the
instability is more pronounced as Reynolds number is increased (figure 24).
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Figure 24: General problem A for rρ = 0.2, We = 1000 and from (left)Re = 103, (center)
2.103, (right) 104: Vorticity field and interface at t = 10.
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Figure 25: (Left) Vorticity field ω generated around the interface at t = 15 obtained from
numerical simulations for rρ = 1.2 and a0 = 1.0 and (red) Re = 103 and (blue) Re = 104.
(Middle) Inviscid growth-rate $i obtained from linear theory for We = 1000 in absence
of the vorticity layer (dashed) or presence of a layer (red) Re = 103 and (blue) Re = 104.
(Right) Same as before for We = 100.

6.1. Modified Rayleigh-Taylor instability.

The destabilization of the interface described before can be attributed to a
combined Rayleigh-Taylor (RT) Kelvin-Helmholtz (KH) instability.

In order to assert how the RT destabilization is modified by the KH destabi-
lization, a simplified analysis with one interface only is presented in appendix
Appendix C. We discuss separately the results obtained in the quasi-stable
regime described in figure 23 (We

(1)
c <We < We

(2)
c (rρ)), which is a common

situation for fluids with small density ratios, and the fully unstable regime
(We > We

(2)
c ) more common for large density ratios.

As an example of the classical situation found in the We
(1)
c <We <

We
(2)
c (rρ) regime, we discuss the case of rρ = 1.2, We =∞ and two different
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Figure 26: (Left) Vorticity field ω generated around the interface at t = 2.2 for the
simulation with rρ = 5.0, a0 = 1.0, We = ∞, and (red) Re = 103 and (blue) Re = 104.
(Middle) Inviscid growth-rate $i for We = 1000 in absence of the vorticity layer (dashed)
or presence of a layer corresponding to the base flow observed for a thickness corresponding
to (red) Re = 103 and (blue) Re = 104. (Right) Same as before for We = 100.

Reynolds numbers. Figure 25(left) depicts vorticity generated around the
interface extracted from numerical simulations at t = 15 (before the instabil-
ity becomes visible in time on figure 8). Profiles are well fitted by gaussian
distributions around the interface where the thickness of the vorticity layer
approximately corresponds to δ ≈

√
t/Re. Note that circulation Γ ≈ ωδ re-

mains approximately similar for the two Reynolds numbers, indicating that
vorticity production is not much influenced by viscosity. The results of the
simplified stability problem (middle and right plots in figure 25) show that RT
instability without shear is present for We ≤ 1000,but completely suppressed
for We = 100. The presence of the vorticity layers leads to an additional
destabilization mechanism of the interface leading positive grow-rates even
for We = 100. The growth rates remain relatively small and neither the most
unstable wavelengths nor the magnitude of those are sensitive to Reynolds
number tested here. This result is therefore consistent with the slight de-
pendence of the interfacial structures when varying the Reynolds number for
small the density ratios even for large Weber numbers (see for example the
bottom inset in figure 23).

For larger density ratios (rρ = 5), the vorticity layer obtained instants before
the instability becomes visible (figure 26 left) is such that its circulation is
similar for the simulations obtained at two different Reynolds number while
thickness is still relatively well approximated by δ ≈

√
t/Re. Unlike the case

rρ = 1.2, the inviscid stability code results obtained for We = 1000 > We
(2)
c

(figure 26middle) differs a strong Reynolds number dependency on the un-
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stable range by the combined effects of the RT and KH instability. This
result is consistent with the observations from the inset of Figure 23 for
(We, rρ) = (104, 5), where the interface topology is strongly influenced by
the Reynolds number. Note that for rρ = 5 if the value of the Weber number

is decreased below the critical threshold ( We
(1)
c < We < We

(2)
c ) the flow

is still unstable but the effect of the KH is only secondary and the most
unstable wavelength and the growthrates are governed by the pure RT in-
stability and therefore there is only a minor dependence of the interfacial
topology changes on the Reynolds number as discussed previously (results
for We = 100 shown in Figure 26right).

The above results indicate that the regimes identified in figure 23 corre-
spond to situations in which the RT instability is affected or not by the KH
instability: for We > We

(2)
c the KH plays a major role on the destabilization

of the surface and therefore the presence of a vorticity layer modify the inter-
facial patterns observed, for We < We

(2)
c RT prevails, the Reynolds number

playing only a marginal effect on the interface evolution.

7. Conclusions

This work focuses on the basic interactions between a vortex and an interface
separating two incompressible fluids. Namely, how vorticity produced at an
interface influences the dynamics of this very same interface and how this
generation produces small scales at the origin of small droplets of fluid. De-
pending on the main mechanism (surface tension or density effect or both),
one observes 1) a change from algebraic to exponential in the ligament width
decrease 2) the role of Reynolds number 3) the interaction between small
scale produced and the large scale. When the Weber number is less than a
critical Weber We

(1)
c ≈ 14, topological changes of the interface are not sig-

nificantly modified by the vorticity produced at this interface. This remains
valid irrespective of density ratio and Reynolds number. By contrast, when
the Weber number is greater than a critical Weber We

(2)
c , the interface is

strongly influenced by the vorticity production and the combined effect of
Rayleigh-Taylor and Kelvin-Helmholtz instabilities appear to have a major
impact on the appearance of small wavelengths. In this regime density ra-
tio and Reynolds number controling the generation of small structures. In

28



the Weber number interval We ∈ [We
(1)
c ,We

(2)
c ], a transition regime ap-

pears where destabilization of the interface is basically controlled by a pure
Rayleigh-Taylor instability and vorticity sheets generated by the interface,
while influencing the interface response and the characteristic size of the
structures, do not depend significantly on the Reynolds number. The range
of Weber numbers for which the interval [We

(1)
c ,We

(2)
c ] is visible, vanishes

as the density ratio increases. These results are applicable to understand
the dynamics of two-dimensional structures even in three-dimensional flows,
although certainly more work will be required in the future to completely
characterize the full three-dimensional dynamic interaction between vortic-
ity and interfaces.
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Appendix A. Passive spiral and test of curvature algorithm.

In the classical monophasic case (rρ = 1 and We =∞), there is no vorticity
source (Σ = 0) and the vortex evolves as a Lamb–Oseen vortex with an
unsteady core size

uθ =
1− exp(−(r/av)

2)

r
, ωz =

2

a2
v

exp (−(r/av)
2), a2

v(t) = a2
0 +

4

Re
t.

(A.1)
In addition, the interface is passive and forms a ligament that rolls up in time
(figure A.27). It becomes a spiral which can be expressed in polar coordinates
(r, θ) as

r(φ0, t) =
1

cosφ0

, θ(φ0, t) =
1

r2
[1−exp(− r2

a2
v(t)

)]t+φ0 with φ0 ∈]−π/2, π/2[

(A.2)
with a2

v(t) = 1 + 4
Re
t. Here below the viscous diffusion term 4

Re
t is discarded.

This analytical shape allows us to obtain quantities such as curvature and
ligament size as a function of time. At time t, the curvilinear coordinate can
be expressed using the integral

s =

∫ φ0

−π/2

∂s

∂φ0

dφ0 with
∂s

∂φ0

=

√
[
∂r

∂φ0

]2 + r2[
∂θ

∂φ0

]2, (A.3)

The curvature κ along this passive spiral is given by

κ =
r2θ′3 + rr′θ′′ − rr′′θ′ + 2r′2θ′

(r′2 + r2θ′2)3/2
, r′ ≡ ∂r

∂φ0

, θ′ ≡ ∂θ

∂φ0

(A.4)

where

r′ =
sinφ0

(cosφ0)2
, θ′ = 1 + tf(r)r′, f(r, t) =

−2

r3
+ 2[

1

r3
+

1

a2
0r

] exp(−r
2

a2
0

)

(A.5)
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Figure A.27: The monophasic case (case We = ∞, rρ = 1) with passive tracer and
Re = 1000. From left to right. Vorticity field and interface evolution at t = 2.5, 5, 20.

Theoretical expression (A.4) provides curvature as a function of φ0 and thus
provides a point of comparison with the numerical simulations. Such a com-
parison tests the algorithm of Basilisk that evaluates curvature along the
curve for a given time (see figure A.28a): curvature obtained from numerical
simulations are in good agreement with these analytic findings whenever the
curvature is below 20. This value is controlled by the minimum grid size.
Looking at the expression for κ one may also guess that the maximum curva-
ture occurs at a point for which θ′2 → 0. Indeed for such a point, κ ∼ rr′θ′′

(r′2)3/2
.

When in addition r′ → 0 then the curvature can become large. This occurs
at large time close to the point φ0 = 0 more precisely such as

φ0 ∼ −1/(tf(1)) ∼ 1.89/t since f(1) ∼ −0.53

At this point r′ ∼ − 1
tf(1)

and θ′′ ∼ tf(1) so that

κ ∼ −f 3(1)t3 ∼ 0.15t3

This theoretical results indicate the development of a tip that indefinitely
increase its curvature: the variation evolves with t3 for large times. By
consequence, the ligament width evolves with t−3 but no breakup of the
ligament is observed in figure A.27. A numerical breakup can still be observed
when the ligament reaches the size of the numerical cell. Figure A.28b
shows the temporal evolution of maximal curvature obtained analytically
and numerically as well as the evolution of the position in term of φ0 of
the point of maximum curvature. Numerically φ0t tends to a value close to
1.87 for large times and maximum curvature obtained from the numerical
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Figure A.28: Passive spiral case. (a) Curvature | κ | as a function of φ0 > 0 at time t = 5.
Numerical values (dots) and theoretical values (line). (b) Maximum curvature | κmax(t) |
as a function of time. Crosses indicate the value obtained by numerical simulation and
the toolkit performed using the Basilisk solver purple line corresponds to the analytic
computation. The green line traces the corresponding value of φ0(t).

simulations are in good agreement with analytic findings at large times. The
above quantities are useful in order to compute an approximation of the
source term Σ. Namely one assumes that the spiral is close to the passive
case and uses equation (18) in the presence of surface tension only, or else
expression (21) in presence of density difference only.

Appendix B. Computation of curvature κ, ligament width hmin

and rim size hmax

At a given time, we numerically compute the maximum curvature | κmax(t) |
of a ligament, its width hmin(t) and when it exists the size hmax(t) of a rim.
This appendix presents the algorithm that performs this task. It is adapted
for the geometry observed our flow problem and will be used to investigate
the influence of density only or of density and surface tension.

The curvature computation and its maximum over the interface are per-
formed by a Basilisk tool. We have tested it on the passive spiral, where
the analytical solution is known (see appendix Appendix A for details). Let
us now explain how the ligament width hmin(t) is computed. Consider at
a given time, an interface which is oriented from bottom towards top with
increasing s (this is due to the choice of orientation defined in section 2
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Figure B.29: Result of the algorithm that detects hmin (left) when no rim is formed and
(right) when a rim is formed. In the latter case, the closest distance of a point of the rim
to the interface is displayed as a color code. hmax is obtained from the maximum of the
distance to the interface in the points defining the ligament region.

where interface (I) is oriented by the tangent unit vector ~t = ~ez × ~n and
~n directed from phase 1 to 2). We compute for any point M1(s1) of this
interface, the distance D(M1,M2) from any other points M2(s2) with s2 < s1

on the interface. By decreasing s2 starting from s1, distance D(M1,M2) first
increases from zero. It may then continue increasing, or else may decrease
before increasing again. In the second case, there exists a point M3 which
is associated to the first minimum distance of point M1, one then defines
d(M1) ≡ D(M1,M3). For some interface geometry, there is no point M3 for
any M1 on the interface and we cannot define d(M1) (e.g. the interface at
t=0). However when d(M1) can be defined for a certain interval of points
M1, the minimum minimorum of d(M1) gives the width of the ligament: this
is precisely hmin(t). The point Mmin is associated to hmin and Mcomp is the
companion point such that hmin = D(Mmin,Mcomp). This is shown on figure
B.29a at the extreme positions of the green interval.

When a rim appears on the ligament, this means that a constriction of the
ligament is followed by an enlargement (figure B.29b). In order to get the
size of the rim, one first defines the area Arim which is enclosed by a curve
formed by the interface (I) between points Mmin and Mcomp together with
the straight line joining Mmin to Mcomp. Thereafter one determines the point
inside this area which is located at the maximal distance from the curve:
Twice this distance provides the size of the rim hmax. When hmax(t) =
hmin(t) there exists no rim (see figure 1 at t = 5) and for hmax(t) > hmin(t)
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there is a rim of size hmax(t) (figure 1 at t = 30 top and middle ). The time
at which this latter inequality first occurs defines trim and

h0 ≡ hmin(trim) (B.1)

provides the size of the rim at the time of its appearance.

Appendix C. Circular layer instability.

We study the inviscid instability of the base flow (0, U
(0)
θ (r), 0) formed by

a Rankine vortex of circulation Γ0 and size a0 surrounded by an axisym-
metric interface r = d0 separating fluid denoted by subscript in located in
r < d0 from a different fluid denoted by subscript out located in r > d0 and
characterized by a surface tension σ. On this interface, a vorticity layer of
constant amplitude ωL and of width δd0 can be added or not. The velocity
U

(0)
θ (r) is assumed to remain continuous across the interface. We use di-

mensionless quantities based on d0 and Γ0/(2π) and introduces the Atwood
number Atw = (ρout − ρin)/(ρout + ρin). Two-dimensional infinitesimal per-
turbations of such a base flow are governed by linearized Euler equations.
One uses cylindrical coordinates and obtains in a standard manner, an ana-
lytical implicit equation relating the complex pulsation $(m) of the normal
mode Φ(r) exp(i(mθ −$(m)t) of azimuthal wavenumber m. We are not re-
producing these standard computations. The two situations Atw > 0 and
Atw < 0 are then analyzed. For a0/d0 = 1, the Rankine vortex is touching
the interface and the complex pulsation $ is indeed explicit:

$ =
m

| m |

(
| m | −1

2
(1− Atw)±

√
1

4
(1− Atw)2+ | m | Atw +

(m2 − 1) | m |
2We

)
(C.1)

with n =| m |. For Atw > 0, the base flow is stable since the growth
rate i.e. the imaginary part $i of pulsation $ remains zero. For Atw < 0,
the Rankine vortex with an interface is Rayleigh-Taylor unstable (see figure
C.30 for Atw = −0.66 and a0 = 1). For Atw = −0.66 and a smaller core size
a0/d0 < 1, the interface tends to destabilize faster (figure C.31 left).
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Figure C.31: Growth rate $i as a function of wavenumber m for Atw = −0.66 and
We = 100. (Left) Influence on the pure Rayleigh-Taylor instability of core size a0/d0

(Right) Influence of a vortex layer on the instability for δ = 0.01 with ωL = 0 (dots),
ωL = 10 (red circles) and ωL = 100(blue crosses).
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Let us add a vorticity layer of constant amplitude ωL. For Atw < 0, this layer
is located at 1 < r < (1 + δ), for Atw > 0, the layer is located at (1 − δ) <
r < 1. Such an axisymmetric vortex layer is known to be unstable in a
monophasic case giving rise to a two-dimensional instability wave. When the
flow is RT unstable (Atw < 0), the case ωL = 10 and δ = 0.01, is very similar
to the pure RT case. Reversely for ωL = 100 and δ = 0.01, the situation is
quite different (see figure C.31right). In the particular case Atw = −0.66 and
We = 100, when the shear stress is not sufficient (ωL = 10 and δ = 0.01), the
KH instability does not play a significant role on the obtained growth-rates.
When ωL = 100 and δ = 0.01, the KH instability plays a role on the range of
wavelengths that become unstable, significantly increasing the growth-rate.
The cases corresponding to the numerical simulations are presented inside
the main text.
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