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Abstract 

In light of several economic and financial crises and institutional changes experienced by the 

European countries, we examine whether these economies achieved synchronization of their 

business cycles and fostered synchronization of their growth rates. Controlling for reverse 

causality, we conduct multiple endogenous break tests and find (i) several endogenous break 

dates that correspond to idiosyncratic shocks affecting individual countries, major shocks in 

international arena but not the adoption of the euro, suggesting that the convergence process has 

been nonlinear for a number of countries and that studies imposing break dates exogenously, 

such as the launch of euro, may lead to biased conclusions; (ii) while output growth was 

increasingly synchronized for some countries, integration  occurred in an asymmetric way and it 

didn’t change or didn’t occur for others despite being in the same common currency area (iii) 

convergence has been prevalent among the non-Eurozone economies in our sample. 
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I. Introduction 

The 2008 U.S. financial crisis that caused a global recession also pushed many European 

countries, in particular those in the periphery, into a stubborn recession which transformed into 

an anemic growth in most cases and to populist movements.  At a stage where the integrity of the 

European Union is at stake, the crisis and its fallouts are seen as an indictment of the European 

Monetary Union for failing to generate convergence among its members and to spur European 

integration.  Convergence is crucial for the conduct of the single monetary policy where 

members do not have recourse to fiscal transfer mechanisms nor currency adjustments.   Yet 

several recent studies reveal a troublesome trend in “de-synchronization” with the core after the 

financial crisis.  In this paper we examine whether the long process of European unification, 

which culminated in the monetary union and a single currency, led to increased synchronization 

of output growth for member countries and whether the increased synchronization was 

associated with the single currency, idiosyncratic policies, reforms or global shocks.   

 The idea of a unified Europe started in the 1950s with the establishment of the European 

trade area with the European Coal and Steel Community, continued through the 1970s driven by 

the Franco-German “locomotive,” and culminated in the European Monetary Union.  Yet, the 

birth of the monetary union occurred in the midst of intense controversy about whether the 

Eurozone was ready to become a currency union since it was not satisfying the original criteria 

of the Optimal Currency Area
1
. Subsequently, studies of currency unions introduced by Rose 

(2000) and Frankel and Rose (1996, 1998) showed a significantly deepened trade integration 

among member countries of a monetary union.  The implication is that the Optimal Currency 

Area criteria can be satisfied if unification leads to trade integration and income convergence.  

 The endogenous business cycle synchronization argument draws on two linkages: 

currency union increases trade and increased trade leads to synchronization of business cycles.  

For the second linkage, two opposite views prevail.  The European Commission’s view was that 

higher trade integration would trigger synchronization of business cycles.  Krugman (1993) 

cautioned against this view by arguing that higher trade integration leads to specialization, 

regional concentration of activity and hence to asymmetric shocks, which reduces 

                                                           
1 Mundell (1961), McKinnon (1963) and Kenen (1969) argued that if a geographical region exhibits high capital and 

labor mobility, openness, price and wage flexibility, a risk sharing system such as fiscal transfer mechanism, and 

financial integration, then it is an Optimal Currency Area where it would be optimal to create a currency union 

instead of keeping floating exchange rates.  
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synchronization of economies.  Empirical results are not uniform, though several support the 

argument of increased synchronization through trade.  However, these results are challenged by 

the view that business cycles in Europe are affected by many factors, which are mostly ignored 

except the trade channel (Rose, 2008).  Exclusion of such factors, such as capital flows or higher 

sectoral specialization, can lead to potentially biased results.   

Another inadequacy of most existing studies is that they are panel analyses examining 

output co-movements while controlling for currency union impact.  Among these, few also 

address the endogeneity issue with trade by using methods with instrumental variables.  

However, convergence is a process that takes place over an extended period, disrupted by crises 

and recessions, speeding up during recovery and booms.  Panel analyses are neither sufficiently 

long enough nor suitable to capture such non-linear processes.   

Our paper investigates output growth convergence among several European economies 

during the period 1975 to 2013 from an angle different than the existing literature.  We exploit 

the time series characteristics of several economies in the European Union, and examine if 

output growth in the peripheral countries converged towards that of the core countries. Such 

convergence can be captured directly through the change in the parameter associated with 

growth in the core countries: the higher the value of the parameter, the greater the 

synchronization between the core and the periphery. 

Business cycle synchronization in this context is defined as a significant correlation 

between the center and the periphery. We define as integration an increasing correlation over 

time between output growth rates of the center and the periphery.    According to these 

definitions, integration can also be labeled as increased synchronization. 

The term periphery in the public jargon came to represent countries with worrying public 

finances and recently those with a looming threat of an exit from the union.  Unlike the popular 

terminology, we define periphery as smaller economies in the EU, which may or may not have 

been subject to market or political pressures to leave the union.  We also use data from non-

Eurozone as a control group. 

In our model each peripheral country’s output growth is affected by its past performance, 

its neighboring countries, and the center economies of the Eurozone and the rest of the world.  

By directly estimating the impact of “center” output on “peripheral” output and controlling for 
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endogenous breaks, we are able to detect any possible change that may occur in the estimates not 

only between the center and the peripherals but also within and outside the Eurozone.  

Structural changes happen when the conventional relations between economic variables 

change as a result of major changes due to factors including globalization, change in the 

economic political system, important policy shifts, such as adoption of the common currency, 

economic reforms/policies, recessions and financial crises.  The impact of a structural change, 

such as a single currency on the peripheral’s economy, may be observed either after the 

formation of the currency union or even before the adoption of the single currency as the 

economies adjust to brace for the currency union. The structural change is endogenous when it is 

depicted by the data and not imposed by the investigator.    

This impact may show up  in one of the following patterns: (i) an endogenous break 

around the time of the euro adoption and further integration of the center and peripherals’ 

outputs after 1999; (ii) no abrupt break around the time of the euro adoption but instead country-

specific breaks throughout the sample, and a gradual and nonlinear integration of the center and 

peripheral’s output growth, reflecting a deliberate economic integration policy initiated by the 

European countries for over half a century.   Our methodology is, therefore, able to establish 

whether one of these two patterns has characterized synchronization in peripheral countries’ 

business cycles with that of the core and if so, how the model parameters have evolved over time 

following structural breaks.  

Our analysis contributes to the literature in two ways.  First, by controlling for multiple 

endogenous changes in the integration parameter (the impact of core’s output growth on 

peripheral’s growth), we analyze if and how the estimated breakpoints are associated with known 

shocks, including the creation of the single currency. However, due to bilateral trade links the 

output of the trade partners may enter into a country’s output model as an endogenous regressor, 

which may lead to biased estimates of the parameters and of the break dates.  Therefore, our 

second contribution to the literature is to control for the endogeneity problem by adopting a 

methodology that allows instrumenting the output of the trade partners.    This is an innovative 

way of tackling the endogeneity problems in the business cycle synchronization literature. Our 

approach is superior in terms of break location accuracy to the alternative time-varying 

parameter-based approach as we explain below.     
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Our study reaches several interesting findings.  First, we identify multiple endogenous 

break dates that correspond to major shocks in international arena and to idiosyncratic shocks 

affecting individual countries, suggesting that the convergence process has been nonlinear for a 

number of countries. In line with the approach adopted by the literature, our result indicates that 

studies imposing break dates exogenously, such as the launch of euro, may lead to biased 

conclusions (see Christiano, 1992 and subsequent literature on endogenous break tests).  Second, 

integration (or increased synchronization) occurred in several but not all cases, and when it 

happened it was as a result of a long process, which accelerated after the 1990s for most 

countries. Our analysis thus supports the view that the move towards a monetary union likely 

spurred synchronization among some countries in the region well before the introduction of the 

euro and continued after that.  Third, the non-euro countries’ output growth is also significantly 

impacted by the center.  Although it can be argued that these results are not surprising among 

countries with significant trade ties, as demonstrated in the literature, what is surprising is the 

lack of increased synchronization among some Eurozone economies despite the existence of 

such ties and a common currency. 

 

II. Literature survey 

Several concepts have been used to measure trends in economic activity.  To put our 

definition into perspective an overview is useful. We can group the approaches in two broad 

categories.  Business cycle synchronization and growth convergence.    The concept of 

convergence (or catching-up) describes the hypothesis that poorer economies’ income grows 

faster than rich economies and eventually catches up with the latter.  Researchers typically 

examine the cross-sectional relationship between the growth rate of output per capita over some 

time period and the initial level of per capita output.   -convergence occurs when partial 

correlation between growth in income over time and its initial level is negative (Barro and Sala-i-

Martin, 1992; Mankiw et al., 1992).  -convergence occurs when the dispersion of real income 

across a group of economies declines over time (Young et al., 2008).   

 The second approach, which is of interest to us, examines the business cycle, i.e. the 

movement of economic activity over time and is analyzed as classical cycle or growth cycle.  

The approach examining the cycles around peaks and troughs are classical business cycles 

focusing on fluctuations of aggregate economic activity, its absolute decline or rise (Burns and 
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Mitchell, 1946).  The growth cycle evaluates the cyclical component of GDP (or industrial 

production) around its underlying long-term trend (Lucas, 1977).  In more recent periods the 

emphasis shifted to absolute changes in GDP, i.e. to classical cycles for two reasons: (i) 

recessions (absolute declines in activity) became more pronounced relative to trend; (ii) trending 

methods have been criticized because different methods may give different growth cycles or 

induce spurious correlations (Canova, 1998). The approach we adopt is more in line with the 

classical cycle analysis where we examine bilateral growth rates and assess convergence of 

business cycles.   

Business cycle synchronization and growth convergence were major concerns prior to 

euro’s existence because it imposed a one-size-fits-all monetary policy on Eurozone economies 

with different sizes and structures.  The popular argument among European policy makers that 

higher trade volume generated by a single currency would enhance business cycle 

synchronization, and therefore lead to convergence, is not theoretically well grounded.  Standard 

Ricardian or Hecksher-Ohlin models suggest that industry specialization increases trade but as 

Krugman (1993) shows, greater industry specialization by country can lead to more asymmetric 

responses to industry-specific shocks and hence to business cycle divergence. However, if the 

shocks are common demand shocks or most trades are intra-industry related, business cycles may 

become more similar across countries as trade increases (Frankel and Rose, 1998; Shin and 

Wang, 2003).  Thus, the effect of trade on business cycle synchronization may go in either 

direction.   

Empirical literature on EU convergence has taken two directions.  The first one assesses 

the existence of convergence and business cycle synchronization of the Eurozone economies and 

the second identifies the determinants of business cycle synchronization. In the first case, the 

literature is far from reaching consensus.  Skepticism about convergence and/or synchronization 

started before the European Monetary Union (Bayoumi and Eichengreen, 1992; Dickerson et al. 

1998).  Although poorer European countries’ growth rates were catching up in the second half of 

the 1990s, and business cycles getting synchronized among the core countries, the failure of the 

convergence with the periphery after the financial crisis is frequently documented. Despite some 

studies that reach an optimistic conclusion (Crespo-Cuaresmo et al. 2008; Lee and Mercurelli, 

2014), most of the recent literature points to no or a decline in convergence and even to 

divergence among some European countries and the new members (Artis et al. 2004; Camacho 
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et al., 2008; Giannone et al., 2009; Papageorgiou et al., 2010; Konstantakopoulou and Tsionas, 

2011; Lehwald, 2013; Campos and Macchiarelli, 2016; Miles and Vijverberg, 2018).  The 

financial crisis further increased the desynchronization of the periphery from the core (Kaitilia, 

2014; Ferroni and Klaus, 2015; Bekiros et al. 2015; Belke et al. 2017; Grigoras and Stanciu, 

2016). It is pointed out that the observed convergence among the core is reached at the cost of 

divergence with the periphery.  

The second line of the literature examines the factors affecting convergence, and in 

particular the nexus of trade and currency union.  The initial findings of significant relation have 

been questioned by empirical research.  In a seminal study, Frankel and Rose (1996) indicate that 

joining a currency union greatly increases trade.  The initial estimates of the impact of a common 

currency on trade suggested a currency union would triple trade between nations sharing the 

same money (Rose, 2000).  Later studies found these estimates to be much smaller (Glick and 

Rose, 2002; Barr et al., 2003; Micco et al., 2003; Bun and Klaassen, 2007).   

Although earlier evidence is more robust on the relation between trade volume and 

business cycle synchronization, there are notable exceptions. By using thirty years of data for 

twenty industrialized countries, Frankel and Rose (1998) document empirically that nations with 

closer trade links tend to have more tightly correlated business cycles. The meta-analysis of Rose 

(2008) shows that several studies support a significantly positive linkage between trade and 

business cycles.  Yet some studies find an insignificant one.  Among these, Alesina, Barro and 

Tenreyo (2002) conclude that currency unions do raise trade, but do not generally have a 

significant impact on output co-movement.  Barro and Tenreyro (2007) find that although 

currency unions enhance trade, they actually decrease the co-movement of output.   

Several studies analyze additional factors that may drive business cycle synchronization 

under a common currency such as financial and monetary integration, fiscal convergence, 

structural reforms and shocks to the economy.  For instance, if currency union formation leads to 

a sharp increase in foreign borrowing (Eichengreen and Hausmann, 1999), peripheral nations’ 

growth may increase much faster as capital flows from center countries to peripheral nations 

with higher returns.  This process, which actually occurred in smaller Eurozone countries in the 

early years of the euro’s existence, would tend to lower, rather than raise output co-movements.  

 Fiscal convergence, or its lack, is another factor that can be the driving force behind 

economic convergence or divergence.  Bertarelli et al. (2014) suggest that fiscal discipline in the 
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1990s led to a speedy convergence of deficit/GDP ratio followed by a noticeable convergence in 

total government expenditure and total revenue after the introduction of the euro. On the other 

hand, Censolo and Colombo (2016) document divergence of fiscal aggregates between the 

periphery and the core after the crisis, which might have been behind desynchronization of their 

business cycles.   A related channel is sovereign debt crisis.  According to Lane (2012), the 

global financial shock had a strong asymmetric impact among the euro area countries.  Those 

with the greatest dependence on international short-term debt markets were the ones who were 

most negatively affected.  As a result of the sovereign debt crisis some countries, such as Greece, 

Ireland and Portugal, were disproportionally affected by the crisis since they were shut out of the 

bond market.  This type of shocks substantially decreases the co-movement of output.   

After a major domestic or global crisis, several countries also embarked on structural 

reforms such as product market reform, education and tax reforms as we shall see below.  Using 

an endogenous growth model to evaluate the growth impacts of structural reforms Varga, et. al. 

(2014) show that these reforms induce substantial economic gains in small countries such as 

Greece, Italy, Spain and Portugal in the medium and long run, which would increase 

synchronization with their larger economies.  De Haan et al. (2008) provide an extensive review 

of the earlier studies examining the factors driving business cycle synchronization in Europe and 

conclude that there is no consensus about which factors are the most significant and their effects 

on convergence.    

 However, most of the existing studies in the literature examine the comovements of 

output gap measures with respect to a reference over a period where convergence was expected 

to occur and they don’t examine the dynamic adjustment process - and its inherent nonlinearities 

- towards this state of nature.  Only a handful of studies use nonlinear methods to examine the 

synchronization question in Europe:  A major non-linear approach to business cycle 

synchronization uses Markov-switching models where the state of the economy (expansion and 

contraction regimes) is treated as an unobserved latent variable and where state-dependent 

probabilities of co-movements in cycles are assessed. Di Giorgio (2016) investigates the 

correlations between the cyclical fluctuations of Central and Eastern European countries and the 

euro area over the period 1993 to 2014. Estimating the endogenous turning points between 

regimes, the author shows that the likelihood of business cycle synchronization is quite high in 

the recession regime, but lower in the normal and high growth regimes. Miles and Vijverberg 

https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Miles%2C+William
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(2018) find that in the eight Eurozone countries analyzed, synchronization increased after the 

launch of the euro only in one while it decreased in three others.  

 As an alternative approach to business cycle synchronization, number of authors estimate 

dynamic factor models using Bayesian methods to identify the synchronization process of 

country fluctuations with respect to the common factor. Ferroni and Klaus (2015) find that the 

main driver of France, Germany and Italy is the common Euro Area factor, which makes these 

countries interdependent. Lee (2013) finds that both output growth and inflation tended to be 

more synchronized among European countries during the run-up to the EMU, but there is no 

strong evidence to support the argument that the ‘regional’ effects of the euro area prevailed after 

1999. Identifying a common Euro factor for each of the pre-euro period and euro period, 

Lehwald (2013) shows that business cycle synchronization rose for the core Eurozone countries 

and respectively declined for the periphery. De Lucas Santos and Delgado Rodríguez (2016) 

show that there is positive correlation of the national business cycles with the common European 

core business cycle.  

 A large strand of the literature argues that the usual focus on co-movements and 

correlations can be misleading since national cycles can exhibit large differences in their 

amplitudes despite strong correlations between them. Nonparametric local polynomial 

regressions are used to calculate correlation indices and thus prevent making priors about the 

functional form of the time evolution of business cycle synchronization.  Over the period after 

the financial crisis, Belke et al (2017) find increased synchronization between core countries and 

decreased synchronization of the peripheral countries (see above).  Pointing out the importance 

of the frequency domain beside the usual time domain in comparing cycles, Bekiros et al (2015) 

use a wavelet approach to detect and identify the scale-dependent time-varying synchronization 

(or not) between the Eurozone and the non-Eurozone area business cycles before and after the 

financial crisis.  

 Other studies examine the synchronization process by assessing time-varying correlations 

between countries and the core in a nonlinear multivariate framework. Using Riskmetrics and 

Scalar-BEKK models, Degiannakis et al (2014) examine how the instantaneous correlation level 

between the individual business cycles of 14 EU countries and the aggregate EU12 business 

cycle varies over time. They find that business cycle synchronization until 2007 has been 
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followed by a desynchronization of many periphery countries’ business cycles with EU12 after 

the Eurozone crisis. 

 Finally, there are concerns about the   approaches adopted in the literature to measure the 

business cycle synchronization.  In the early cross-country literature, some studies use the 

correlation of either stock market returns or the cyclical components of output levels across 

countries as a way to evaluate the international integration (Eichengreen, 2001).   Later studies 

estimate the correlations with moving windows over different time periods with instrumental 

variables (Barro and Tenreyro, 2007; Rose, 2008).  Mink et al. (2012) criticize such use of 

correlations.  They argue that a perfectly correlated output gap may still imply a large 

discrepancy in synchronization because of large differences in cyclical amplitudes.  They show 

that the alternative measures output gap “synchronicity” (similarity of signs) and “similarity” 

(similarity of output gaps) do not necessarily coincide with the traditional measures of output gap 

correlation.  Belke et. al. (2017) also emphasize the importance of examining cyclical amplitudes 

in analyzing synchronization.  By dividing all countries into different clusters, they find that 

countries belonging to the core were faced with increased synchronization among themselves 

after 2007Q4, but peripheral countries’ synchronization with the core, non-EMU countries and 

among themselves diminished. 

 Unlike the previous studies, we propose to evaluate the evolution of the business cycle 

from an endogenous multiple structural change perspective.  Our study emphasizes the 

interaction between the breaks in the integration parameter and the synchronization of the growth 

rates among the Eurozone economies.  These breakpoints in the data provide useful information 

for understanding the internal or external forces that drive synchronization.  .   

Our approach is in line with Sander and Kleimeier (2004) who test the convergence in the 

Eurozone retail banking, another strand of the literature examining convergence.  The study 

examines the change of pass-through of interest rates to test if the monetary transmission process 

in Eurozone is uniform between 1993 and 2002.  For this, the authors search for a unique 

endogenous break; they find that the structural breaks in the transmission mechanism do not 

coincide with the introduction of euro; rather, the breaks occurred much earlier.  Marotta (2009) 

extends their analysis by allowing for multiple structural breaks; the pattern of the structural 

break dates indicates that national banking systems adjust slowly to the new monetary regime.  

He thus cautions the association of structural changes to the introduction of euro.   
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III. Model and Methodology 

We estimate the following model for each peripheral country in our sample (Austria, Belgium, 

Denmark, Finland, Greece, Ireland, Netherlands, Portugal, Spain and Sweden): 

    (1) 

where , ,  and stand for, respectively, change in the output of the peripheral 

country or the small economy, change in the weighted average output of the three largest trade 

partners (neighbors) of  the peripheral country, change in the weighted average output of the core 

Germany-France and change in the U.S. output. The notion of “neighbor” here implies economic 

neighbors rather than geographical neighbors.  We calculate   
   as a weighted average of the   

output of Germany and that of France.  Since our goal is to assess the impact of the core on the 

peripheral countries, we control for    
  separately by excluding it from the calculation of    

 .    

We should note that for economic and historic reasons our core definition includes only France 

and Germany, the two largest economies in Europe.  We exclude Italy from the core because it 

has been usually associated with the “periphery” yet it is too large to be part of it. Lagged 

dependent variables are introduced until the first insignificant lag is reached in order to remove 

possible residual autocorrelation. 

 Equation (1) shows that growth in a given peripheral country is affected by growth in the 

core, its neighbors and the United States, and its own past performance.  Our goal is to assess  , 

the integration parameter with the core, which measures the extent to which a peripheral 

country’s business cycle co-moves with that of the core.  We estimate this parameter controlling 

for the impact of the business cycle in the trading partners as well as the rest of the world, 

represented by the US economy. Let             and            represent values of the 

parameters         before and after a structural break, say the adoption of the Euro, 

respectively. We hypothesize that there is an increased synchronization with the core if          

       and       and a decreased synchronization if      .  In the case of          

synchronization with the core remains constant. 
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 However, this is a very restrictive and unrealistic condition since countries have followed 

a long process of conversion towards monetary unification and did not switch their economies 

overnight when they become members of the union.  To capture this process, we adopt the less 

restrictive hypothesis of gradual convergence, which will be reflected in several estimates due to 

multiple breaks.  Reforms or policies in a peripheral country or the ECB’s macroeconomic 

initiatives may affect the integration parameter anytime during the period under consideration.  If 

such shocks exist, ignoring them would bias the results and give misleading estimates, especially 

for  .  Since the top trade partners of the periphery often include countries that are part of the EU 

but not the monetary union (such as UK, Sweden and Denmark), a significant and positive   also 

indicates a larger regional integration that is likely due to the existence of the single market, 

which increased the volume of trade among all members.    

is potentially an endogenous regressor. This arises when two countries are among 

the largest three partners of each other.   Then the output growth of a country A depends on a 

major trade partner B’s output growth through , while country A appears simultaneously as a 

major trade partner for country B in another equation similar to (1).  Such endogeneities can 

cause simultaneity biases that are known to yield inconsistent estimates. As we will show below, 

in our panel of peripheral countries an important subset consists of mutual major partners and 

therefore subject to the endogeneity problem.  The remaining countries are not concerned by this 

problem. 

 Since our goal is to check for the instability of the parameters in equation (1) in order to 

assess whether the core Germany-France has impacted the growth of peripheral economies, we 

implement Bai and Perron's (1998) (BP) methodology of estimation with endogenous structural 

breakpoints for those countries for which all the regressors are exogenous. If there is a Eurozone 

influence, we expect to find instability in parameters in the form of an increasing value of   over 

our sample period.  To account for possible endogenous structural breaks, we rewrite model (1) 

as: 

     (2) 

N

ty

N

ty

t
j

Itt

+m

=j

jt v+z'=y  1
1

1





12 
 

where , , m is the unknown number of 

breaks,  (j=1,…,m+1) the segment between break dates  and  and  an indicator 

function such that = 1 for  and 0 elsewhere (  and ). The vector 

of coefficients  characterizes the effects of the exogenous variables  on  over the jth 

segment (j=1,…,m+1).
2
 A break date is estimated as   , where SSR is the 

sum of squared residuals over the sample. Using a sequential F-test procedure, m is determined 

when the null of m breaks against m+1 breaks is not rejected. When no break occurs (m=0), the 

coefficient vector  is estimated over the full sample and model (2) collapses to model (1). 

However, when the model contains endogenous regressors, the OLS-based BP method 

cannot be used. Hall et al (2012) (HHB) extend BP’s methodology to linear models with 

endogenous regressors within an instrumental variables (IV) framework, which provides 

consistent estimators of parameters in the presence of endogenous regressors. The idea is to 

conduct explicit breakpoint analyses for both the endogenous regressors and the structural model 

containing these regressors using the 2SLS method. To the best of our knowledge, no previous study 

has tested endogenous changes in business cycle synchronization by controlling for endogeneity 

of regressors, although models describing output growth interdependence often involve such 

feedback effects. 
3
 

 For each country, we select appropriate instruments for the endogenous regressor 

such that they are correlated with the latter and orthogonal to . We consider the following as 

instruments: the lagged variables , i=1,2…, the actual and lagged values of the changes in 

the outputs of Germany , of France  and of USA , i=0,1… This IV regression 

                                                           
2
 The partial structural change model introduced by BP also includes a second vector of independent variables 

whose parameters are not subject to shifts. We allow all parameters to adjust to the breaks, given that they may 

prove to be insignificantly different between subsequent segments if they are genuinely constant over the period.    
3
 Even though this model has some resemblance to a spatial panel model, this approach would be inadequate to 

achieve our goal since a spatial panel model with endogenous breaks has not yet been developed.  Furthermore, in a 

spatial panel model, the “spatial correlation” parameter before the “spatial weight” matrix is the same for all 

countries involved.   Thus, given the same “spatial correlation” parameter, the neighboring countries may impact 

other peripheral countries differently only through the pre-assigned spatial weights.  Our model in this paper does 

not impose this kind of pre-assigned restrictions.   
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equation is called the Reduced form (RF), whereas model (1) is labeled as the Structural form 

(SF).  

 The test procedure suggested by HHB can be summarized by the following two steps.  

First, test for the presence of structural breaks in the RF using the sequential BP methodology.  

Second, (a) If there is no break in the RF, test for the presence of structural breaks in the SF 

using the BP methodology.  (b) If the null of no break is rejected in the RF, test for the presence 

of structural breaks in the SF using the BP methodology over each sub-period determined by the 

estimated breaks in the RF. Then, check whether the breaks identified in the RF coincide with 

additional ones in the SF by performing Wald tests over the appropriate sub-samples evidenced 

by the estimated breaks in the SF.  

A popular approach in describing the change in the integration parameter is to assume 

that this parameter evolves following a dynamic stochastic model. This parameter equation, 

together with the peripheral country’s growth equation, can be represented as a state-space model 

and estimated using Kalman filtering.  However, with this approach, when the change in the 

parameter is mild and gradual, it may not be easy to locate in the sample the date at which the 

change is significant by visual inspection. Yet, identifying such points in time is important to 

understanding the specific historical events causing the instability in the parameter (e.g., 

macroeconomic policies, political changes, international shocks). The endogenous nature of 

convergence towards synchronization necessitates a data-driven identification of the specific 

events at play. This is in line with Frankel and Rose (1998), who state that cyclical correlation 

between economies depends on trade integration, which itself is affected by European Union 

(EU) policies. Rather than a model with continuously time-varying parameters, we thus need to 

specify a model where movements in the output growth correlation between peripheral countries 

and the core can be addressed through discrete changes at unknown dates resulting from 

idiosyncratic or global shocks. This can be achieved by using our methodology, which is 

superior to alternative methods in terms of breakpoint location accuracy.  

It is worth noting that such discrete changes do not mean that convergence occurs with 

abrupt changes. They, instead, indicate that among the very large number of small breaks that 

shape the parameter dynamics over a given segment of time, none can be diagnosed as being 

significant, provided that any significant change initiates a new segment. Thus, the integration 

parameter is statistically constant over a segment but it changes from one segment to another. 
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Since the (unknown) number of breakpoints is not set a priori but is endogenously determined by 

using a sequential test procedure, the identification of all the significant breakpoints ensures 

parameter stability over each sub-period.  

 

 

IV. Data  

Our data consist of monthly industrial production index (IP) from OECD to represent each 

country’s output, spanning from January 1975 to June 2013.  Our choice of IP to proxy for GDP 

is motivated by the concern of the large number of observations required to conduct the 

endogenous break tests.  Given the rise in the share of the services in GDP, the use of IP can be 

problematic.  To see whether this is an issue, we checked the correlation between IP and PPP-

adjusted GDP for each economy.  Our results show a significant and large correlation coefficient 

of 90% or more between the two series for all countries except in Greece, where it is somewhat 

lower (Table 1).   

 Since our focus is on the peripheral countries, our investigation will focus mainly on 

representative small economies within the Eurozone: Austria, Belgium, Finland, Greece, Ireland, 

Netherlands, Portugal, and Spain.  Among these, Portugal, Ireland, Greece and Spain, are also 

designated as PIGS since the European debt crisis.  We added two non-Eurozone small 

economies, Denmark and Sweden, both part of the EU but not the Eurozone, as a control group 

to see how the economies that do not adhere to a common currency behaved over the same 

sample. We chose these two countries because they have different currency regimes.  Denmark 

decided not to adopt the euro to preserve their economic sovereignty but the Krone was 

shadowing the DM and then the euro.  Sweden rejected the adoption of the euro in a referendum 

in 2003 and kept its currency the Swedish krona, floating.    Note that Austria, Belgium, Finland, 

Ireland, Netherlands, Portugal and Spain joined the Eurozone in January 1999; Greece was 

admitted to join in January 2001.   

The weights are obtained by computing for each period the ratio of each country’s trade 

to total trade of both countries, denominated in U.S. dollars. We compute   
 , the output of major 

trade partners (economic neighbors), by taking the trade-weighted average of the peripheral 

neighbors’ outputs.  The trade weights are obtained based on the US-dollar values of imports and 

exports with respect to its trading partners from 1990 to 2011.  We compute the trade weights by 

http://en.wikipedia.org/wiki/Referendum


15 
 

using the OECD data.  For each country, we calculate the average of both imports and exports 

over the years of 1990-2011, the last available data.  Based on this data, there are 33 trade 

partners for each country.  After excluding Germany, France and non-EU countries, we select 

three of those with the highest average total trades as the dominant trade partners of each 

country.  We obtain the respective weight of these three countries by calculating the ratio of the 

average total trade of each country to the sum of the average total trades of the three countries.  

In general, for most countries in this study, the selected three trade partners constitute about a 

third of each country’s total trade. When we add the United States, France and Germany, which 

we control in the equation, we are able to capture majority of the trade activity for individual 

countries.    

 

V. Empirical Results 

Out of ten countries, four do not have an endogeneity problem in the independent variables.  For 

these four countries, Austria, Finland, Greece and Ireland, we apply the BP methodology of 

endogenous multiple structural breaks with exogenous regressors (Tables 2 and 3). For the 

remaining six countries for which endogeneity was an issue (Belgium, Denmark, Netherlands, 

Portugal, Spain and Sweden) we use the HHB instrumental variables methodology to test for 

breaks and estimate the model (Tables 4 and 5). For sake of simplicity, we will refer to the 

countries in Tables 2 and 3 as group 1 and to those in Tables 4 and 5 as group 2.    

In both Table 2 and Table 4, the test is a sequential test of the null of k breaks against the 

alternative of k+1 breaks, k=0,1,2... The null is rejected in favor of the alternative if the minimal 

value of the overall sum of squared residuals for the k+1 break model is smaller than the one for 

the k break model.  The double maximum statistics   and  test the null of 

no structural change against an unknown number of breaks up to some upper-bound M. They are 

referred to as double maximum because under the alternative hypothesis the maximization 

involves the choice for the number of breaks m=1,...,M  and for the selection of the highest F 

statistic for a given value of  m. However, BP note that the supF test for m breaks may be of low 

power if m is large and suggest to apply appropriate weights to these individual statistics. This 

gives the weighted double maximum statistic , while  is its unweighted 

version. Finally, a significant break implying significant changes in the structural parameters of 

the model across the two adjacent sub-periods, it is natural to allow error variances to change 

TFUD max TFWD max

TFWD max TFUD max
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across regimes rather than imposing homogenous error variances, which is a restrictive 

assumption. We then conduct these tests by allowing for regime-specific error distributions, 

which includes the particular case of homogeneity, if appropriate. 

 

 

1. Endogenous break dates 

According to whether the regressor is exogenous or endogenous, BP and HHB multiple 

structural break tests have shown the presence of two breakpoints for Belgium, a single 

breakpoint for Austria, Finland, Greece, Portugal, Spain and Sweden and no break for Ireland, 

Denmark and Netherlands (Tables 1 and 3).  The double maximum statistics indicate that among 

group 1 countries there is a parameter shift at the 5% level for Austria, Finland and Greece while 

the sequential F test rejects the null of 0 break in favor of 1 break but fails to reject the null of 1 

break in favor of 2 breaks.  The break points for these three countries are March 1991, October 

1989, and April 2007, respectively. These three dates are associated with major shocks in the 

global arena as well as idiosyncratic shocks to individual countries.  For Ireland none of the test 

results supports the presence of a break.  It is important to note that any structural change in 

parameter indicates a major economic event such as a reform, a crisis or an economic policy.  

However, all economic events do not necessarily lead to a change in the parameter of the model.  

If, indeed, a major event affects the dependent and the independent variables simultaneously, the 

slope coefficients may not change significantly.  

  In Table 2, the break date of March 1991 in Austria is a typical domestic shock-induced 

breakpoint in that it corresponds to the beginning of the recession that followed a high growth 

period.  In the early 1990s, recession reduced the growth rate from 4.2 percent in 1990 down to 

0.4 percent in 1994.  The last decade of the 1990s are also characterized by the liberalization 

inspired by the EU. A process of privatization of state-owned enterprises took place throughout 

this period.  The break of 1989 October in Finland also is marked by a recession period that 

started in 1990.  Throughout the 1980s, financial deregulation consisting of removal of controls 

on bank borrowing and foreign borrowing, together with a fixed currency but appreciating real 

exchange rate culminated in a financial bubble at the end of the decade.  The collapse of the 

Soviet Union in 1991 is widely considered to be the last drop in the cup that triggered the Finnish 

recession, often called a depression worse than that of the 1930s.  It reduced the volume of trade 

N

ty
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by 2/3 and forced the monetary authority to devalue. Explosion of foreign currency denominated 

debt as a result of devaluation and new emphasis on bank regulation precipitated the burst of the 

bubble.  The decade following the break date was marked by a profound restructuring in the 

Finnish financial sector triggered by the banking crisis.  

In Greece, the last country of group 1, the breakpoint occurs at the beginning of the 2007-

2008 financial crisis when the economy entered its protracted recession.  The breakpoint at 2007 

seems to be at odds with the well-known fact that the global financial shock had a very strong 

impact on Greece at 2010.  As Lane (2012) mentions, Greece had debt/GDP ratio over 90 

percent since the early 1990s and sovereign debt level was elevated around 2007.  Also, during 

the 2003-2007 period, Greece was running very large current account deficits.  The breakpoint of 

2007 appears to be a precursor announcing the travails of the Greek economy and marks the 

beginning of a protracted recession in the economy.  In 2009, Greece revealed that its budget 

deficit was 12.7% of its GDP, which was higher than EU’s 3% limit.  That shocked the investors 

and caused its government bond yield to rise sharply.   Thus, in May 2010, Greece was shut out 

of the bond market and the EU/IMF provided bailout package in return for austerity measures. 

The crisis deteriorated as deleveraging took place, which led to a deep recession.  

 As for Ireland, due to low interest rates and low corporate tax rates, the country 

experienced a major real estate and commercial development in the 2000s
4
.  In 2006, the 

economy relied heavily on construction industry, which made up 25% of Ireland’s GDP and 

employed 20% of its work force.  When financial crisis occurred in 2008, real estate market in 

Ireland crashed.  The country went into recession for the first time since 1980s.  The 

unemployment rate went up considerably. As the government deficit became an issue, Ireland 

had to receive an 85 billion euro bailout from IMF and ECB with a government’s promise to 

implement subsequent structural reforms and fiscal austerity. The following deleveraging slowed 

down growth considerably.  Ireland was one of the most negatively affected countries because it 

was totally shut out of the bond market around November 2010 (Lane, 2012).   

 In the second group, Belgium exhibits one break in August 1982 that affects the reduced 

form.  In the structural form, we find one break at the left of this break date and another at the 

right of this break date, which gives the two break dates September 1980 and February 1995. 

                                                           
4
 Honohan, P. (2009) “What Went Wrong with Ireland”, manuscript prepared for the Word Bank, Trinity College 

Dublin. 



18 
 

However, the Wald test result indicates that the structural form does not support the break date of 

the reduced form.  For Belgium, therefore, we retain the two break dates in 1980 and 1995.  The 

breakpoint of September 1980 corresponds to the beginning of the first of a series of recessions 

in the country triggered by the oil crises of the 1970s.  The recession of the 1980-1982 was a 

severe one with large unemployment and deficit, which reached 13% of GDP.  The crisis led to a 

major restructuring of the economy when activity moved from Wallonia to Flanders.   Belgium is 

an advanced industrial economy with a relatively stable average quarterly growth rate of 0.53 

percent between 1980 and 2014.  The notable exception of an all-time high of 15.80 percent in 

the first quarter of 1995 was fueled by a sharp rise in gross fixed investment and government 

spending.  The second breakpoint of February 1995 is consistent with this idiosyncratic high 

growth rate, which followed a severe recession in 1992-93.  This date also corresponds to a 

period of fiscal consolidation that the country embarked on with a view of EMU membership 

that required evidence of declining GDP share of public debt following the Maastricht criteria. 

As a result of these policies, Belgium successfully achieved a decline in its debt/GDP ratio. 

 In Denmark and the Netherlands, we detect one break in the reduced form (Table 4, top 

panel), respectively.  However, evidence does not support any break in the structural form 

conditional to the breaks in the reduced form (Table 4, bottom panel). Therefore, for these two 

countries no break point is retained.   

 By contrast, for Portugal and Spain, no break appears in the reduced form (top panel).  

We, therefore, test for multiple breaks in the structural form over the whole sample.  Test results 

reject the null and find breaks in January 2004 in Portugal and June 1992 in Spain (bottom 

panel). The Portuguese economy grew at a healthy average rate of 3 percent in the run up to the 

adoption of the euro.  However, during the 2000s it went through a recession and anemic growth, 

the lowest in Europe, while its competitors were expanding. Portugal’s breakpoint of January 

2004 corresponds to the end of the recession but the beginning of a dismal growth period.  This 

can be attributed to a decline in productivity throughout the slump period starting 2000, caused 

by misallocation of capital flows to unproductive subsectors of nontradables (Reis, 2013).  The 

current account imbalance for Portugal was small during 1993-1997, but, by 2003-2007, 

Portugal was running very large external deficits, as pointed out by Lane (2012).  Thus, the 

breakpoint of 2004 was not at odds with the literature.   
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 Spain’s break coincides with many domestic and international factors.  These include the 

European financial crisis in the summer of 1992, three times devaluation of its currency between 

1992 and 1993 and an economic downturn in the early 1990s that lasted till mid-1990s, after 

which it returned to a vigorous growth spurred by strong foreign investment before entering the 

European Monetary Union in 1999.  This break data also corresponds to the first stage of the 

housing price bubble that characterized the Spanish economic growth for the next two decades.    

The housing price increase may be divided into 3 stages:
5
 1985-1991 (price tripled); 1992-1996 

(price remained stable); 1996-2008 (price increased substantially).  The housing bubble led to 

booming property investments and strong construction sectors, which induced unsustainable 

GDP growth.  The Spanish Great Recession started in 2008, triggered mainly by the burst of the 

housing bubble that led to a sharp decline in construction and the actual housing sales which 

went down by 25%.  The earlier property boom fueled debt accumulation, but also generated 

extra tax revenues in both Spain and Ireland (Lane, 2012).   However, both Ireland and Spain 

failed to use these extra revenues to improve fiscal positions. The end of the credit boom and the 

decline in construction were major shocks to the Spanish economy.  Due to high sensitivity of 

tax revenues to a decline in the construction sector and asset prices, tax revenues dropped and the 

deficit/GDP ratio rose sharply.   In June 2012, Spain requested international aid package for its 

banks, which were crippled by bad real estate debt after the burst of the housing bubble.   

 In our sample, Sweden is the only country where a break of February 1982 found in the 

reduced form is significantly supported by the Wald test. No additional break is detected in this 

equation on either side of the break date obtained from the reduced form.  This break date falls in 

the middle of a major restructuring effort that Sweden took up during the 1980s to escape the 

1970s’ slow growth rates.  During this period, which was also called Sweden’s “lost decade”, 

output growth decreased from one of the highest in Europe to one of the lowest.  During the 

early 1980s policy makers launched a series of deregulations in many sectors including 

government and financial markets, devaluing the Swedish krona by 24 percent and cutting back 

the deficit. By 1984 these measures started slowly to invigorate economic activity through 

domestic investment, although growth did not reach its healthy levels until the early 1990s.   

 Our results lend further support to the argument that exogenously imposed break dates 

can be quite misleading and lead to biased estimates.  It is striking that adoption of a single 

                                                           
5
 See references in https://en.wikipedia.org/wiki/Spanish_property_bubble 
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currency in 1999 did not create any instability in the regression results.  In all economies that 

exhibit instability in the parameters of equation (1), the break points correspond to dates when 

the countries experienced an economic recession, slowdown or a demand shock.  By inspecting 

the changes in the parameter estimates, we can examine whether there was any integration and if 

so, when it started.   

 

2. Parameter estimates 

From the estimated parameters across regimes reported in Tables 3 and 5, it can be seen that our 

parameter of interest, although positive in general, comes in with a magnitude and 

significance that vary among the economies.  It becomes more significant after the break in some 

economies, doesn’t change for some and remains insignificant for two countries.  This suggests 

an asymmetric synchronization with the center.  Interestingly, our results do not support the 

notion that specific dates of major policy changes, such as the switch to euro in 1999, triggered a 

closer integration between the peripherals and the core in euro zone.  Synchronization did occur 

in several cases but it was a result of a long process, which accelerated after the 1990s for some 

countries.  

Among the first group of countries with one break the estimates of the integration 

parameter  are positive but not significant in the pre-break period (Table 4, top panel, first 3 

columns).  But for Austria and Greece, the estimates of    become significant and larger after 

their respective breaks, suggesting an increased synchronization to the core.  It is interesting to 

note that at no point in the data Finland exhibits any integration to the core both before and after 

the breakpoint.  In Ireland the integration estimate is positive and significant at the 10 percent 

confidence level throughout the sample period without any structural breakpoint.    

The estimates of the parameters δ and γ show the measure of integration with the 

European trade partners’ economies and the US economy, respectively.  Inspection of δ shows a 

higher level of business cycle synchronization after the break points in Austria and Finland with 

their European partners, but a similar synchronization happens before the breakpoint in Greece.  

The United States acquires significance as a trade partner only in Finland after the break point.  

The Irish economy is also affected not only by its European neighbors but especially by the US.   

Among the second group of countries, the estimate of the integration parameter is 

similarly insignificant before the respective breaks of Portugal and Spain (Table 5).  Portugal has 

,
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become more synchronized with the core after the breakpoint in 2004 while Spain remains 

uncorrelated with the core after the break of 1992 in line with Miles and Vijverberg (2018).  

Both countries’ economic activities are highly correlated with those of their neighbors (these are 

UK, Italy and Portugal for Spain and UK; Italy and Spain for Portugal).  In Belgium, the only 

economy with two breaks, the estimate of the integration parameters is weakly significant in the 

first subsample, during the period of accelerating European integration.  The convergence seems 

to be adversely affected by the series of recessions that the country went through during the 

1980s, but it picks up speed after the second break, which also corresponds to the start of the 

Schengen agreements in 1995.   Except during the first subsample, the Belgian economic activity 

is not synchronized with its neighbors (Netherlands, UK, Italy). The last country in this group, 

the Netherlands, has no break and a strong and positive integration parameter indicating a 

synchronized economic activity with the center, and a strong and significant synchronization 

with the US but none with its neighbors (Belgium, UK, Italy). 

When we consider the results of the PIGS two points need to be stressed. First, the 

stronger synchronization of Greece with the core after 2007 is simply due to the country’s 

recession coinciding with the slowdown in the core and therefore, not a reliable indication that 

the economy strongly integrated to the core. Second, Ireland’s integration parameter estimate is 

weakly significant, while Spain never shows any significant convergence.  These facts suggest 

that results do not support unequivocally the hypothesis of gradual synchronization for three out 

of four PIGS economies. 

It is interesting to note that economic activity in the two non-euro countries, Sweden and 

Denmark, does not display a particularly different behavior compared to that of the euro 

countries. Denmark, which does not have a break, exhibits a strong synchronization with the 

center but an insignificant one with its neighbors (Sweden, UK and the Netherlands) and none 

with the US.  After the break, Sweden’s output correlation with the center becomes significant 

and positive and its economic ties with the US strengthen considerably.  This result suggests that 

even if they do not belong to the Eurozone, the Netherlands from the beginning and Sweden after 

its break became candidates to the European currency union.   

At first glance, it may be surprising to see such disparity between the three Nordic 

countries, Finland, Denmark and Sweden since these economies share several common 

characteristics such as comparable size and population, sharing a common Nordic labor market 
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and accomplishing financial liberalization around the same time during the 1980s. Despite these 

similarities, they also differ from each other.
6

  Under the pressure of deeper European 

integration, when all three countries liberalized their financial markets, they also experienced 

financial market bubbles.  At the end of the 1980s with the onset of the international recession 

the bubbles burst. Economic conditions worsened further as a result of the European financial 

crisis of the 1991-92.  But Denmark was the least affected since its liberalization process started 

much earlier, its financial markets were deeper and its economy better integrated with the rest of 

Europe.  After a costly World War II that left the economy poorer than its Nordic counterparts, 

Finland’s economy was more integrated with the Soviet Union and its financial markets 

shallower.
7
  These conditions made the impact of global shocks much harsher on its economy.  

After 1992 Finland joined the European Monetary System, Denmark continued shadowing the 

DM, and Sweden floated its currency.  These different trajectories explain at least partly the 

disparity observed in our results.  

To sum up, although most of the estimates of the integration parameters are not 

significant before the break, some, but not all, become significant after the country-specific break 

dates. Thus, Austria, Belgium, and Portugal indicate an increased integration with the core after 

their respective endogenous breaks; Netherlands and Ireland have a non-increasing, stable 

integration with the core from the beginning.  Spain doesn’t show any integration before or after 

the break point.  Among the two non-Eurozone economies, Denmark was all along integrated 

with the core, while Sweden became integrated after the break.  Finally, regarding the two 

opposing views of the “trade” implication mentioned in the introduction, i.e., the view that a 

common currency increases trade, which improves synchronization, versus the view that higher 

trade integration brings in specialization and asymmetric shocks and eventually reduces 

synchronization, our analysis suggests that some economies’ experience supports the first view 

while others are consistent with the second view. 

  

                                                           
6
 For a comprehensive review of the economic conditions in the 1980s in the Nordic countries see Honkapohja 

(2012) 
7
 Some commentators also point to the “Nokia” effect, describing the dominance of a single company in an 

economy.  Between 1998 and 2007 Nokia’s share in the Finnish economic growth was 25% and contributed a 

similar amount to exports.  Its decline facing competition from Apple hurt considerably the growth prospects of the 

economy.  The Finnish economy’s dependence on global conditions due to this effect may be one factor that 

accounts for Finland’s lack of convergence with the core towards the end of our sample. 
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3. Robustness check 

In a recent article, Perron and Yamamoto (2015) (PY) show that, in the presence of endogenous 

regressors, it is preferable to estimate directly the break dates of the structural model by simply using the 

OLS-based BP method, and then perform an IV regression to estimate the parameters conditional on 

the estimated breaks. The main argument of PY is that in the IV methodology of HHB, the 

regressors generated as a projection of the original regressors on the space spanned by the 

instruments have less quadratic variation than the original regressors involved by OLS, making 

the break point estimates less accurate. However, HHB argue that neglected endogeneity in 

regressors in the PY method may still continue to contaminate OLS-based estimations of breaks 

in the structural equation and yield inconsistent OLS estimators of parameters in the sub-periods. 

Moreover, 2SLS is still needed in PY’s approach, making it not different than HHB’s method 

regarding parameter estimation (Chen, 2015). For these reasons we followed the HHB technique 

but also report the results with the PY methodology so as to compare the outcomes from the two 

approaches.   

The PY approach consists in (a) estimating the breaks in the SF by using the OLS-based BP 

method and (b) estimating, using an IV regression, the parameters of the SF within each subperiod 

determined by the break dates obtained using the OLS-based procedure.   Our findings for the second 

group of countries using the HHB’s 2SLS procedure compare to those evidenced by performing 

the PY’s sequential OLS followed by sample-based IV approach (see Table 1A, Appendix). For 

this last stage of PY procedure, we used the same instruments as those used for the HHB method.  

Interestingly, despite different methodologies for identifying the breaks, both approaches 

lead to similar results. One exception is Belgium, for which the PY method depicted one break at 

February 1995 (instead of the two breaks estimated previously, see Table 3), this single break 

being identical to the second break estimated using the HHB procedure. Conversely, in the case 

of Portugal the breakpoint and consequently the estimates within the adjacent subperiods are 

totally identical for both methods (the standard deviations are slightly different though, but not 

such as to alter the significance of the corresponding estimates). As with the HHB method, PY’s 

approach did not lead to find any break for Denmark and Netherlands, leading therefore to the 

same full-sample estimates. For Spain and Sweden, estimated breaks are October 1991 and 

December 1985, respectively, according to the PY method. These dates compare to the break 
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dates June 1992 and February 1982 obtained with our approach using HHB. Although for each 

country the break dates from the two approaches do not coincide, the difference is small enough 

to make the estimates insignificantly different from one approach to the other (only one standard-

deviation confidence interval of an estimate according to one method includes the corresponding 

estimated value according to the other method). Overall, our results using the HHB’s 2SLS 

procedure are supported by PY’s OLS-IV method. 
8
  

 

VI. Conclusion 

In this study we examine the economic growth synchronization characteristics of several 

small or peripheral countries in the European Union with core countries. We analyze whether the 

process towards monetary union and the common experience of a single currency led to 

increased integration of output growth for these member countries with the core economies.  To 

test for synchronization, we use a methodology that accounts for endogenous structural breaks, 

nonlinearities and endogeneity problem in the regressors when reverse causality arises between a 

country and its trading partners. To our knowledge, this approach has never been applied before 

in this literature. 

Our results indicate the following.  First, in all economies that exhibit instability in the 

parameters, breaks occurred when the countries experienced an economic recession, slowdown 

or a demand shock, concurrently with an ongoing process of economic and financial integration 

efforts.  Our results lend further support to the argument that exogenously imposed break dates 

                                                           
8 We also checked using a panel structural test whether our countries share one or more common breaks and, if so, if 

these breaks coincide with the launch of the Euro. We considered both our panel of 10 countries and a panel 

restricted to the Eurozone countries only, leaving thus aside Denmark and Sweden. For each panel, we first 

considered the demeaned transformation of all of our variables     ,    
 ,    

   and    
    for each country so as to 

remove the fixed effect (the “within transformation”). We then stacked in order these transformed variables to test 

for the presence of common breakpoints using pooled least squares. We finally applied Equation (2) to our pooled 

data. As our goal was to check whether one of the common breakpoints coincides with the launch of the Euro, we 

stopped searching additional breaks once divergent locations were obtained. This procedure helped us identify three 

breakpoints for each panel of countries. These are, in order of increasing full-sample-SSR, March 1997, May 2009 

and October 2010 for our 10-countries panel and June 1992, May 2009 and August 2012 for the Eurozone countries 

panel. These results call for two remarks. First, none of the estimated breaks falls in the neighborhood of the Euro 

adoption, implying that the advent of the Euro cannot be considered as a common structural break. Secondly, none 

of the panel breakpoints coincide with country-specific breaks (except June 1992 when Spain was specially hit by 

the Exchange rate mechanism crisis). These discrepancies between individual and panel breaks are due to the 

existence of significant slope heterogeneity between countries (Tables 3 and 5), which is not compatible with the 

panel data approach that assumes that major events have common impact on every periphery economy.  
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corresponding to crises or specific institutional changes in the system can be quite misleading 

and lead to biased estimates.   

Second, for several peripheral Eurozone countries the parameter of synchronization is 

either constant at all times or becomes significant after their respective breaks.  Our results thus 

suggest that the process towards monetary union has led to an asymmetric pattern of 

synchronization of growth rates.  It helped increase synchronization of some countries’ growth, 

albeit gradually.  These countries were in a long convergence process in anticipation of their 

membership in the monetary union, which strengthened subsequently after they joined the union. 

For others, synchronization did not change over time and remained constant.  For two countries, 

Spain and Finland, monetary union did not lead to any synchronization with the core.  These 

economies became more integrated with their European partners excluding the core, and/or the 

US economy. 

Third, we also observe a strong integration with the core of two countries outside the 

Eurozone.  This result suggests that adoption of a single currency also likely increased economic 

integration in the whole region and led to similar patterns of economic growth in the non-

Eurozone countries of our sample.  

Our analysis thus shows that there is no common endogenous structural break associated 

with global shocks nor by the institutional adoption of the common currency.  In the path to 

integration of small EU economies, domestic-induced economic shocks are as important as 

global financial shocks and their impact is felt at different points in time.    As for the degree of 

integration with the core, the results also vary with different countries.    Even though entering 

the EMU is likely to enhance trade and increase the small economies’ access to more mature 

capital markets by achieving integration, this cannot be taken for granted.  A country’s own 

economic and financial management is an important element in the process of integration. 
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Appendix   

 

Table 1A  Estimation of models with endogenous regressors (Perron-Yamamoto) 

 Belgium Denmark Netherlands Portugal Spain Sweden 

1st sub-

period 

1975.02 - 

1995.01 [240] 

1975.02 - 

2013.06 [461] 

1975.02 - 

2013.06 [461] 

1975.02 - 

2003.12 [347] 

1975.02 - 

1991.09 [200] 

1975.02 - 

1985.11 [130] 

 
0.001 

(0.67) 
- - 

0.01*** 

(4.14) 
- - 

 
0.21* 

(1.93) 

0.43*** 

(3.49) 

0.35*** 

(3.34) 

0.12 

(1.08) 

0.18 

(0.79) 

0.12 

(0.59) 

 
-0.21 

(-1.11) 

0.11 

(0.49) 

-0.08 

(-0.34) 

0.38** 

(2.32) 

0.04 

(0.96) 

-0.42 

(-0.99) 

 
0.28 

(1.51) 

0.25 

(1.18) 

0.37*** 

(2.34) 

-0.18 

(-0.88) 

0.17 

(0.52) 

0.77** 

(2.45) 

2d sub-

period 

1995.02 - 

2013.06 [221] 
  

2004.01-

2013.06 [114] 

1991.10 - 

2013.06 [261] 

1985.12 - 

2013.06 [331] 

 
0.002** 

(2.24) 
  

-0.005** 

(-2.40) 
- - 

 
0.57*** 

(5.60) 
  

0.67*** 

(4.15) 

-0.23 

(-1.54) 

0.39*** 

(3.79) 

 
-0.21 

(-1.17) 
  

0.57* 

(1.96) 

2.47*** 

(4.33) 

0.07 

(0.42) 

 
0.04 

(0.29) 
  

-0.19 

(-0.73) 

-0.17 

(-1.00) 

0.54*** 

(3.51) 

Notes. Numbers in parentheses are t-values. Subscript i=1,2 attached to parameters denote the i'th sub-period. ***,** and 

* represent 1, 5 and 10% levels of significance, respectively. When intercepts where insignificant they have been 

removed from the model before reestimation. Dates in italics are the significant breakpoints at the 5% level. 

  

1

1

1

1

2

2
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Table 1. Correlation coefficients between the PPP-adjusted GDP and IP for each country 

 

Austria 0.99 

Belgium 0.95 

Denmark 0.96 

Finland 0.99 

France-Germany 0.96 

Greece 0.77 

Ireland 0.99 

Netherlands 0.99 

Portugal 0.91 

Spain 0.87 

Sweden 0.95 

U.S.A. 0.99 

    Source: Authors’ calculations 

  



32 
 

 

 

Table 2. Multiple break tests with exogenous regressors (Bai-Perron) 

c Austria Finland Greece Ireland 

 23.51 (1)** 28.56 (1)** 32.04 (1)** 17.13 (3) 

 23.51 (1)** 28.56 (1)** 32.04 (1)** 22.22 (5) 

 
23.51 (1/0)** 

5.74 (2/1) 

28.56 (1/0)** 

19.71 (2/1) 

32.04 (1/0)** 

22.33 (2/1) 
11.48 (1/0) 

 1991.03 1989.10 2007.04 - 

Notes:   denotes the estimated break in the structural form. ,  and 

 are the unweighted and weighted double maximum statistics reached at the indicated number of 

breaks and the sequential F-statistic for the null of k break(s) versus k+1 break(s), respectively. ** represents 5% 

level of significance. Critical values at the 5% level for , , ,

 are 20.30, 21.86, 20.8, 22.11 for Austria, 22.04, 23.81, 21.87, 24.17 for Finland, 23.87, 25.63, 

23.70, 25.75 for Greece and 23.87, 25.63, 23.70 for Ireland. A trimming percentage of 15% is employed and error 

distributions are allowed to differ across breaks.   
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 Table 3. Estimation of models with exogenous regressors (Bai-Perron) 

 Austria Finland Greece Ireland 

 
1979.02 - 1991.02 

[145] 

1975.02 -1989.09 

[176] 

1975.02 - 2007.03 

[386] 

1975.12 - 2013.06 

[451] 

 
0.005*** 

(3.41) 

0.007*** 

(3.08) 

0.003** 

(2.38) 

0.01*** 

(5.04) 

 
0.02 

(0.14) 

0.15 

(1.07) 

0.04 

(0.40) 

0.26* 

(1.72) 

 
0.10 

(1.45) 

0.20 

(1.57) 

0.15* 

(1.65) 

0.28* 

(1.67) 

 
0.20 

(1.02) 

-0.30 

(-1.13) 

0.14 

(0.74) 

0.62** 

(2.33) 

 
1991.03 - 2013.06 

[268] 

1989.10 - 2013.06 

[285] 

2007.04 - 2013.06 

[75] 
 

 
0.004*** 

(3.46) 

0.001 

(0.70) 

-0.01*** 

(-3.39) 
 

 
0.40*** 

(4.34) 

0.18 

(1.54) 

0.72*** 

(3.30) 
 

 
0.15** 

(2.19) 

0.33*** 

(2.84) 

-0.18 

(-0.68) 
 

 
0.004 

(0.02) 

0.66*** 

(3.25) 

-0.18 

(-0.54) 
 

 0.30 0.20 0.31 0.29 

Notes. Numbers in parentheses are t-values. Subscript i=1,2 attached to parameters denote the i'th sub-period.  

***,** and * represent 1, 5 and 10% levels of significance, respectively. Dates in italics are the significant 

breakpoints at the 5% level as reported in Table 2.  

 

 

 

 

 

 

 

 

 

  

1

1

1

1

2

2

2

2

2R



34 
 

Table 4. Multiple break tests with endogenous regressors (Hall-Han-Boldea) 

 Belgium Denmark Netherlands Portugal Spain Sweden 

Break test in the IV- reduced form of  

        25.23 (1)** 31.52 (1)** 20.07 (2)** 15.08 (3) 12.95 (1) 27.95 (1)** 

        25.23 (1)** 31.52 (1)** 23.60 (2)** 20.89 (5) 18.58 (5) 27.95 (1)** 

 25.23 (1/0)** 31.52 (1/0)** 18.56 (1/0)** 9.20 (1/0) 12.95 (1/0) 27.95 (1/0)** 

 12.11 (2/1) 12.71 (2/1) 11.45 (2/1) - - 7.92 (2/1) 

 1982.08 1978.01 2005.11 - - 1982.02 

Break test in the structural form over the sub-periods conditional on  

        (L) 27.60 (1)** (a) 19.44 (1) 31.28 (1)** 24.92 (1)** 25.49 (2)** 

        (L) 27.60 (1)** (a) 20.16 (3) 31.28 (1)** 24.92 (1)** 30.53 (3)** 

        (R) 44.64 (1)** 16.86 (1) 20.94 (2)   22.08 (2)** 

        (R) 44.64 (1)** 16.86 (1) 29.00 (5)**   25.52 (2)** 

           ) (L) 27.60(1/0)** (a) 19.44 (1/0) 31.28 (1/0)** 24.92 (1/0)** 13.98 (1/0) 

 9.52(2/1)   11.10 (2/1) 12.96 (2/1)  

           ) (R) 44.64(1/0)** 16.86 (1/0) 11.90 (1/0)   19.35 (1/0) 

 7.42(2/1)      

     (L) 1980.09 (a) - 2004.01 1992.06 - 

     (R) 1995.02 - -   - 

Wald test for the presence of the break in the structural form  

Wald  p-value 0.07 0.75 0.06 - - 0.0001 

Sub-sample 1980.09-

1995.01 

1975.02-

2013.06 

1975.02-

2013.06 
- - 

1975.02-

2013.06  
 

Notes.  and  denote the estimated breaks in the reduced and structural forms, respectively. UDmaxFT, WDmaxFT and 

SupFT(k+1/k) are the unweighted and weighted double maximum statistics reached at the indicated number of breaks and the 

sequential F-statistic for the null of k break(s) versus k + 1 break(s), respectively. (L) and (R) associated with the statistics or breaks 

in the second panel indicate that these are determined over the subsamples at the left or at the right of      . Statistics or breaks with 

(L) solely are assessed over the full sample. ** represents 5% level of significance. Critical values at the 5% level for (UDmaxFT, 

WDmaxFT, SupFT(1/0),SupFT(2/1)), in the case of the reduced form and of the structural form are (16.37, 17.83, 16.19, 18.11) and 

(20.30, 21.86, 20.08, 22.11) for Belgium, (23.87, 25.63, 23.70, 25.75) and (18.42, 19.96, 19.23) for Denmark, (16.37, 17.83, 16.19, 

18.11) and (22.04, 23.81, 21.87) for Netherlands, (23.87, 25.63, 23.70) and (22.04, 23.81, 21.87, 24.17) for Portugal, (16.37, 17.83, 

16.19) and (18.42, 19.96, 18.23, 19.91) for Spain and (20.30, 21.86, 20.08, 22.11) and (20.30, 21.86, 20.08) for Sweden, 

respectively. A trimming percentage of 15% is employed and error distributions are allowed to differ across breaks. (a) indicates 

that the breakpoint test cannot be performed because of a too short sub-sample (35 observations). Dates in italics are the significant 

breakpoints at the 5% level. 
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Table 5. Estimation of models with endogenous regressors (Hall-Han-Boldea) 

 Belgium Denmark Netherlands Portugal Spain Sweden 

1st sub-

period 

1975.02 - 

1980.08 [67] 

1975.02 - 

2013.06 [461] 

1975.02 - 

2013.06 [461] 

1975.02 - 

2003.12 [347] 

1975.02 - 

1992.05 [208] 

1975.02 - 

1982.01 [84] 

 
-0.001 

(-0.18) 
- - 

0.01*** 

(4.12) 
- - 

 
0.40* 

(1.72) 

0.42*** 

(3.60) 

0.35*** 

(3.60) 

0.12 

(1.07) 

0.20 

(0.92) 

0.38 

(1.10) 

 
-0.41 

(-0.79) 

0.14 

(1.27) 

-0.06 

-(0.26) 

0.38** 

(2.31) 

-0.02 

(-0.02) 

-0.76 

(-1.28) 

 
0.81** 

(2.13) 

0.24 

(1.16) 

0.42*** 

(2.65) 

-0.18 

(-0.88) 

0.15 

(0.48) 

0.79* 

(1.74) 

2d sub-

period 

1980.09 - 

1995.01 [173] 
  

2004.01-

2013.06 [114] 

1992.06 - 

2013.06 [253] 

1982.02 - 

2013.06 [377] 

 
0.002 

(1.10) 
  

-0.005** 

(-2.44) 
- - 

 
0.12 

(1.00) 
  

0.67*** 

(4.22) 

-0.24 

(-1.59) 

0.21** 

(2.26) 

 
0.03 

(0.32) 
  

0.57** 

(1.99) 

2.60*** 

(4.49) 

0.19 

(1.23) 

 
-0.09 

(-0.38) 
  

-0.19 

(-0.74) 

-0.11 

(-0.68) 

0.63*** 

(4.51) 

3d sub-

period 
1995.02 - 

2013.06 [221] 
     

 
0.002** 

(2.10) 
     

 
0.54*** 

(5.30) 
     

 
-0.17 

(-0.96) 
     

 
0.06 

(0.40) 
     

 0.29 0.10 0.29 0.30 0.30 0.24 

Notes. Numbers in parentheses are t-values. Subscript i=1,2,3 attached to parameters denote the i'th sub-period. 

***,** and * represent 1, 5 and 10% levels of significance, respectively. When intercepts were insignificant they 

have been removed from the model before reestimation. Dates in italics are the significant breakpoints at the 5% 

level as reported in Table 4. 
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