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• Perna Andréa, ISC-PIF, Paris France
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Preface

Complex Systems have to face with their own interacting entities within an environment or a
context. The specificity of this satellite meeting is to show how collective behaviors or emergent
properties can arise within these systems through their structures and throught their dynamics. In
this meeting, we consider that control and self-organization are not antagonist and that complexity
is typically expressed inside systems mixing these two concepts; each of them feedbacks on the
other, using nonlinear processes. Modeling these feedbacks and identifying the multiple two-way
links between (i) self-organization and control (ii) dynamical morphology of the system and (iii)
evolution of the system, is in the core of our focus. “Does morphology controls system dynamics and
if so, how modeling this kind of control?” is an exemple of question involved in this meeting. These
aspects in complex systems are transversal within a great number of various applications covering
natural and artificial phenomena at various scales (ecosystems, biological systems, urban systems,
logistics, economy, social systems, languages development, cognitive systems, brain dynamics).

Le Havre & Paris
August 22th 2012

M. Aziz-Alaoui
Arnaud Banos

Cyrille Bertelle
Gérard H.E. Duchamp
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PASSIFICATION BASED CONTROLLED SYNCHRONIZATION OF
COMPLEX NETWORKS

Alexander L. Fradkov, Ibragim A. Junussov and Anton A.Selivanov ∗

Abstract. In the paper an output synchronization problem for

networks of linear dynamical agents is examined based on passifica-

tion method and recent results in graph theory. The static output

feedback and adaptive control are proposed and sufficient condi-

tions for synchronization are established ensuring synchronization

of agents under incomplete measurements and incomplete control.

The results are extended to the networks with sector bounded non-

linearities in the agent dynamics and information delays.

Keywords. Complex Networks, Passification, Synchronization.

1 Introduction

Controlled synchronization of networks has a broad area
of important applications: control of power networks, co-
operative control of mobile robots, control of lattices, con-
trol of biochemical, ecological networks, etc.[1, 2, 3, 4, 5].
However most existing papers deal with control of the
networks of dynamical systems (agents) with full state
measurements and full control (vectors of agent input,
output and state have equal dimensions). In the case of
synchronization by output feedback additional dynamical
systems (observers) are incorporated into network con-
trollers.

In this paper the synchronization problem for networks
of linear agents with arbitrary numbers of inputs, outputs
and states by static output neighbor-based feedback is
solved based on passification method [6, 7] and recent
results in graphs theory. The results are extended to the
networks with sector bounded nonlinearities in the agent
dynamics and information delays.

2 Problem statement

Let the network S, consist of d agents Si, i = 1, . . . , d.
Each agent Si is modeled as a controlled system

ẋi = Axi +B0f(xi) +Bui, yi = CTxi, (1)

∗Alexander L. Fradkov is with Institute for Problems of Me-
chanical Engineering and St.Petersburg State University, Russia.
E-mail: fradkov@mail.ru. Ibragim A. Junussov and Anton
A.Selivanov are with St.Petersburg State University, St.Petersburg,
Russia. E-mails: dxtdtfxut@gmail.com, antonselivanov@gmail.com

where xi ∈ Rn is state vector, ui ∈ R1 is controlling input
(control), yi ∈ Rl is the vector of measurements (output).
Let G = (V, E), be the digraph with the set of vertices V
and the set of arcs E ⊆ V × V, such that for i = 1, . . . , d
the vertex vi is associated with the agent Si and the arc
(vi, vj) belongs to the set of arcs E if the information
comes from the agent Sj to the agent Si. Digraph G
is called communication graph of the network. The case
when the graph G is undirected (communication channels
are undirected) will be considered too.

Let the control goal be:

lim
t→∞

(xi(t)− xj(t)) = 0, i, j = 1, . . . , d. (2)

3 Static control

Let control law for Si be

ui(t) = K
∑

j∈Ni

(yi(t− τ)− yj(t− τ)) =

KCT
∑

j∈Ni

(xi(t− τ)− xj(t− τ),

K ∈ R1×l,

(3)

where Ni = {k = 1, . . . , d|(vi, vk) ∈ E} is the set of neigh-
bor vertices to vi, τ ≥ 0 is communication delay.

The problem is to find K from (3) such that the goal
(2) holds.

The problem is first analyzed for linear agent dynamics
(B0 = 0) without delays (τ = 0) under the following
assumptions:

A1) B 6= 0, (rankB = 1) and there exists a vector
g ∈ Rl such that the function gTW (s) is hyper-minimum-
phase, where W (s) = CT(sI −A)−1B).

Recall that the rational function χ(s) = β(s)/α(s) is
called hyper minimum phase, if its numerator β(s) is a
Hurwitz polynomial and its highest coefficient βn−1 is
positive Hyper minimum phase property is necessary and
sufficient for existence a linear output feedback rendering
the closed loop system passive [7].

A2) The communication graph is undirected and con-
nected.
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A2D) The communication graph is directed and has the
directed spanning tree.

Let A(G) denote adjacency matrix of the graph G. For

digraph G consider the graph Ĝ A(Ĝ) = A(G) + A(G)T.

Laplacian L(Ĝ) = D(Ĝ) − A(Ĝ) of the graph Ĝ is sym-
metric and has the eigenvalues: 0 = λ1 < λ2 ≤ . . . ≤ λd,
[1, 3]. The main result is as follows.
Theorem 1. Let B0 = 0, τ = 0, assumptions A1 and
either A2 or A2D hold and k ≥ 2κ/λ2, where

κ = inf
ω∈R1

Re
(
g

T

W (iω)
)
. (4)

Then the control law (3) with feedback gain K =
−kgT, k ∈ R1 ensures the goal (2).

It is also shown that Theorem 1 holds if the commu-
nication delay τ > 0 is sufficiently small. Similar results
are obtained for B0 6= 0 and sector bounded nonlinearities
f(xi), if B0 = B or B0 is sufficiently small.

4 Adaptive control

Let agent Si be able to adjust its control gain, i.e. each
local controller is adaptive. Let each controller have the
following form:

ui(t) = θi(t)yi(t), (5)

where θi(t) ∈ R1×l – tunable parameter which is tuned
based on the measurements from the neighbors of i-th
agent.

Denote:

yi =
∑

j∈Ni

(yi − yj), i = 1, . . . , N

and consider the following adaptation algorithm:

θi(t) = −gT · ki(t),
k̇i(t) = yi(t)

TggT yi.
(6)

Adaptive synchronization conditions are formulated as
follows.

Theorem 2. Let assumptions A1, A2 hold. Then
adaptive controller (5) - (6) ensures achievement of the
goal (2).

Adaptive control algorithm does not require knowledge
of the network parameters to determine the value of the
gain needed to achieve synchronization.

5 Conclusions

We propose the control algorithm for synchronization of
networks based on static output feedback (3) to each
agent from the neighbor agents. Since the number of
inputs and outputs of the agents are less than the num-
ber of agent state variables, synchronization of agents is
achieved under incomplete measurements and incomplete

control. Synchronization conditions include passifiabil-
ity (hyper-minimum-phase property) for each agent and
some connectivity conditions for communication graph:
existence of the directed spanning tree in case of directed
graph and connectivity in case of undirected graph. Sim-
ilar conditions are obtained for adaptive passification-
based control of network with undirected communication
graph, for sector bounded nonlinearities in the agent dy-
namics and communication delays.

The proposed solution for output feedback synchroniza-
tion unlike those of [4, 5] does not use observers. Com-
pared to static output feedback result of [4] (Theorem 4)
the proposed synchronization conditions relax passivity
condition for agents to their passifiability that allows for
unstable agents. The paper [4], however, deals with time-
varying network topology. The presented results extend
our previous results [8, 9, 10] to the networks with the
communication delays.

The theoretical results are illustrated by the simulation
results for the networks of double integrators and chaotic
Chua circuits.

Acknowledgements
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TOPOLOGY IDENTIFICATION AND CLUSTER
SYNCHRONIZATION IN COMPLEX DYNAMICAL NETWORKS

M.A. Aziz-Alaoui, J. Zhao and C. Bertelle, ∗†

Abstract.
Topology identification of networks has recently got high

concern due to various properties of networks, such as cascade and
robustness, which are determined by the structure of the network.
Adaptive control has been proposed to estimate the unknown
topology under a key condition: persistently exciting condition.
However, when this condition is not satisfied, how to identify a
network topology? In the first part of this talk, we show that noise
induces topology identification when this condition is not satisfied.
Meanwhile, the identification scheme is still effective for complex
networks whose topology switches. In a second part of the talk, we
deal with cluster synchronization which is an interesting issue in
complex dynamical networks with community structure. We study
cluster synchronization of complex networks with nonidentical
systems by input-to-state stability. Some sufficient conditions that
ensure cluster synchronization of complex networks are provided.
The increase of coupling strength inside clusters is very useful
to achieve cluster synchronization, however, the coupling among
clusters is an obstacle for cluster synchronization. The analysis is
then extended to the case where the outer coupling strengths are
adaptive. Finally, numerical simulations are given to validate our
theoretical analysis.

Keywords. Complex system, networks, cluster, topology iden-

tification, synchronization.

1 Introduction

Nowadays, complex networks, such as transportation
and phone networks, wireless networks, internet and the
World Wide Web, play an important role in our life. Sig-
nificant progress has been made in studying complex net-
works since the discovery of their small-world [25] and
scale-free [26] characteristics. Recently, synchronization
of complex networks has arouse broad interest. Two basic
tools are used to analyze various synchronization prob-
lems of complex networks. The one is master stability
function, which is proposed by Pecora and Carroll [27].
The other is connection graph stability method, which is
given by Belykh et al. [28, 29].

However, the above conclusions are based on the con-
dition that the topology of complex network is known.

∗Author1 and Author3 are with labs of Applied Mathematics
and Computer science, University of LeHavre, Normany, France.
E-mails: aziz.alaoui@univ-lehavre.fr , cyrille.bertelle@gmail.com
†Author2 is with Research Center of Nonlinear Science

(RCNS), Textile University of Wuhan, China. E-mail: jun-
chanzhao@gmail.com

When the topology is unknown, it is very important to es-
timate it in the study of complex networks. The topology
identification (TI), as an inverse problem, has received
more and more attention from the system science com-
munity. Many effective methods are used to study the
identification problem from different fields [30]-[34], such
as time series analysis, adaptive control, augmented op-
timization. Here, we focus on adaptive control to TI.
The method is effective for the TI of complex network
with identical chaotic systems. Considering the complex
dynamical network with unknown topology as a drive sys-
tem, some researchers built a response system and adap-
tive controls to estimate the unknown topology, and dis-
covered that linearly independent condition on synchro-
nization manifold is very important in the process of TI
[31, 32]. However, the condition is difficult to validate
especially on the synchronization manifold. In a previous
work [33], we use persistently exciting (PE) condition to
replace the above one. TI of complex network is success-
ful when PE is satisfied, otherwise it can be failed. Addi-
tionally, the PE condition can be validated by numerical
simulations.

Synchronization, as an interesting phenomenon of a
population of dynamically interacting agents, has re-
ceived wide attention from different fields [23, 27, 22, 7,
18, 24]. For example, recently an underwater photogra-
pher observed that a huge group of sardines, probably
tens of thousands of them, was seen mimicking a dol-
phin in the sea off Philippines. Usually, the identical syn-
chronization is considered as the complete coincidence of
the states of individual systems. Other synchronization
phenomena have been proposed, such as lag synchroniza-
tion, phase synchronization, generalized synchronization
[4, 3, 14].

In another hand, complex networks have got broad con-
cern and make great progress in the past decade [25, 26].
Meanwhile, the results from the present investigation sug-
gest that many networks have the community structure,
especially in social and biological cases, many individu-
als maintain close contact with others in a same cluster,
while only a few individuals link with an outside clus-
ter. Hence, there is an emerging phenomenon that the
individuals are synchronized inside the same cluster, but
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there is no synchronization among the clusters. The phe-
nomenon has been called cluster synchronization, and,
as a special synchronization on complex dynamical net-
works, it has got broad concern recently. Considering
two-dimensional lattices of diffusively coupled identical
chaotic oscillators, Belykh et al [6] concluded that such
cluster synchronization regimes persist when the chaotic
oscillators have slightly different parameters. Construct-
ing a new coupling scheme with cooperative and com-
petitive weight-couplings, Ma et al [20] investigated clus-
ter synchronization patterns with several clusters for con-
nected chaotic networks. Applying the connection graph
stability method, Chen and Lu [13] obtained that com-
plete synchronization within each cluster is possible only
if each node from one cluster receives the same input from
nodes in other cluster. Based on the transverse stability
analysis, Lu et al [19] presented sufficient conditions for
local cluster synchronization of networks.

2 Problem statement and prelim-
inaries

In this paper, we only focus on the network cluster syn-
chronization. For the first part, concerning the topology
identification, see [1].

Let us assume that the network only has two clusters,
that is, Nclus = 2. The individuals are identical in the
same cluster, and non-identical otherwise. Consider the
unweighted and undirected network of N linearly coupled
oscillators:





ẋi = f(t, xi) + ε1
M∑

j=1,j 6=i
cij(xj − xi),

i = 1, · · · ,M − k1,
ẋi = f(t, xi) + ε1

M∑
j=1,j 6=i

cij(xj − xi)+

ci(t)
M+k2∑
j=M+1

cij(yj − xi),

i = M − k1 + 1, · · · ,M,

ẏi = g(t, yi) + ε2
N∑

j=M+1,j 6=i
cij(yj − yi)+

ci(t)
M∑

j=M−k1+1

cij(xj − yi),

i = M + 1, · · · ,M + k2,

ẏi = g(t, yi) + ε2
N∑

j=M+1,j 6=i
cij(yj − yi),

i = M + k2 + 1, · · · , N.

(1)

where xi ∈ Rm is the state variables of the first M
nodes, yi ∈ Rm is the state variables of the others,
f, g : R× Rm → Rm are continuous functions; εi > 0 are
the inner coupling strength in a cluster, while ci are the
outer coupling strength between two clusters. k1, k2 are
the number of nodes which connect to outside clusters.
C = (cij)N ×N is an adjacency matrix of the network,
in which cij is one if there is a connection from node i to

node j(i 6= j), and is zero otherwise. Throughout the pa-
per, ‖ · ‖ denotes the Euclidean norm for vectors and the
Frobenius norm for matrices. In is the identity matrix of
order n.

To begin with, for the convenience of the reader, we
recall several necessary mathematical preliminaries.

Assumption 2.1. [38, 39, 40]: There exists a positive
constant L, such that

(x− y)T (ψ(t, x)− ψ(t, y)−∆(x− y)) ≤ −L(x− y)T (x− y),

for any x, y ∈ Rm and t ≥ t0. Here ∆ = diag{δ1, · · · , δm}
is a diagonal matrix.

Remark 2.1. All linear and piecewise-linear continuous
functions satisfy this condition. In addition, if a solution
of an ODE system is bounded for any initial condition,
the above condition is satisfied. Thus, it includes many
well-known chaotic systems, such as the Rössler system
[21], Lorenz system family [16, 12, 17].

Definition 2.1. The network (1) is said to achieve clus-
ter synchronization if nodes in the same cluster are syn-
chronized, i.e., for all nodes i, j in the same cluster,
‖xi − xj‖ → 0 as t → ∞. While if nodes i and j be-
long to different clusters, ‖xi − yj‖9 0 as t→∞.

Definition 2.2. A continuous function γ : [0, a) →
[0,∞) is said to be a class K function if it is strictly
increasing and γ(0) = 0. It is said to be a K∞ function if
a = ∞ and γ(t) → ∞ as t → ∞. A continuous function
β : [0, a) × [0,∞) → [0,∞) is said to be a KL function
if, for each fixed s, β(·, s) is a class K function, and for
each fixed r, β(r, s) is decreasing with respect to s and
β(r, s)→ 0 as s→∞ ([15], Ch.3, pp.145).

Definition 2.3. [36] A function ϕ : R+ → Rn×m is per-
sistently exciting (PE) if there exist T0, δ̃1, δ̃2 > 0 such
that,

δ̃1In ≤
∫ t+T0

t

ϕ(τ)ϕT (τ)dτ ≤ δ̃2In, (2)

holds for all t ≥ 0.

Lemma 2.1. [37] Given a system of the following form:

{
ė1 = β1(t) + ζ(t)e2; e1 ∈ Rp
ė2 = β2(t)

(3)

such that,

(i) limt→∞ ‖e1(t)‖ = 0, limt→∞ ‖β1(t)‖ = 0,
limt→∞ ‖β2(t)‖ = 0;

(ii) ζ(t), ζ̇(t) are bounded, and ζT (t) is PE.

Then limt→∞ ‖e2(t)‖ = 0.
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3 Cluster synchronization by
input-to-state stability

In the second equation of system (1), we regard the term

ci(t)
M+k2∑
j=M+1

cij(yj − xi) as an input perturbation ui(t) in

the first cluster, and definite a coupling matrix

B =





bij = cij , i 6= j, i, j = 1, · · · ,M,

bii = cii = −
M∑

j=1,j 6=i
cij , i = 1, · · · ,M.

(4)

Rewrite the first M systems as the following form:

ẋi = f(t, xi) + ε1

M∑

j=1

bijxj + ui, i = 1, · · · ,M. (5)

Remark 3.1. In each cluster, the individuals keep in
close contact with each other. It is reasonable to assume
that each cluster is connected. Thus, the coupling matrix
B of the first cluster is negative semi-definite. It has a
simple eigenvalue zero and all the other eigenvalues are
negative [11].

Then the cluster synchronization can be transferred to
the synchronization of each cluster. We now discuss the
problem of synchronization for the system (5). The aver-
age state trajectory of uncoupled systems is regarded as
the synchronization trajectory [10]

s =
1

M

M∑

j=1

xj (6)

and

ṡ =
1

M

M∑

j=1

f(t, xj) (7)

Define error vectors as

ei = xi − s, i = 1, · · · ,M (8)

and notice that the diffusive coupling condition

M∑

j=1

bij = 0,

the error systems are thus described by

ėi = f(t, xi)−
1

M

M∑

j=1

f(t, xj) + ε1

M∑

j=1

bijej + ui, (9)

i = 1, · · · ,M.

Definition 3.1. The dynamical network (5) is said to
achieve ISS if there exist a class KL function β, and a
class K function γ such that for any e(t0) and bounded
u,

‖e(t)‖ ≤ β(‖e(t0)‖, t− t0) + γ

(
sup

t0≤τ≤t
‖u(τ)‖

)
,

for all t ≥ t0, where eT = (eT1 , · · · , eTM ) and uT =
(0, · · · , 0, uTM+1−k, · · · , uTM ).

Our main result is given in the following theorem.

Theorem 3.1. If the function f of Eq. (5) satisfies As-
sumption 2.1 and ui are bounded, then the first cluster of
network given by Eq. (5) is ISS for a sufficiently large
coupling strength ε1.

Proof. See [2].

4 Cluster synchronization by
adaptive method

In this section, an adaptive law on the coupling strength
ci(t) is proposed so that each cluster can achieve synchro-
nization. The main result is the following, see [2].

Theorem 4.1. Suppose that Assumption 2.1 holds. Then
the first cluster of network (5) is synchronized for a suffi-
ciently large coupling strength ε1 and the following adap-
tive control laws:

ċi(t) = −
M+k2∑
j=M+1

cije
T
i (yj − xi), i = M + 1− k1, · · · ,M. (10)

Proof. See [2].

The dynamical evolution of the adaptive coupling
strength ci when (1) is cluster synchronization is dis-
cussed in [2]
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1 Introduction

Studies concerning coupled neurons have already led to
very interesting results on emergent global behaviour such
as synchronization phenomena (see for example [6, 7]).
While working on this kind of problems, it appears that
if coupling neurons could make some collective behaviour
appear, it could also drastically change each neuron dy-
namics. This paper deals with the influence of the cou-
pling strength on one neurone behaviour throught bifur-
cation diagrams and numerical analysis of the asymptotic
dynamics of a neuron connected to another.

2 Coupling HR Neurons

The HR model (see [2, 3]) reads as follows,

(HR)

8
<
:

ẋ = y + ax2 � x3 � z + I
ẏ = 1 � dx2 � y
ż = ✏(b(x � cx) � z)

(1)

Parameters a, b and d are experimentally determined, cx

is the equilibrium x-coordinate of the two-dimensional
system given by the first two equations of (1) when I = 0
and z = 0 and parameter I corresponds to the applied
current. Finally, parameter ✏ represents the ratio of time
scales between fast and slow fluxes across the membrane
of a neuron. This HR neuron model can exhibit most of
biological neuron behaviour, such as spiking or bursting.
With appropriate parameter settings, the HR model
exhibits periodic behavior characterized by fast periods
of spiking called bursts, followed by slow quiescent
inter-burst periods, as shown in Fig. 1.

Hereafter, for all numerical experiments, we use HR
system with the following coordinate changes, see [4], y =

⇤Stefan Balev is with LITIS, University of Le Havre, France.
E-mail: stefan.balev@univ-lehavre.fr

†Nathalie Corson is with LMAH, University of Le Havre, France.
E-mail: nathalie.corson@univ-lehavre.fr

Figure 1: Time series (t, x) of (2) when parameters are
fixed as in (5). For this set of parameters values, a HR
system exhibit a periodic bursting behaviour.

1�y, z = 1+I +z, d = a+↵, c = �1�I�bxc. Applying
this transformation, we obtain,

8
<
:

ẋ = ax2 � x3 � y � z
ẏ = (a + ↵)x2 � y
ż = ✏(bx + c � z)

(2)

Let us consider a network composed by n HR neurons.
These neurons are coupled by their first variable xi. A
model of this network is given by

8
<
:

ẋi = ax2
i � x3

i + yi � zi �
Pn

j=1 cijh(xi, xj)

ẏi = (a + ↵)x2
i � yi

żi = ✏(bxi + c � zi)
(3)

for i = 1, . . . , n, where h is the coupling function and {cij}
is the network adjacency matrix. When the neurons are
chemically coupled, the coupling function h is given by
[4] and reads as

h(xi, xj) = gsyn
(xi � V )

1 + exp(��(xj �⇥))
(4)

where gsyn is the coupling strength, ⇥ is the threshold
reached by every action potential for a neuron. Param-
eter V is the reversal potential and must be larger than
xi(t) for all i and all t since synapses are supposed exci-
tatory. The parameters are fixed as follows throughout
this paper,

a = 2.8, ↵ = 1.6, c = 5, b = 9, ✏ = 0.001 (5)

V = 2, � = 10, ⇥ = �0.25 (6)
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Figure 2: A chain of eight coupled HR neurons

It appears that when neurons are non linearly coupled,
complete synchronization can be exhibited only if all the
neurons of a network receive the same number of inputs.
Moreover, if it is not the case, and under some condi-
tions, a burst synchronization phenomenon can arise. In
some previous papers (see [6, 7]), we presented a numeri-
cal method for the detection of this burst synchronization
phenomenon and some results concerning the value of the
coupling strength required to obtain burst synchroniza-
tion.

3 Main Results

Consider a chain of n non-linearly coupled HR neurons
as shown in Fig. 2. In the simplest case n = 2, we
have two neurons, the first sending signal to the second.
The signal received from the second neuron drastically
changes its behavior. This change depends on the cou-
pling strength gsyn as shows Fig. 3. Note that when the
coupling strength is 0 (or equivalently, the neurons are
not coupled) all of them have periodic behavior as shows
the phase portrait on the left of Fig. 3. Therefore the first
interesting result is that a chaotic behavior arises from the
coupling for small values of the coupling strength. When
we keep increasing this parameter, we observe periodic
behavior interval around 1.5, followed by a new chaotic
interval. Finally, for large parameter values, the periodic
behavior is restored.

The bifurcation diagrams on the bottom of Fig. 3 show
similar transition from chaotic to periodic behavior for
neurons at higher level of the chain, except that there is
no intermediate periodic interval.

Since in [7] we studied the coupling strength needed to
make n neurons of a chain synchronize their bursts, we
wanted to see if a correlation exists between periodic be-
havior and burst synchronization. Fig. 3 shows that these
two phenomena seem not to be correlated. Surprisingly,
in shorter chains neurons synchronize even before they
become periodic, but this is not the case in longer chains.

In this extended abstract, we only present results for
one kind of network: a chain of non-linearly coupled neu-
rons. Among others, arise the questions of the influence
of the network topology and the type of the coupling func-
tion on this kind of results.
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Coupling strength as a bifurcation parameter

Figure 3: Top: Bifurcation diagram of the second neuron in a chain as a function of the coupling strength parameter.
Phase portraits are given for selected coupling strength values: 0, 0.5, 1.5 and 3.0. Bottom: Bifurcation diagrams
(from left to right) of the 4th, 8th, 15th and 32nd neuron in a chain.

Figure 4: Behavior of a chain of n neurons. For each n we give the minimum coupling strength needed to pass from
chaotic to periodic behavior (periodic threshold), as well as the minimum coupling strength needed to observe burst
synchronization in the chain (sync threshold).
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IMPROVING INDIVIDUAL ACCESSIBILITY TO THE CITY: AN
AGENT BASED MODELLING APPROACH

MIRO Team ∗†

Abstract. In this work we address the issue of sustainable cities

by focusing on one of its very central components, daily mobility.

Indeed, if cities can be interpreted as spatial organisations favouring

social interactions, the number of daily movements needed to reach

this goal is continuously increasing. Therefore, improving urban

accessibility merely results in increasing the traffic and its negative

externalities (congestion, accidents, pollution, noise...), while reduc-

ing at the end the accessibility of people to the city. We therefore

propose to investigate this issue from the complex systems point of

view. The real spatio-temporal urban accessibility of citizens can

not be approximated just by focusing on space and implies to take

into account the space-time activity patterns of individuals, in a

more dynamic way. However, given the importance of local inter-

actions in such a perspective, an agent based approach seems to

be a relevant solution. This kind of individual based and ”interac-

tionist” approach allows exploring the possible impact of individual

behaviours on the global behaviour of city but also the possible im-

pact of global measures on individual behaviours.

Keywords. Accessibility, Agent-based modelling, Cities, Urban

Modeling, Urban planning

Extended Abstract

Our approach is largely based on the conceptual frame-
work of ”time geography” defined by Torsten Hagerstrand
(see [1]) in the 1970’s. This underlying approach can be
summarized with a few broad unifying principles:

• movement should be treated as a demand deriving
from demands for other activities independent of mo-
bility itself,

• we should focus no longer on simple and segmented
movements but upon sequences, chaining of trips.
Therefore, we should examine closely the chaining
and duration of activities and trips,

• spatial, temporal and social constraints should be
incorporated, and similarly, the interactions between
individuals and between individuals and their envi-
ronment,

∗Contact Author Nicolas Marilleau, IRD, Paris. E-mail: nico-
las.marilleau@ird.fr
†Manuscript received ; revised

• it is crucial to recognise interdependencies between
events separated in space and in time,

• finally, activities and movements should be analysed
in a fundamentally dynamic manner.

In such perspective, the connection with agent-based
modelling is quite natural and provides both an elegant
and efficient way to explore various issues related to sus-
tainable cities. One of the key issues relates closely to the
following question: under which conditions will non coor-
dinated but interdependent local actions eventually lead
to the emergence of global spatial configurations of inter-
est? That issue, we develop a model based on an agent
based framework: NetLogo [2]. This toy model allows us
exploring city configurations (see figure 1) to evaluate for
example service accessibility or using.

Let’s imagine a very simplified city composed of a reg-
ular network. Each node of this network may remains
unoccupied or host, with a given probability, one of the
following ”reservoirs”: a residence, a workplace, a public
service, a commercial service. A population of virtual cit-
izens is then generated. For each one of them, a residence
and workplace are randomly, and the ”citizen” is initially
located on the node corresponding to its residence (a res-
idence may host several ”citizens”). Each ”citizen” then
chooses a public service and a commercial service, such
that the total trip chain minimises the travel time of the
”citizen”. Each of these agents will have to perform the
same trip chain, driving: Residence - Workplace - Public
Service - Commercial Service - Residence.

Vi = Vfie
−α( ni

Ki
)

(1)

Each edge of the network is valued by a maximum speed
and the speed of each agent is defined during the simu-
lation with a deterministic Single-Regime speed-Density
function specified by equation 1 where [4]:

• Vi the speed of vehicles driving on edge i,

• Vfi the free-flow speed (maximum speed) of edge i,

• Ci the maximum traffic capacity of edge i,

• ni the number of vehicles driving of edge i and
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(a) Regular network

(b) Fractal network (c) Customized network

Houses
Workplaces
Public services
Commercial services

Figure 1: Example of city configurations

• α a congestion impact factor

At the end of the simulation (i.e. when every ”citizen”
is back home), public and commercial services (initially
located at random on the regular network) may change
node, especially if two few ”citizens” included them in
their trip chain. Two distinct strategies are then imple-
mented:

• non satisfied public services will ”listen” to non sat-
isfied ”citizens” (i.e. those ”citizens” for whom the
travelling time corresponding to the public service
part of their trip chain exceeds a given threshold)
and will get closer to it, under the constraint of a
minimum population coverage threshold,

• non satisfied commercial services will try to find a
free node characterised by a high traffic, in order to
increase their chance to be included in ”citizens” trip
chains.

Given that ”citizens” residences and workplaces are fixed
and that no capacity constraints (road + services) are
taken into account, it seems quite obvious that public and
commercial services will tend to concentrate, under the
constraint of residences and workplaces locations. How-
ever, introducing constraints (road + services) will am-
plify the feedback between ”citizens” and services and
will inevitably increase the complexity of both processes
and patterns. Our presentation will focus on this specific
point

This Netlogo toys model is designed in an experimental
way while we are creating and developing a large scale
model based on GIS and enquiries done at two middle
sized towns (Dijon and Grenoble, France). This second
model based on GAMA [3] applies to real case studies
hypothesis that were established thanks to the Netlogo
toy model.
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CO-EVOLUTION OF THE ROAD NETWORK AND THE LAND
USE IN A CITY

Merwan Achibet, Stefan Balev, Antoine Dutot, Damien Olivier ∗†

Keywords. Urban system, city morphogenesis, Voronoi diagram,

cellular automaton.

Gathering issues of human, economic, geographic and
political nature, the city truly is a complex system. The
increasing growth in population produces urban systems
like the world has never seen before, of increasing size, in-
creasing heterogeneity and increasing complexity. Study-
ing the relationships between its internal elements is fun-
damental to the understanding of its mechanics and to
better predict their development. This work focuses on
the relationship between the pattern of human installa-
tions within the city – characterized at the atomic level by
a basic subdivision, the land lot – and its road network.

Systematic definitions of the city are many. Through
the anthropologist’s eye it can be seen as a concentra-
tion of persons, the economist will prefer to view it as a
support for the exchange of financial and physical assets
and the urbanist as a functional entity composed of flows
and services. We choose to consider that the evolution
of a city is driven by its population, translated as a mea-
sure of its density. This goes in hand with our focus as
land lots are inhabited by the same people that use the
surrounding roads to go from one place to another and
urbanistic decisions are motivated by a need to optimize
the city, streamlining transport means and avoiding high
contrasts in the urban fabric.

Study of the domain of urban simulations shows that
available scientific works can be classified in two different
categories. For visual rendering purposes, special effects
in movies or video games, methods have been proposed
that generate visually satisfying cities without regarding
realism as an obligation [3, 5]. These are often based on
empirical observations and the main idea is to emulate
the street patterns found in any urban system. Scientific
modeling, on the other hand, prefers to focus on the inner
qualities of a city, often by studying a subset of those, to
analyze its current state and extrapolate its future. We
orient our research with the latter in mind but the former

∗LITIS, Le Havre University, France. E-mails:{achibetmerwan,
antoine.dutot, stefan.balev, damien.olivier}@gmail.com
†This work is partially supported by the PREDIT project RE-

MUS

represents a non-negligible source of inspiration.

A reader browsing through the field literature will of-
ten encounter cellular automata [6, 7, 1]. These struc-
tures, which applicability and potential complexity has
been proven over times, are fit for describing any kind of
space-related problem. Nevertheless, their rigorous for-
malism may sometimes restrain realism and negatively
impact the validity of the model. For example, a cellu-
lar automaton topology is, by definition, perfectly reg-
ular and representing a city with a set of identical and
aligned cells seems like a coarse simplification. In the
same way, the fact that each cell has an identical neigh-
borhood structure, the temporal synchronism and the
state discretization may be questioned [4]. We take a step
towards realism and embrace the spatial aspect of the city
by replacing the classic cellular automaton with a Voronoi
diagram [2] following the same basic concepts. Each of its
cells represents a land lot and neighborhood relationships
that are ruled by adjacency determine its future state;
the regularity constraint is thus relaxed. Voronoi edges
delineate the Voronoi space of land lots and, as such, are
perfect supports for roads.

The different elements represented in our model (i. e.
land lots and roads) are declined in two flavors. Potential
elements have an ethereal status; their spatial character-
istics are known but until they are definitely built, they
have no direct effect on the overall city and only repre-
sent an idea, a possible outcome. Built elements were po-
tential elements that have been constructed. They form
the physical city. Concisely, the gist of the model is to
add potential elements to the city and, only later, chose
which ones will be built and which ones will be forgotten.
The road network expands to accommodate the growth in
density and to support anticipated land lots. This process
has been divided into three separate mechanisms.

The cellular part of the model lets the inner variables of
the city vary based on the Voronoi tessellation and a set of
simple rules. Here, only population density is considered
and, as a result, the characteristic gradual patterns found
in most of the cities of the world is reproduced.

Whereas the previous part of the model is ensuring ver-
tical growth, the horizontal component of the evolution
of the city is handled by an extensible method based on
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Figure 1: Example of simulation result after 70 time
steps. Brighter color corresponds to higher lot density.
The road network is in blue.

the use of vector fields. Each piece of information that
we want to consider is represented by a vector field that
will guide the placement of new lots. For example, a field
escaping from high density areas is used to ensure urban
sprawl. Another makes new lots move towards the closest
roads so that they remain snapped to the main transport
axes. All vector fields are then summed up with varying
coefficient. This general approach can model any kind of
guidance or constraint; in particular obstacle avoidance
so that the city does not extend on forbidden areas like
lakes, beaches or protected forests.

The third and last mechanism chooses which of the
potential elements are to be permanently built. Potential
roads are chosen with respect to their contribution to the
global network, by means of a network flow evaluation.
Potential land lots are chosen depending on their position
relative to the built roads and the date of their addition
into the potential domain.

We have developed a simulator implementing our
model. An example of urban fabric produced by the
simulator is shown on Fig. 1. An ongoing work consists
in testing different growth strategies, tuning the model
parameters and comparing the simulation results to real
data. The main difficulty in validating our model is the
lack of consistent historical data on the evolution of the
cities.

Some preliminary measurements carried on the road
network show encouraging results. For example the av-
erage degree stays almost constant during the simulation
and is close to the average degree observed in real road
networks. The evolution of the network diameter is shown
on Fig. 2. One can observe phases of city expansion char-
acterized by peaks of the diameter. After these phases
accessibility is quickly improved by the densification of
the network. Excluding the peaks, the network diameter
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Figure 2: Evolution of the diameter of the road network
during the simulation.

scales roughly as the square root of the number of nodes,
which is also a property observed in real road networks.
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COMPLEX SYSTEMS IN EDUCATION: INTERNATIONAL STUDY
OF MULTIDISCIPLINARY INTERACTIONS FOR PROMOTING

THE LEARNING OF MATHEMATICS AND SCIENCE

René Lozi, Nicole Biagioli ∗†

Abstract. A four languages international survey on school sys-

tems is examined in the frame of complex networks. Unexpected

differences are highlighted between countries when the cross rela-

tionships between disliked and useful school subject are considered.

Keywords. Mathematics learning, science learning, multidisci-

plinary interactions, complex systems, international survey.

1 Introduction

The multidisciplinary study of complex systems in the
physical and social sciences over the three past decades
has led to the articulation of important new conceptual
perspectives and methodologies that are of value to re-
searchers in these fields.

The main goal of this article is to apply these new con-
ceptual perspectives for promoting the learning of math-
ematics and science which have to be improved in most
of the european countries.

The results of the 2009 PISA survey (PISA is the
acronym for the OECD programme for international stu-
dent assesment) highlight that:

”Korea and Finland are the highest performing OECD
countries, with mean scores of 539 and 536 points, respec-
tively. However, the partner economy Shanghai-China
outperforms them by a significant margin, with a mean
score of 556. Top-performing countries or economies
in reading literacy include Hong Kong-China (with a
mean score of 533), Singapore (526), Canada (524), New
Zealand (521), Japan (520) and Australia (515). The
Netherlands (508), Belgium (506), Norway (503), Esto-
nia (501), Switzerland (501), Poland (500), Iceland (500)
and Liechtenstein (499) also perform above the OECD
mean score of 494, while the United States, Sweden, Ger-
many, Ireland, France, Denmark, the United Kingdom,
Hungary, Portugal, and partner economy Chinese Taipei

∗René Lozi is with the Laboratory J. A. Dieudonné, CNRS
U.M.R. 7351 and the Laboratory I3DL, InterdiDactiques, Di-
dactiques des Disciplines et des Langues E. A. 6308 E-mail:
rlozi@unice.fr

†Nicole Biagioli is with the laboratory I3DL, InterdiDactiques,
Didactiques des Disciplines et des Langues E. A. 6308. E-mail:
biagioli@unice.fr

have scores close to the OECD mean” [1].

Moreover: ”The results from the 2009 PISA assess-
ment reveal wide differences in educational outcomes,
both within and across countries. The education sys-
tems that have been able to secure strong and equitable
learning outcomes, and to mobilise rapid improvements,
show others what is possible to achieve. Naturally, GDP
per capita influences educational success, but this only
explains 6% of the differences in average student per-
formance. The other 94% reflect the potential for pub-
lic policy to make a difference. The stunning success of
Shanghai-China, which tops every league table in this as-
sessment by a clear margin, shows what can be achieved
with moderate economic resources and in a diverse so-
cial context. In mathematics, more than a quarter of
Shanghai-China’s 15-year-olds can conceptualise, gener-
alise, and creatively use information based on their own
investigations and modelling of complex problem situa-
tions. They can apply insight and understanding and
develop new approaches and strategies when addressing
novel situations. In the OECD area, just 3% of students
reach that level of performance” [2].

One can conclude as said in PISA programme: ”While
better educational outcomes are a strong predictor of eco-
nomic growth, wealth and spending on education alone
are no guarantee for better educational outcomes. Over-
all, PISA shows that an image of a world divided neatly
into rich and well-educated countries and poor and badly-
educated countries is out of date” [2]. The main question
which can arise then is: how to achieve a good level in
mathematics and science in France and other european
countries as done in China, Korea or Finland ?

With a team of researchers in various school subjects
(we will call thereafter ”discipline” every school subject)
we have conducted, between 2006 and 2012, an interna-
tional survey, using Internet, on several aspects of na-
tional school systems, under the pretext of asking read-
ers of the famous worldwide saga ”Harry Potter”, on
the characters created by J. K. Rowling [3]. Among a
panel of 177 questions, some though hidden, were di-
rectly connected to the scholar system of the countries
related to one of the four languages in which the sur-
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vey was conducted. We have obtained more than 9000
questionnaire replies (517 in english, 5250 in french, 1851
in german, 1608 in spanish). Of course the language of
the survey is not uniquely related to one country, as
for an example, people from 18 countries have replied
in spanish: Argentina, Bolivia, Chile, Colombia, Costa
Rica, Ecuador, Spain, Guatemala, Honduras, Mexico,
Nicaragua, Panama, Paraguay, Peru, Dominican Repub-
lic, El Salvador, Uruguay and Venezuela.

With the help of the replies on only few questions we
show that the solution of the problem of achieving a good
level in mathematics and science is not obvious and re-
quires the analysis of complex relations. Such an analysis
is similar to the analysis of complex systems. Further
studies varying several parameters (sex, age, education
level, taste for particular school subjects) are therefore
needed in order to improve educational systems.

2 Raw results of the survey

Therafter we consider only three questions of our inter-
national survey and the relationship between the replies.

These questions are:

- In your opinion, which subject taught in the actual
world is the most useful (one single answer) ?

- In the actual world, what is the school subject you
dislike (only one single answer) ?

- In the actual world, what is your favorite school sub-
ject (only one single answer) ?

Of course these questions were not placed toghether
in the questionnaires (their position were in 80th, 120th
and 132nd places) as not to come to the attention of the
Harry Potter’s fans. The possibles replies have to be cho-
sen among the following ones: Mathematics, History, Ge-
ography, Native language (of each survey), Philosophy,
Business and social science, Physics, Chemistry, Natu-
ral sciences, Technology, Foreign language, Ancient lan-
guages (Greek, Latin), Fine Arts, Music and choir, Sport.

Building the survey we were aware of gender study:
concerning mathematics PISA 2009 shows that on aver-
age across OECD countries, boys outperformed girls, with
an advantage of 12 score points [2, p.137]. However gen-
der differences in science performance tend to be small,
both in absolute terms and when compared with the large
gender gap in reading performance and the more moder-
ate gender differences in mathematics. As our purpose is
to promote the learning of mathematics and science, our
priority is to consider first the replies of the female gen-
der. Figures 1 to 4 display the results of the women above
15 years old in the english, french, german and spanish
surveys for the question on the disliked discipline. The
respective numbers of replies are: 319, 2959, 1065, 828.
Uneventful, Mathematics is the most disliked discipline
for the women of every country, ranking from 22,8 % (ger-
man) to 34,8 % (english). Then Sport is the second one
and Physics the third one (excepted for spanish women

who give History in the third position). In fourth posi-
tion we find Business and social science (french survey),
Chemistry (english and german), Physics (spanish).

Figure 1: Disliked school subjects for english women
above 15 years old

These results are very similar whatever the country.
However if we consider crossed results between disliked
and most useful subject school in the actual world, we
obtained surprising differences.
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Figure 2: Disliked school subjects for french women above
15 years old

Figure 3: Disliked school subjects for german women
above 15 years old
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René Lozi, Nicole Biagioli

Figure 4: Disliked school subjects for spanish speaking
women above 15 years old

3 Network analysis

We have considered simultaneously replies of both ques-
tions:

- In your opinion, which subject taught in the actual
world is the most useful ?

- In the actual world, what is the school subject you
dislike ?

For these two questions we have done a principal com-
ponent analysis (PCA) of the results (PCA is a math-
ematical procedure that uses an orthogonal transforma-
tion to convert a set of observations of possibly correlated
variables into a set of values of linearly uncorrelated vari-
ables called principal components. This transformation
is defined in such a way that the first principal compo-
nent has the largest possible variance (that is, accounts
for as much of the variability in the data as possible),
and each succeeding component in turn has the highest
variance possible under the constraint that it be orthogo-
nal to (i.e., uncorrelated with) the preceding components
[4]), We display the results of the most significative corre-
lations between disciplines in Figs. 5 (french), 6 (german)
and 7 (english). The black arrows stand for very significa-
tive correlation, the dashed blues arrows for significative
correlation and the dotted pink arrrows for less significa-
tive ones.

Fig. 8 displays useful school subjects in the actual
world for freench women above 15 years old.

It is unexpected that the complexity of the networks
are very differents between french survey (which is mainly
related to the french’s school system), german survey (re-
lated to german’s school) and english one (related mainly
to U.S.A.’s school system). The complexity of the french
network for the cross analysis seems more important than
the german network. The english network is the simplest
one (the spanish network stands between the german and
the english). In these network we have only displayed the
positive correlations. Due to the complexity of the figure
the analysis of both positive and negative correlation will
be done using tables.

4 Other results

In this section, we consider the other replies and the cross
relationship between them. Fig. 9 shows liked school
subjects for women above 15 years old, while Fig. 10
displays disliked school subjects for men above 15 years
old.

This figure is interesting when compared to Fig. 2 : na-
tive language, Philosophy, foreign languages, ancient lan-
guages, Fine Arts, Music and choir are more disliked by
men than women. Instead, Mathematics, Physics, Tech-
nology and sports are less liked. One can says that men
are more ”scientific” than women. One can also compare
useful school subjects between men and women (see Fig.
11 for french men and Fig. 8 for women) and also liked
ones versus gender (see Fig. 12 for french men and Fig.
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Figure 5: French network analysis
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Figure 6: German network analysis
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Figure 7: English network analysis
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Figure 8: Useful school subjects for french women above
15 years old

Figure 9: Liked school subjects for french women above
15 years old
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Figure 10: Disliked school subjects for french men above
15 years old

Figure 11: Useful school subjects for french men above
15 years old
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Figure 12: Liked school subjects for french men above 15
years old

9 for women). Due to the limited extend of this article
we do not display the corresponding comparison for the
surveys in others languages.

Table 1
School subjects Useful Disliked
Mathematics A 1

History B 2
Geography C 3

Native language D 4
Philosophy E 5

Business social sci. F 6
Physics G 7

Chemistry H 8
Natural sciences I 9

Technology J 10
Foreign language K 11

Greek, Latin L 12
Fine Arts M 13

Music and choir N 14
Sport O 15

In order to extend the network analysis of previous sec-
tion, we give some examples of correlation tables. School
subjects are symbolized by letters for useful ones and by
numbers for disliked (see Table 1).

Table 2 displays both positive and negative significative
correlations between disciplines from the english survey.

+VS means positive very significant correlation, +S
:positive significant correlation, +LS: positive less signif-
icant

and -VS, -S, -LS have the same meaning for negative
correlations.

Table 2 english
+VS +S +LS -LS -S -VS

1 A
2
3 L
4 I A
5 L H
6 I H
7 O
8 J
9 J
10 G
11 E F
12
13 N
14 F
15 A B

The first three columns are equivalent to the graph of
Fig. 7, meanwhile the three last ones are not represented
here by any graph.

Table 3 shows the more complex situation for the french
survey when both positive and neagtive correlations are
plotted.
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Table 3 french
+VS +S +LS -LS -S -VS

1 B E,K M C,L J A,G,I
2 H A,I C B
3 A,O F
4 G,N,H A,B,C D
5 A,L I O F D E
6 I G J B,F
7 F K H,J A,G,I
8 F A
9 G,J A I
10 E
11 D,N A,J K
12 A,G J,O B
13 M H G
14 A,G G,I
15 B

The same comparison can be done for german (Table
4) and spanish survey (Table 5)

Table 4 german
+VS +S +LS -LS -S -VS

1 K A
2 O A B
3
4 G,N A,I D
5 O C,H M D
6 J,L G
7 K A,G
8 F G
9 L
10 E M
11 A H K
12 O M
13 H
14 M A
15 G,H M

Table 5 spanish
+VS +S +LS -LS -S -VS

1 B D,F,K,O A
2 A J F D B
3 H,J
4 G A D,K
5 L E D
6 A,O G F K
7 D;E I
8 C F I
9 N I
10
11 C,E
12
13 I
14 A
15 G I

5 Conclusion

As said in the 2009 PISA survey:
”One of the ultimate goals of policy makers is to en-

able citizens to take advantage of a globalised world econ-
omy. This is leading them to focus on the improvement
of education policies, ensuring the quality of service pro-
vision, a more equitable distribution of learning oppor-
tunities and stronger incentives for greater efficiency in
schooling. Such policies hinge on reliable information
on how well education systems prepare students for life.
Most countries monitor students’ learning and the perfor-
mance of schools. But in a global economy, the yardstick
for success is no longer improvement by national stan-
dards alone, but how education systems perform inter-
nationally. The OECD has taken up that challenge by
developing PISA, the Programme for International Stu-
dent Assessment, which evaluates the quality, equity and
efficiency of school systems in some 70 countries that, to-
gether, make up ninetenths of the world economy. PISA
represents a commitment by governments to monitor the
outcomes of education systems regularly within an inter-
nationally agreed framework and it provides a basis for
international collaboration in defining and implementing
educational policies”.[2]

We have tried to find a way in order to define a efficient
educational policy especially for promoting the learning
of mathematics and sciences. With the help of the replies
on only few questions we show that the solution of such
problem is not obvious and requires the analysis of com-
plex relations. Such an analysis is similar to the analy-
sis of complex systems. Discrepancies appear from one
country to another. Further studies varying several pa-
rameters (sex, age, education level, taste for particular
school subjects) are therefore needed in order to improve
educational systems. It seems that there remains a long
way for that.
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Extended abstract 
In complex systems, dynamic graphs in which some of their values or even their topologies may change 
from one moment to another offer new research opportunities. 
 
One of the most famous algorithm, and one of the most used on static graphs, is the shortest-paths 
algorithm from E. W. Dijkstra [1]. For the more complex dynamic graphs, several models are proposed, 
probabilistic [4, 2] or non-probabilistic[7,5]. In non-probabilistic models, most algorithms update 
previously computed data after each change in a value or after the addition or removal of an edge [8, 
10]. In probabilistic models, the optimal paths definition of a shortest (or longest) path is different 
according to the published papers. The most usual definition sets as optimal a path that maximizes the 
expected value of an utility function chosen by the author(s) [4, 2]. The problem itself is usually NP-
hard. 
Among used metaheuristics, one can find ant colony algorithms [9] and other swarm intelligence  
algorithms. These algorithms are very general and try too to adapt their results following changes in the 
problem. 
 
In this paper, we study weakly dynamic graphs, and we propose an efficient polynomial algorithm that 
computes in advance shortest paths for all possibles configurations. No computation is needed after any 
change in the problem because shortest paths are already known in all cases. 
 
We apply this result to one delivery problem for trucks from one regional storehouse to several local 
stores when one possible point has a variable traversal duration. We apply too this result to the problem 
of rerouting delivery trucks toward their final destinations when there is a change in the traversal 
duration of one known point. 
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GRAPHSTREAM
A JAVA LIBRARY FOR DYNAMICAL COMPLEX NETWORKS

Eric Deussé ∗

1 GraphStream Description

GraphStream is an open-source java library allowing to manage graphs describing complex networks and their evo-
lutive dynamics.

GraphStream goals are:

• To give practical tools to dynamically manage graphs evolution and associated data for:

– New measure indicators for complex networks including dynamics;

– Robust algorithms suited to dynamics.

• To give basic development platform for various applications:

– Urban mobility and transportation simulations;

– Adhoc networks;

– Social networks;

– Adaptive distributions of dynamical simulations or dynamical systems;

– Analysis of network morphodynamics.

∗Eric Deussé is a collective name emerging from the swarming team RI2C from LITIS laboratory, University of Le Havre, 25 rue
Philippe Lebon, BP 540, 76058 Le Havre Cedex, France
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GraphStream is based on event model describing graph evolution as stream between a source that produces events
and one or more sinks that receive and process these events. Events can be changes in the structure of the graph or
in attributes of elements :

• addition or removal of nodes;

• addition or removal of edges;

• addition, update or removal of data attributes;

• time steps.

GraphStream provides a visualization tool to display a graph and its evolution. This tool is able to use existing
coordinates of nodes (looking in node attributes), else an automatic force-based layout is provided to compute these
coordinates. Style of elements can be customized using a CSS-like stylesheet. Beside the huge family of existing
graph libraries, GraphStream focuses on providing additional tools to manage dynamics, but the integration of
GraphStream with other libraries is eased by a great number of import/export modules including GraphViz and
Pajek file formats, shapefile data format used in geographic information systems, and more other file formats.

A dynamical web site, intended to users from various disciplinaries, provides documentation, tutorials and videos.
It can be found at :

http://graphstream-project.org

2 Practical Lab Schedule

During the GraphStream practical lab session, provided in EPNACS satellite meeting within ECCS’11, Vienna,
Austria, on September 15 2011, two parts will be developped:

• Part 1: GraphStream, a java library for dynamical complex networks, concepts and introduction to elementary
implementations;

• Part 2: Application to simulations for geographical systems.

3 Gallery

In the following various figures, extracted from the video file produced to illustrate the version 1.0 of GraphStream,
are presented and commented.

Figure 1: GraphStream algo core: shortest path computation
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Figure 2: Various graph generators

Figure 3: GS algo core; betweenness centrality computation; GS visualization with CSS
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Figure 4: Complex network visualization

Figure 5: Simulation running on road network extraction from the shapefile of Le Havre city
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