
HAL Id: hal-03317613
https://hal.science/hal-03317613

Submitted on 8 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Proceedings of EPNADS’05, Emergent Properties in
Natural and Artificial Dynamical Systems, a satellite

workshop within ECCS’05
M A Aziz-Alaoui, Cyrille Bertelle, Michel Cotsaftis, Frédéric Guinand,

Damien Olivier, Marc Rouff

To cite this version:
M A Aziz-Alaoui, Cyrille Bertelle, Michel Cotsaftis, Frédéric Guinand, Damien Olivier, et al. (Dir.).
Proceedings of EPNADS’05, Emergent Properties in Natural and Artificial Dynamical Systems, a
satellite workshop within ECCS’05. 2005. �hal-03317613�

https://hal.science/hal-03317613
https://hal.archives-ouvertes.fr


Organisation Committee 

 

M. A. Aziz-Alaoui 

Cyrille Bertelle 

Michel Cotsaftis 

Frédéric Guinand 

Damien Olivier 

Marc Rouff 

November 17th, 2005               
  Paris – France 

EPNADS’05 
Emergent Properties  

In Natural and Artificial 
Dynamical Systems 

A satellite workshop 
 

within 
ECCS’05 

———– 

European Conference on 
Complex Systems 

 

Paris, 14-18 November 
2005 



M. A. Aziz-Alaoui
Cyrille Bertelle

EPNADS’05

Emergent Properties in Natural and
Artificial Dynamical Systems
within

ECCS'O5 International Conference

November 17th, 2005

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 1



© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 2



Description

The aim in this session is to study emergent properties arising through dynamical processes in
various types of natural and artificial systems. The session is concerned with
multidisciplinary approaches for getting representations of complex systems and using
different methods to extract emergent structures. Equations formulation can lead to the study
of emergent features such as self organization, opening on stability and robustness properties.
Invariant techniques can express global emergent properties in dynamical and in temporal
evolution systems. Artificial systems such as a distributed platform for simulation can be used
to search emergent placement during simulation execution. Special attention is paid to bio-
complexity (but not limited to this topic) where global emergent properties can be detected.

Le Havre,
November 7th 2005

        M. A. Aziz-Alaoui
Cyrille Bertelle

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 3



Scientific Committee
• Abdulrab H., Professor, INSA-Rouen University, France
• Aziz-Alaoui M.A., Professor, Le Havre University, France
• Bertelle C., Professor, Le Havre University, France
• Boutayeb M., Professor, Strasbourg University, France
• Chen G., Professor, City University of Hong-Kong
• Cotsaftis M., Professor, LTME/ECE, Paris, France
• Duchamp G.H.E., Professor Paris XIII University, France
• Guinand F., Professor, Le Havre University, France
• Letellier C., A-Professor, Rouen University, France
• Li B.-L., Professor, California University, USA
• Lozi R., Professor, Nice University, France
• Mutabazi I., Professor, Le Havre University, France
• Obaidat M.S., Professor, Monmouth University, USA
• Olivier D., A-Professor, Le Havre University, France
• Oqeili S., Professor, Al Balqa Applied University, Jordan
• Rouff M., Professor, Caen-Cherbourg University, France

Organization Committee
• Aziz-Alaoui M.A., Professor aziz.alaoui@univ-lehavre.fr

Applied Math Lab., Univ. of Le Havre, 25 Rue Ph. Lebon, BP 540, Le Havre,Cedex, France.
Phone:(+33) 2 3274 4316 ; Fax :(+33) 2 3274 4314

• Bertelle C., Professor cyrille.bertelle@univ-lehavre.fr
Computer Sc. Lab., Univ. of Le Havre, 25 Rue Ph. Lebon, BP 540, Le Havre,Cedex, France.
Phone:(+33) 2 3274 4317 ; Fax :(+33) 2 3274 4314

• Cotsaftis Michel., Professor mcot@ece.fr
LTME/ECE 53 rue de Grenelle, 75007 Paris, France,
Phone: 33-(0)1-44390602 ; Fax: 33-(0)1-42225902

• Guinand Frederic, Professor frederic.guinand@univ-lehavre.fr
Computer Sc. Lab., Univ. of Le Havre, 25 Rue Ph. Lebon, BP 540, Le Havre,Cedex, France.
Phone:(+33) 2 3274 4317 ; Fax :(+33) 2 3274 4314

• Olivier D., A-Professor damien.olivier@univ-lehavre.fr
Computer Sc. Lab., Univ. of Le Havre, 25 Rue Ph. Lebon, BP 540, Le Havre,Cedex, France.
Phone:(+33) 2 3274 4321 ; Fax :(+33) 2 3274 4314

• Rouff Marc, Professor marc.rouff@chbg.unicaen.fr
Laboratoire Universitaire des Sciences Appliquées de Cherbourg (LUSAC) Groupe
Modélisation Contrôle et Traitement du Signal des Systèmes Complexes BP 78 rue Louis
Aragon 50130 Cherbourg Octeville
Phone : (+33) 2 33 01 42 21 ; Fax : (+33) 2 33 01 41 35

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 4

mailto:aziz.alaoui@univ-lehavre.fr
mailto:cyrille.bertelle@univ-lehavre.fr
mailto:mcot@ece.fr
mailto:frederic.guinand@univ-lehavre.fr
mailto:damien.olivier@univ-lehavre.fr
mailto:marc.rouff@chbg.unicaen.fr


Table of Contents

Part 1: General Introduction

M. Cotsaftis
• From trajectory control to task control emergence of self-organization in complex systems ............... 9

Part 2: Natural Systems Modeling

A. Cardon, A. Dutot, F. Guinand, D. Olivier
• Competing ants for organization detection - Application to dynamic distribution ................................ 23

F. Guinand, Y. Pigne
• Problem Solving and Complex Systems ............................................................................................... 39

P. Tranouez, C. Bertelle, D. Olivier
• Changing levels of description in a fluid flow simulation .................................................................... 55

A.R. Thierry, D. Durand, M. Schmutz, B. Lebleu
• DNA Supramolecular Self Assemblies as a Biomimetic Complex System .......................................... 61

Part 3: Dynamical Systems & Synchronisation

J.-M. Ginoux et B. Rossetto
• Slow manifold of a neuronal bursting model ........................................................................................ 71

M. Aziz Alaoui
• Complex Emergent Properties and Chaos (De)- Synchronization ........................................................ 77

A. Alif, M. Boutayeb, M. Darouach
• On the robust Hinf filtering based synchronization for a class of structured uncertain neutral system

with unknow delays .............................................................................................................................. 87

Part 4: Décision Support Systems

R. Ghnemat, C. Bertelle, G.H.E. Duchamp, K. Khatatneh, S. Oqeili
• Automata-based adaptive behavior for economic modelling using game theory ................................. 99

B.L. Iantovics
• A novel Diagnostics System Specialized in Difficult Medical Diagnosis Problems Solving...............107

S. Al-Maqtari, H. Abdulrab, A. Nosary
• Constraint Programming and Multi-Agent System Mixing approach for agricultural decision support

system ..................................................................................................................................................113

Part 5: Spline Functions

Y. Slamani, M. Rouff, Z. Lakhdari
• Complex systems representation by Ck spline functions......................................................................123

Z. Lakhdari, P. Makany, M. Rouff
• Solving dynamical nonlinear problem with Ck spline functions and Grobnër bases techniques: an

exemple ................................................................................................................................................131

Part 6: Control

P. Makany, M. Rouff, Z. Lakhdari
• Decoupling partially unknown dynamical systems by state feedback equations..................................139

M. Rouff, Z. Lakhdari, P. Makany
• Eigenfrequencies Invariance in Deformable Loaded Bodies 1 – The flexural case .............................147
• Eigenfrequencies Invariance in Deformable Loaded Bodies 1 – The flexural and Torsional case ......151

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 5



© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 6



PART 1

General Introduction
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FROM TRAJECTORY CONTROL TO TASK CONTROL
EMERGENCE OF SELF-ORGANIZATION IN COMPLEX SYSTEMS

Michel Cotsaftis

 ECE, Paris, France Email mcot@ece.fr

ABSTRACT

A consequence of very fast technology development
is the appearance of new phenomena in man made
systems related to their large number of
heterogeneous interacting components. Then because
of resulting larger complexity over passing human
operator capability, the system can no longer be only
guided and controlled at trajectory level. A larger
and more global delegation should be given the
system at decision making, and it is proposed here to
manage it at task level usually corresponding to well
identified sequences in system operation. To succeed
in this transfer attention has to be paid to the fact that
there are in general many trajectories for one
prescribed task. So a new and completely transparent
link should be established between trajectory and
task controls, both acting at their own levels in the
system. The corresponding double loop control is
developed here, and consists mainly in an
asymptotically stable functional control acting at
trajectory level as a whole, and explicit in terms of
main system power bounds guaranteeing robustness
inside a ball the size of which is the manifold
generated by all system trajectories for task
accomplishment. At higher level a new decision
control based on trajectory utility for succeeding in
the task is proposed, the role of which is to maintain
system dynamics inside the selected trajectory
manifold corresponding to task. With this two step
control, human operator role is eased and can be
more oriented toward higher coordination and
maintenance management.

Keywords : Complex systems, Functional trajectory
control, Task utility, Fixed point theorem

I.   Introduction

A new situation has gradually emerged from the
extraordinary advance in modern technology which
took place in the last decades soon after World War
II. Aside unsurpassed performance routinely reached
by each elementary component, new more and more
extended systems are nowadays conceived and
realized. They gather very heterogeneous elements
each in charge of a part of the final global action of
the system, and for economic efficiency they are
more and more integrated in the design, in the sense
that their mutual interactions are extremely strong

and are considerably conditioning the final system
output. Such a situation is quite new and stresses the
prominent role these interactions are playing in
system operation. As a direct consequence, a new
emerging requirement for the system is, under actual
working conditions, a larger delegation as concerns
the definition of its trajectory. As explained later, the
reason is that the trajectory escapes from operator
capability, contrary to the classical case where the
input control is set to make the system to follow a
prescribed trajectory. The delegation could take
different aspects and levels[46] and, in highest stage,
should completely replace human intelligence. This
later stage is by far not realistic today and a much
more modest step is considered here. Observation of
living creatures clearly shows the importance of well
identified sequences, separable in as many tasks
during the development of their current life. In the
same way, man made machine activity can also be
separated in units corresponding to the
accomplishment of a specific task, a combination of
which is often needed for reaching the goal assigned
from the beginning to the machine. In general there
are many trajectories associated to a task, so an
important problem is in the possibility for the system
to define its own trajectory once the elementary task
has been assigned. Then as a consequence the system
will be only operated in task space rather than in
‘’classical’’ trajectory space. When switching
gradually to this intricate and still not well known
situation, new problems are arising, and it is only
very recently that consciousness of a method
reassessment for approaching such problems became
clear. It is very important to realise that the present
step is the last one to date of a very long series of
human actions aiming at transferring always more
capability to tools. From the very early beginning of
his origin, Human kind understood the needs for
developing tools to extend the action of his hand.
Since then, their continuous development associated
with the invention of always better quality actuators
and sensors has been allowing in the last two
centuries the ascent of industrial civilisation. A
further considerable advance took place forty years
ago when the mechanical devices in charge of the
necessary information flux inside the system have
been replaced by electronic more powerful ones,
much easier to operate safely in different
environments and carrying much more information,
giving rise to Mechatronics[61]. This is summarized
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on Fig.1, where block 1 is corresponding to the
millennium long development of base system, block
2 describes the structure of controlled system with
recent mechatronic components, and block 3 is
representing the present next step toward system
independence.

In parallel to this transformation of man made
systems, research has been reaching new domains
where the behaviour of studied objects is itself
strongly depending on interactions between
elementary components, whether in new plasma state
of matter[1], in new chemical or mechanical
aggregates[2], in biology[3,5], or in more classical
physical states of matter in unusual parameter
domains[6]. In all cases, the strength of interactions
completely masks the elementary interaction
between basic components, and the research of final
system behaviour is, due to importance of
nonlinearities, generally outside the range of
application of classical methods. This is
understandable inasmuch as the system often reaches
its stage after exhibiting a series of branching along
which it was bifurcating toward a new global state
the features of which are not usually amenable to a
simple local study, being remembered that the
branching phenomenon is resting upon a full
nonlinear and global behaviour.

2.   Discussion

Various attempts have been proposed so far to deal
with these phenomena and these states, both in
Applied Mathematics and in Control methods. In
first class mainly oriented toward analysis and
description of ‘’chaotic’’ state, a large body of
results[10,26,65,69,70,71] has shown that the later
represents the general case of non linear and non
integrable systems[27], and that it is reached for high
enough value of (nonlinear) coupling parameter. In
second class are belonging extensive new control
methods often (improperly) called ‘’intelligent’’
[14,15, 22,29,30,31,53,57,84], supposed to give the
concerned systems the ability to behave in a much
flexible and appropriate way. The great defect of
these very interesting analyses is that they are resting
on a questioned premise which does not fit the
nature of the researched solution. They all rest upon
the postulate that system trajectory can be followed
as in the classical ‘’mechanical’’ case of a rocket
launched to reach the moon, and moreover that it is
in some sense possible to act on this trajectory by
appropriate means. In present case on the contrary,
the very strong interaction between components in
natural systems induces as observed in experiments a
wandering of the trajectory which from simple
observation point of view becomes indistinguishable
from neighbouring ones[42], and only manifolds can
be identified and separated[41,48]. So even if it
could be tracked, there is in reality no way to modify

one specific system trajectory by acting on it at this
level because there is no information related to it
from system point of view, a well known
phenomenon since Maxwell´s devil in
Thermodynamics[82]. A very similar situation
occurs in modern technology applications where the
new challenge is to give now the system the
possibility to decide its trajectory for a fixed task
assignment, being easily understood that there are in
general many allowed trajectories for a given task. In
both cases there is a shift to something different,
whether imposed by the mathematical structure
which generates a manifold instead of a trajectory, or
needed for fulfilling technical requirements in task
execution under imposed (and often tight) economic
constraints. This already corresponds to a very
important qualitative jump in the approach of natural
and technical highly nonlinear systems, which
requires proper tools for being correctly handled. It
should be mentioned that another approach has also
been recently proposed [16,21,23,25,38], where
complex systems are considered as a set of strongly
interacting ‘’agents’’ possessing a certain number of
properties, and one looks for ‘’emergence’’ of global
behaviour without precluding the existence of any
general law. This ‘’weak’’ approach, where the
global behaviour is ‘’thermodynamically’’
reconstruc- ted from elementary interactions, is
markedly different from the present analysis in its
very essence and will not be discussed here.

The striking point is that Nature has been confronted
with this issue a few billion years ago when cells
have emerged from the primitive environment. They
exhibit the main features engineers try today to
imbed in their own constructions, mainly a very high
degree of robustness resulting from massive
parallelism and high redundancy. Needless to say,
the high degree of accomplishment manifested by
cells makes the analysis for understanding their
mechanism in order to take advantage of it a
formidable challenge in itself, as it should be
understood that cells are today at the last step of a
very long evolving process.
In summary, the outcome of the previous short
discussion is the emergence of a new type of demand
which can be mathematically expressed in the
following simple way : How to pass from space time
local trajectory control to more global manifold
control ? . It is intended in the following to give
some clues to the problem which is the formulation
of a new paradigm, and to show that it can be
properly embedded into the formalism of recent
advances in modern functional analysis methods.

The first step is to clarify the consequences of the
enhanced interaction regime between components in
a system as concerns its control. Instead of usual
physics ‘’contemplative’’ observation, the approach
from a control point of view is also applicable to
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natural systems provided some sensitive enough
parameters are considered as control inputs driving
system dynamics, ie are elements of a control space,
and generate the system under study when they are
fixed at their actual value in the system. In the same
way, the control inputs in man made systems will be
considered as elements of a more general control
space, which, in both cases, can be defined on a
reasonable and useful physical base. Then the
classical control problem[67,68], with typical control
loops guaranteeing convergence of system output
toward a prescribed trajectory fixed by an
independent entity, shifts to another one where the
system, from the only task prescription, has to
generate its own trajectory in the manifold of the
realizable ones. A specific type of internal
organisation has to be set for this purpose which not
only gives the system the necessary knowledge of
the outside world, but also integrates its new features
at system level [11,15]. This in particular means that
the new controller should be able to handle the fact
that the trajectory is not prescribed as before but
belongs to a manifold which has to be related in a
meaningful way to the task.

3.   Method

To proceed, it is first necessary to understand the
consequences for the control of the wandering nature
of system trajectory. The main point is that as
neighbouring trajectories are becoming
indistinguishable, the information content in their
observation vanishes, so there is no information loss
at this level when abandoning their detailed
observation. But as the number of degrees of
freedom (dof) has not changed (or is even becoming
larger at branching), the conclusion is that the system
is reaching a new stage where some of the dof are
now taken care of by internal system reorganisation.
They are moreover in sufficient number so that the
only necessary inputs to drive the system are the
ones defining the manifold on which the dynamics
are now taking place. This system self-organisation
which reduces the possible action on it from the
outside is absolutely fundamental[4,8,9,17,18,19,
35,60,73-78]. It expresses the simple fact that when
reaching a higher interactive level between its
components, the system can no longer stand with all
its dof controlled from outside, but takes itself part
of this control in a way which allows system
existence to be continued. It should be stressed that
this is completely different from usual textbook case
of control with a smaller dimension input control
than system dimension. Here again there is no
restriction of control inputs number. But because
some inputs are just changing from outside to inside
the system, they cannot be maintained unless they
are in conflict with the new internal organisation
which fully determine them already. This situation is
extremely important because it corresponds to the

general case of natural systems, and is
accompanying the change into a so-called dissipative
structure[34].

The systems in this reorganised (and partly self-
controlled) situation will be called complex systems
[13,20,28,33,36,37,58,59,62, 63,78,79,80] (from
latin root – cum plexus : tied up with), by opposition
to simple ones which can be completely controlled
from outside. The remarkable fact is that past some
level of complication (note the meaning of the word
is different from complexity) by extension of their
components number, natural systems necessarily
complexify once interactions get large enough. So
when understanding this natural exchange, it
becomes now possible to take advantage of it by
accepting the compromise to reduce the outer control
action to the only dof left free after system
reorganisation, knowing that there is no loss of
information about the system in the process which
leads to hierarchizing system structure[24]. On the
other hand, technical systems with large number of
dof have to be constructed for accomplishment of
complex enough tasks, and it becomes more and
more evident that the resulting high degree of
complication makes the control of such systems very
fragile, if not strictly impossible when interactions
are becoming large enough for some actual operating
parameters under the pressure of ‘’economic’’
constraint.

Mathematically speaking, the very common mixed
system representation with a random background
noise does no longer apply[82]. It corresponds to the
often obtained simple stability result strongly
depending on the maximum gain acceptable by
system actuators and here over passed, calling for
another more dynamically detailed one to be
developed[13]. It is suggested here that recognizing
the situation described above represents the only
possibility for man made systems to exist in a useful
and manageable way. This in turn implies a different
approach to system control mainly based on a
compromise in order to avoid too severe constraints
on system dynamics, as this is the only workable
way for the system to maintain its existence. The
new control scheme becomes more general in the
sense that design parameters, which were fixed
independently in previous scheme, should now be
determined by the final pre-assigned behaviour when
including the internal loops corresponding to dof
linkages making the system complex. In other
words, there is no more clear distinction between
design and control parameters. This global approach,
often called optimal design, should be developed in
adequate functional frame as only manifolds, and not
trajectories, are now accessible. On the other hand it
guarantees locally asymptotic stability of trajectories
within a robustness ball the size of which is fixed by
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the parameters of an equivalence class including the
system at hand as an element.

The next step is to find the link at system level
between task definition and the manifold of (self-
organised) trajectories the system can only follow.
For living organisms, this property is hardwired into
the brain representation of the environment and of
the living being itself from experience through their
sensory and nervous systems. This self-
consciousness takes all possible levels of importance
depending of the richness of living individual
development. It can be very modest as for planar
worms, small aquatic animals existing from 400
million years with only seven neurons, but already
able to perform a very large range of motions and to
produce many different reactions. On the other hand,
an important observation is that living creatures have
broad range sensors and that they filter for each task
the relevant information (which will be called
‘’useful’’ here) needed to guide their trajectory.
These two properties will be reproduced at system
level by first defining a functional of system
trajectories expressed in terms of the only invariants
characterising the manifold on which they are lying,
and by constructing a functional control law which
only acts at manifold (or larger) level. This is
possible by considering now a complete trajectory as
a ‘’point’’ in a functional space, x = x(.)∈ℜ, rather
than the usual succession of positions x(tj) for each
time tj . In this view, stability is obtained as the
belonging of x(.) to a pre-selected function space Σ
expressed through a fixed point condition in this
space.

Then derivatives of the functional with respect to
task parameters give system sensitivity to the task
and provide the filter matrix selecting the relevant
manifold for task accomplishment by the system. A
control law can be found in explicit analytical form
by extension of Yakubovic-Kalman-Popov (YKP)
criterion, written for linear upper bound of system
non-linearity[50,51,52,55], to general non-
decreasing more accurate bound[12]. It gives explicit
asymptotic stability limit and defines the robustness
equivalence class within which the property holds.
Other more general expressions are also found by
application of fixed point theorem which can be
shown to contain as applications most published
results since Lyapounov and Poincaré pioneering
work[39,40]. The simplest trajectory functional is
the potential (the Lagrangian in conservative case)
from which trajectories are defined as the zeros of its
functional derivative. It may reduce to system
invariant in the case there exists only one, as shown
by elementary example of temperature in
Thermodynamics. From these elements, the control
structure can be constructed with its various parts.

4.   Results

Following the scheme developed above, the task
controller structure corresponding to block 3 in Fig.
1 to be developed now comprises as a main element
the information filter selecting the task relevant
information from system sensors, see Fig.2. The
basic postulate is here that the knowledge of both
information and power fluxes at each instant
completely determines a system. But in the laws of
Physics, the information flux is rigidly linked to
power flux, so with this last knowledge the system
will just follow the "natural" evolution
corresponding to Physics laws, to which there
corresponds a set of "natural" trajectories in
geometrical space characterizing the "inanimate"
world. In present problem however, the system
should have the possibility to escape from previous
situation in order to modify its behaviour for
adapting to adverse effects, whether of internal or
external origin, opposing to task accomplishment. To
solve this problem the way followed by Nature at
early beginning of Earth existence has been to allow
the splitting of information and power fluxes by
creating molecules able to store an information
content independently, out of which existence of
living creatures able to perform their own tasks has
been made possible. Similarly, even if usual system
control at level of block 2 proves with asymptotic
stability to be usually efficient for restoring
prescribed trajectory [32,54], further increase of
system performance requires a new degree of
autonomy for building its own strategy. Of course a
seemingly simple possibility would be to give
human operator the required information for efficient
drive of the system[47]. Due to ergonomic
constraints and to various limits on technical
response times, this action has a limited potential as
it does not properly delegate to system level enough
freedom for full exploitation of system technical
capabilities. Consequently the problem is not only to
give the system proper information collected from
sensors now utilized in various displays by human
operator, but more importantly to put them in a
format compatible with system own dynamics.
Comparison between human eye, extremely useful to
human operator due to very remarkable brain
organization, and machines with camera and
recognition software stresses the importance to
verify that the delivered information matches with
system possibility of action in the same way as
human operator knows how to interpret vision
signals for determining the proper action. Though
not possible at general goal level, it can be shown
that the only necessary step is to manage system
organization so that delivered information meets
with each specific task sub-level. In present case this
rests upon the concept of "useful" information[56]
which has to be internally filtered by the system for
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retaining the only elements relevant for actual action,
see Fig.2.

Observation shows that existence of events rests
upon removal of a double uncertainty : the usual
quantitative one related to occurrence probability
and the qualitative one related to event utility for
goal accomplishment. So events may have same
probability but very different utility, which may
explain why extra information on top of existing
ones have sometimes no impact on reaching the goal.
Calling uj and pj the utility and the probability of
event Ej, its associated useful information I(uj ; pj)
will be defined as

jjjj pkupu log),( =ℑ                 (1)

from both additivity of information for simul-
taneous events and proportionality of informa-tion to
utility with k the Boltzmann constant. Total useful
information associated with a process corresponding
to trajectory T  is the sum of all useful information
from each contributing element I(T) = Σj I(uj,pj).
Usual entropy calculation is recovered when all
events have same utility for goal accomplishment,
certainly true in Thermodynamics where all
molecules are totally interchangeable and thus
indistinguishable. The only invariant corresponding
to this equivalence class is the energy (or the
temperature). So thermodynamic systems can only
be separated and thus controlled with respect to their
temperature. Similarly in present case, some internal
system dynamical effects may be events which
cannot be distinguished between one another in
general case. Such is the case of flexion and torsion
link deformations in a robotic system, which are
layered[66] on invariant surfaces determined by the
value of bending moment M at link's origin. Using
their observation to improve system dynamical
control is not possible, in the same way as observing
individual molecule motion in a fluid would not
improve its global control. So increasing the amount
of information from sensors as commonly developed
is not the solution. Only relevant information has to
be collected, and this justifies why raw sensor
information has to be filtered so that only useful
information for desired task accomplishment is
selected. This is precisely the remarkable capability
of living systems to have evolved their internal
structure so that this property is harmoniously
embedded at each level of organisation
corresponding to each level of their development. To
evaluate the utility u, consider Lyapunov function
L(T) selecting those trajectories T of the manifold
M(T) inside allowable workspace domain D and
meeting task requirement, and finally expressed in
terms of problem parameters and system invariants
of these trajectories. Then the quantity

 u = ∇L(T)/⎟L(T)⎟                     (2)

automatically selects as most useful the elements
against which the system exhibits larger sensitivity.
As indicated later, sensitivity threshold has to be
fixed so that resulting uncertainty ball is inside
attractor ball corresponding to asymptotic stability of
system trajectories. Note that elimination of elements
to which the system is insensitive, just after sensors
data collection and prior to any calculation in control
unit, enormously reduces the computation load. As
for the probability term p, considering trajectories all
equi-probable in D and indistinguishable in local
neighbouring cell ∆ corresponding to non directly
controllable internal phenomenon such as flexion
and torsion modes for deformable bodies, one would
simply get p = ∆ /D(T). With this supervisory
information filtering and appropriate control, the
system will asymptotically follow any trajectory in
D(T) depending on initial conditions. Other more
selective probability based on trajectory smoothness
and power consumption optimization can be likewise
be defined. In all cases one should note that useful
information I can be completely explicited once the
system is fixed. When during the course of its
motion the system is constained by adverse effects,
their interaction with the system are changing its
dynamical equations and the domain D(T) is no
longer fully available. Then the remaining domain
Dc(T) is determined by a new Lyapunov function Lc

with the controller guaranteeing asymptotic stability
of new system trajectories. From it a new utility
function uc from eqn(2) can be formed and the new
constrained useful information Ic can similarly be
explicited. So as it stands, useful information is a
class property characterizing from their invariants a
family of possible trajectories in workspace which
have their representation determined from dynamic
and /or general geometric properties.

Next because of the two new conditions of 1)-
operation at task level and 2)-trajectory non
distinguishability in general complex system, the
controller should work at a level avoiding local
trajectory detail. Rather than continuing with usual
state space, an interesting step is to consider each
trajectory as a point in functional space, and to
define a functional control solely guaranteeing the
trajectory to belong to a selected functional space
corresponding to researched properties. For finite
dimensional nonlinear and time dependent systems

)),(),(),(( ttdtutxF
dt

dx
ss

s =              (3)

where Fs : Rn×Rm×Rp×R1
+→ Rn  is a C1 function of

its first two arguments, xs(t) the system state, u(t)∈U
the control input, and d(t)∈D the disturbance acting
upon the system, explicit expressions for the
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controller CF can be obtained in terms of system
global characteristics, see Appendix, and exhibit
robust asymptotic stability inside the desired
function space under mild conditions by application
of fixed point theorem[43]. Fixing specific
exponential convergence decay[44] and extension to
unknown systems[45] are more generally possible.
The main feature is that the controller CF  takes the
form

u(t) = − Ke + ∆u                       (4)

ie is the sum of a linear PD type part and an ad-hoc
nonlinear part depending on the distance of actual
trajectory to allowed manifold trajectories M(T),
and where e is the trajectory error with respect to
nominal one belonging to M(T). The role of
additional ∆u is to counteract the effect of nonlinear
and disturbed remaining parts in system equations,
and to define an asymptotic stability ball within
which all system trajectories are guaranteed to stay
inside selected manifold M(T). This is very clear
when writing the upper bound on derivative of
adapted Lyapunov function along system trajectories

d L/dt ≤  − k L + ε Ms(t) gs(L,t) f (L,t)      (5)

see eqn(A9) of Appendix, which is bounded by the
sum of an attractive spring resulting from controller
action and a bounding generally repulsive force
representing system effect. The controller is
furthermore functionally robust as it only implies a
global bounding function of nonlinear terms, which
means that all systems with same bounding function
will be asymptotically controlled by CF . With this
controller CF working at trajectory level T it is
possible to design the block diagram of task oriented
control displayed on Fig.3. Independent of lower
level controllers inside local subsystem such as
actuator and effector boxes to be tuned aside, it
mainly implies, on top of the functional controller
loop (1) guaranteeing required trajectory following, a
second higher level loop (2) of decisional nature
based on information Ic which verifies that the
system is actually following a trajectory belonging to
the manifold M(T) corresponding to the assigned
task, and opens a search toward this class when for
instance conditions are changing. The search can be
conducted by interpolation within a preloaded neural
network covering the different possible situations
over the workspace. The present scheme is thus
organized to meet the condition that actual trajectory
followed by the system is not necessarily unique, as
there is in general only a class of trajectories
associated to a task. No more specific conditions are
required on allowed trajectories provided controller
parameters are such that these trajectories are all
inside the asymptotic robustness ball for this
(explicit) trajectory controller. So controlled system

dynamics are defining a trajectory which is followed
until it would escape without controller from
acceptable manifold corresponding to the defined
task and selected by useful information Ic . A
constraint may be further added to limit or to
minimize useful information Ic if required, but the
correlative restriction of acceptable trajectory
manifold occurs at the expense of system
adaptiveness, so a smooth constraint is often more
appropriate if any.

The important point is that the various elements in
the chart of Fig.3 have been constructed so that 1)-
they are explicitely expressible in terms of system
parameters (or can be reconstituted if unknown) and
2)- they are linked together in completely coherent
way through consideration of trajectory as a whole
appearing as the good "unit", both qualities needed
to create adequate link between the two loops for
transferring decisional power, ie "intelligence", to
the system. In this sense the system is given its own
task consciousness as it does not obey here a strict
step by step outer command.

5.   Conclusion

As largely documented, the structure of natural
systems mostly belongs to the broad class of
complex structures when interaction between system
components becomes strong enough. There results
an internal self-organisation the role of which is to
minimize the dependence of the system with respect
to the outside world. This is seen from system
trajectory which becomes more erratic in state space,
and so cannot be distinguished from neighbour ones.
Only manifolds corresponding to system invariants
can be separated in general, indicating that the
system has been reducing the number of outer
control inputs, and is taking the other control inputs
under their own dynamics. Such a compromise is a
natural trend expressed by the general principle of
autonomy of complex systems, which states that they
naturally evolve as a dissipative structure toward the
state giving them the least dependence on outside
world compatible with boundary conditions. This is
culminating with living systems which, because the
previous compromise forces them to maintain a
metabolism driving them to a finite life, have
extended the principle to complete species by
reproduction.

It is suggested here to take advantage of this
phenomenon for man made systems which are
becoming complex enough, and, following the
natural bottom-up approach described here, to
upgrade their control from trajectory to task control
more adapted to their new structure. The
construction of the new controller is made possible
in two steps by developing an explicit base trajectory
control of functional nature, which is asymptotically
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stable and robust enough to cover the manifold of
possible trajectories. Secondly, introducing the
concept of ‘’useful’’ information, a task functional is
expressed in terms of system parameters, which
defines compatible trajectory manifold. From them a
double loop has been constructed giving the system
the possibility to accomplish the task for any allowed
trajectory. The main point here is that the system
determines itself its own path from its own elements,
and not, as often the case, from preloaded and/or
teleported procedure. In this sense it has gained more
independence in its behaviour and, similar to very
advanced living systems, is able to operate
autonomously at its own level.
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Appendix

To get the analytical form of the controller CF ,
eqn(3) with eqn(4) gives for error e the form

),,,,()()( 0 tduxeGutBetA
dt
de

ss ∆+∆+=     (A1)

when splitting the linear part. It is supposed that the
nonlinear part satisfies the bounding inequality

),)(()(),,,,( ttegtMtduxeG ssss ≤∆       (A2)

and that the linear gain K in eqn(4) is such that the
linear part of the system is asymptotically stable (for
time independent matrices A and B0 this means that
A = A0 − B0K is Hurwitz). Supposing there exists
positive definite matrices P and Q such that PA+ATP
+ dP/dt = − Q, one can define the (positive definite)
Lyapunov function

L(xs) = < ePe>                     (A3)

using the bra ket formalism. Its derivative along
system trajectories is given by

  d L(e)/dt = − < eQe> + < ePB∆u > + < ePGs> (A4)

Chosing from eqn(A2) the controller form

fPe

PeB
gMu

T

ss ε
β

+
−=∆              (A5)

where β and ε are two parameters and f = f(.) is the
driving function to be defined later, eqn(A4)
transforms after substitution into the inequality

     d L(e)/dt ≤  − < eQe > + ε Msgs f

             +  Msgs 
fPe

PeBPe T

ε

β

+

−
22

          (A6)

Taking

          
2

min

2
max

)(

)(

PB

P
Tλ

λ
β ≥                 (A7)

the last term on the RHS can be made negative by
taking noting λ(X) the eigenvalue of matrix X, in
which case eqn(A6) simplifies to the first two terms
in the RHS of eqn(A6) ie

          d L(e)/dt ≤  − < eQe > +

+ ε Ms(t)gs( )(te ,t) f(e,t)           (A8)

showing the opposite action of the two terms as
discussed in the text. If f (.)gs(.) is upper bounded
over the whole interval, the RHS of eqn(A8) is
negative above some threshold value. On the other
hand, because gs(.) is for regular f(.) a higher order
term at the origin by construction, the RHS of
eqn(A8) is negative close to the origin. So there may
exist an interval on the real line where d L(e)/dt > 0
separating two stable domains. If f(.)gs(.) is growing
at infinity, there exists a threshold value above which
the system is unstable. So there is an asymptotic
stable ball around the origin, and the decay is fixed
by the specific functional dependence of the
functions f(.) and gs(.). The next step is to fix the
driving term f(.) for determining the upper bound on
the time decay of Lyapunov function and finally on
the norm of error vector e(t). As < eQe> and <ePe>
are equivalent norms, there exists k>0 so that <eQe>
≥ k L(e) and eqn(A8) can be replaced by

d L/dt ≤  − k L + ε Ms(t) gs(L,t) f(L,t)     (A9)

with new dependent variable L, bounded by the
solution Y(t) of eqn(A9) with equal sign. Here f(.,t) is
immediately determined for given functional form of
gs(.,t) with prescribed Yd(t), but a more useful
approach is to consider the embedding problem
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where, for given Ms(t)gs(L,t), a correspondence is
researched between function spaces F and Y to
which f(t) and Y(t) respectively belong with Y fixed
by global properties such as continuity and decay for
large t.

The most general way is to use substitution theorems
relating different function spaces[49] and fixed point
theorem[72]. Supposing that Y(t) ∈ W1

p →
Ms(t)gs(L,t) ∈ W1

q with Sobolev space Wm
n[64],

application of Holder inequality shows that there
should be F ⊆ W1

n with n−1 = p−1 − q−1 , 1 ≤ p,q,n <
∞ which relates the decays of f(t) and of Y(t) for
large t. One can then define the driving function f(t)
=  µY φ now implicit in time through the error bound
directly measurable. More specific results can be
found for more explicit constraints. For instance
when gs(Y,t) ≤ b(t)Y s with b(.) ∈ Lβ  and s−1 = q−1− β
−1 the bounding equation for Y(t) from eqn(A9)
becomes a Bernouilli equation with solution

 [ ] )1/(11.exp)( −−−−= θGktty            (A10)
where

∫ −−−= −
kt

s duubuMuY
k

G
0

1
0 )()()1(exp)1( θ

εµ
θ θ

with θ = s + φ , y(t) = Y(t) / Y(0) and normali-zed
time u = kt, which exhibits a non expo-nential
asymptotic decay for θ < 1 and for any Y(0), and a
conditional decay when θ  > 1 directly depending on
the balance between recalling linear spring and
repulsive nonlinear force. The present analysis
extends in similar form to systems with unknown
dynamics by using nonlinear network representation
the parameters of which are adaptively constructed
to converge toward system representation. When the
coefficients A, B0 and the bounding function gs of
eqns (A1,A2) are time independent, the more general
(Lurie type) Lyapunov function[51]

           L (e) = <ePe> + λ ∫ Ψ
eD

d
.

0

)( ξξ            (A11)

can also be used with D an adjustable vector and
Ψ(.) a sector function with bound τ, ie such that
Ψ(ξ)[Ψ(ξ) − τξ] ≤ 0. Using extension of Popov
criterion[12] the explicit form of driving function
f(ξ) = ξ1/2 is finally found in eqn(A9) leading to the
same bound as in eqn(A10) with φ = 1/2 whereas the
additional controller takes the simple form ∆u = −
Ψ(D.e) instead of eqn(A5). Analysis of U =(1-
G)−1/(θ−1) = U(kt,Y0,θ) in eqn(A10) shows that when
(εµ/k)Y0

θ −1 < 1, y(t) has no singularity over the
complete real line, and two cases can occur. If  εµ/k
> 1, Y0  is always < 1  and larger limit value of Y0

corresponds to larger exponent θ. So extension of
Popov criterion gives a smaller robustness ball than
fixed point result. If  εµ/k < 1, Y0 can be > 1 in
which case conversely, larger limit value of Y0

corresponds to smaller exponent θ. So extension of
Popov criterion is equivalent to fixed point result
when taking the smallest allowable exponent value
1/2. When (εµ/k)Y0

θ −1 > 1, there exists a critical time
ktc for which y(t) is singular, showing finite time
Lagrange instability. Only finite time bounded-ness
is possible in this case, and given a ball B it is
interesting to determine the largest initial ball
B(0,Y0) so that its transform B(T,Y(T)) by eqn(A10)
satisfies B(T,Y(T)) ⊆ B with largest T corresponding
to smallest input-output amplification factor. In the
same way, smallest exponent corresponds to largest
T and largest Y0 when  εµ/k < 1 whereas a
compromise has to be found when εµ/k > 1. So in all
cases an adapted controller exists in explicit form,
and is very robust as it only depends on global
bounding functions for system equations. These may
change with the task, so here the system has a
consistency link between the task assignment and the
nature of its response through the controller guiding
system trajectory whatever it starts from toward any
trajectory belonging to the task manifold.
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PART 2

Natural Systems Modeling

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 21



© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 22



COMPETING ANTS FOR ORGANIZATION DETECTION
APPLICATION TO DYNAMIC DISTRIBUTION

A. Cardon

Laboratoire d’Informatique de Paris VI
Université Paris VI
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ABSTRACT

A simulation application may be modeled as a set of inter-
acting entities within an environment. Such applications
can be represented as a graph with a one-to-one mapping
between vertices and entities and between edges and com-
munications. As for classical applications, performances
depend directly on a good load balancing of the entities be-
tween available computing devices and on the minimiza-
tion of the impact of the communications between them.
However, both objectives are contradictory and good per-
formances may be achieved if and only if a good trade off
is found. Our method for finding such a trade off leans
on a bio-inspired method. We use competitive colonies of
numerical ants, each one depositing colored pheromones,
to find organizations of highly communicating entities.

Keywords: Complex Systems, Self-organization, Artifi-
cial Ants, Dynamic Graph, Community Structures,
Dynamic Load Balancing .

1. Introduction

We present a new heuristic for the dynamic load balanc-
ing problem, when both the application and the computing
environment change during the execution. From the com-
puting environment point of view, the generalization of
wireless technologies together with the emergence of grid-
like and peer-to-peer environments allows us to imagine
next HPC (High Performance Computing) environments
as collections of heterogeneous computing devices appear-
ing and disappearing during the computation. Within such
a context the availability of dynamic load balancing strate-
gies able to manage both application dynamics and envi-
ronment changes might be of primary importance.

There exist many application classes whose structural
as well as numerical characteristics may change during
their execution. Simulation is one of these classes. Sim-
ulation covers a wide range of domains: from life and
earth sciences to social sciences. Many applications rest
on a mathematical analysis and formulation of the global
process to be simulated with systems of differential equa-
tions. An alternative or a complementary way of model-

ing problems for simulation purposes consists in modeling
the environment, each entity moving and evolving within
this environment, and the mechanisms needed for com-
puting entities evolution, their activities and their interac-
tions. Entities may be living beings, particles, or may rep-
resent non-material elements (vortices, winds, streams...).
Individual-based models fall into this category. Within
such models, interactions between the environment and
the individuals are explicit as well as interactions between
individuals themselves. During the simulation, some indi-
viduals may appear and/or disappear without prior notice,
and interactions may change, leading to unpredictable sets
of highly communicating entities. Due to the dynamics of
such applications, the distribution of the entities has to be
continuously examined and some migration choices may
be proposed in order to improve both performances and
emergent organization detections.

In this paper, a bio-inspired algorithm (based on ants)
named AntCO2 is described that advises on a possible
better location of some entities according to the trade off
between load balancing and minimization of communica-
tion overhead. The paper is organised as follows: the next
section described in detail the considered models of appli-
cations and of computing environments. In section 3 the
adaptation of the ant approach to our problem is presented,
and some experiments are reported in section 4, and we
conclude in the last section.

2. Problem formulation

We are interested in the problem of the allocation and mi-
gration of the tasks/entities/agents/elements of applications
on parallel and distributed computing environments. Our
method was primarily designed for managing dynamic char-
acteristics of both the application and the execution envi-
ronment.

2.1. Application Model

Ecological simulations are especially interesting from our
point of view since very few is known about the develop-
ment and the evolution of elements and about their interac-
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tions before the execution. Every piece of the simulation
needing special processing or interactions is called an en-
tity. Thus, we are in front of complex systems, in which
there are numerous interacting entities. As the system
evolves, communications between entities change. Enti-
ties and their interactions appear and disappear creating
stable or unstable organizations. Many individual-based
models (IBMs) are often considered, either as an alterna-
tive or as a complement to state variable models [22]. Each
entity, in IBMs, is simulated at the level of the individual
organism rather than the population level, and the model
allows individual variation to be simulated [3]. Thus, dur-
ing the simulation process some entities may appear or dis-
appear, of entities with weak interactions may meet, lead-
ing to an important increase of the number of communica-
tions between them (for instance a shoal of sardines pass-
ing a group of tuna). While highly dynamic, the whole sys-
tem may be modeled using a classical non oriented graph
whose structural and numerical characteristics may change
during the simulation. Within such a graph, the vertex u is
associated to an element of the simulation that may be a bi-
ological entity or any environmental element, and an edge
e = (u, v) materializes a communication or an interaction
between two elements of the simulation.

AntCO2 aims to provide some kind of load-balancing
for dynamic communication-based graphs and the simu-
lation is coupled with it, in such way that both applica-
tions remain independent up to a certain degree. In one
side we have the simulation and in the other side AntCO2

whereas it goal is to provide a dynamic suggestion on how
and where to migrate entities. In other words, AntCO2

offers a service to the simulation.

2.2. Execution Environment Model

In addition to supercomputers and network of worksta-
tions, the last decade have seen the emergence of a new
generation of high-performance computing environments
made of many computing devices characterized by a high
degree of heterogeneity and by frequent temporary slow-
downs. These environments - computational grids, peer to
peer environments, and networks of mobile computing de-
vices - work almost always in a semi-degraded mode. The
sudden failure of a computing device may entail problems
about the recovery of elements executed on that device.
However, research of solutions for that problem is out of
the scope of our work. We assume that fault tolerance dur-
ing the execution is managed either by the platform used
for the implementation or by the application itself. If such
a failure occur, we only focus on the reallocation of ele-
ments that have lost the computing device they were allo-
cated to.

We also suppose that some events, occurring during
the execution, may be automatically recorded and applied
to the graph. This can be achieved using functionalities
proposed by some programming environments [9]. Rel-
evant events are: arrival and disappearance of elements,
communications (source and destination elements, time
and/or volume and/or frequency of exchanged data), hard-

ware failures (links, computing devices). An interface is
defined between simulation and AntCO2 (see [15]).

2.3. Previous Works on Dynamic Load Balancing

The problem may be formulated as the on-line allocation,
reallocation and migration of tasks to computing resources
composing a distributed environment that may be subject
to failure. Another way of formulating this problem needs
the description of the different communications that may
occur between elements. On the one hand, communica-
tions between elements located on the same computing
resource are supposed negligible. This hypothesis refers
to data locality in parallel processing. On the other hand,
communications between elements located on distinct com-
puting resources constitute the source of the communica-
tion overhead. The latter are called actual communications
in the sequel. Then, our objective may be expressed as the
following trade-off: to reduce the impact of actual commu-
nications while preserving a good load-balancing between
computing resources.

There exist many variants of this problem which has
been extensively studied, and two main classical approaches
may be distinguished. The static one consists in com-
puting at compilation time an allocation of the tasks us-
ing the knowledge - assumed to be known prior to the
execution - about the application and about the comput-
ing environment. This problem is known as the mapping
problem [6]. A global optimization function, representing
both load-balancing and communication overhead mini-
mization, should be minimized. Strategies for achieving
this objective often leans on graph partitioning techniques
using optimization heuristics like simulated annealing, tabu
search or evolutionary computing methods. However this
approach is not suitable as-is in our context since we do
not have information at compilation time.

The second approach is dynamic load-balancing. Many
works have been dedicated to the special case of indepen-
dent tasks [16, 31, 34, 11].When communications are con-
sidered, the problem is often constrained by some infor-
mation about the precedence relation between tasks. In
[24], for instance, the proposed heuristic, named K1, for
scheduling a set of tasks with some dynamic characteris-
tics takes into consideration precedence tasks graphs with
inter-tasks communication delays, but, the execution of the
task set is supposed to be repeated in successive cycles and
the structure of the precedence task graph remains fixed,
and only numerical values (execution times and commu-
nication delays) may change during the execution. When
no information is available about the precedence relation
between tasks, Heiss and Schmitz have proposed a decen-
tralized approach based on a physical analogy by consid-
ering tasks as particles subject to forces [23]. Their appli-
cation model is similar to ours, but they do not consider
changes that may happen to the execution environment.
Moreover, their approach is based on local negotiations
between neighbors resources and may spread out, depend-
ing of the load.

The key point for achieving a good trade-off lies in
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the capacity of combining local decisions (communicat-
ing tasks forming clusters) with global ones (load balanc-
ing). Partitioning of the application graph seems to be a
very suitable method for that goal, since clustering may
be driven by the objective of minimizing the communica-
tions, and the load balancing may be achieved by fixing
the number of clusters. In general, finding an exact solu-
tion to k-partitioning problem of this kind is believed to be
NP-hard [19]. A wide variety of heuristic has been used to
generally provide acceptably good solutions, for example
the Kernighan-Lin algorithm [26]. In the last few years,
alternatives using natural principles such as simulated an-
nealing, tabu search, genetic algorithms, ant algorithms
([25, 2, 27, 29]) have shown great potential. Partition-
ing a dynamic application graph seems to be out of reach
of traditional clustering approaches. Moreover, when lo-
cal changes occur in the application graph, it seems more
profitable to modify/improve the current solution than to
perform a brand new clustering. This implies to consider
the global solution as emergent from the set of local so-
lutions rather than as the result of a driven process. All
these considerations have led us to consider an artificial
collective intelligence approach for our problem.

2.4. Problem Definition

The considered simulations are constituted by a number n
at time t of intercommunicating entities, which we wish to
distribute over a number of p processing resources. Enti-
ties do not necessarily communicate with all the others and
their numbers and the communications vary during time.
The pattern of communications can be represented by a
dynamic graph (network) in which entities are mapped
one-to-one with vertices and communications with edges.

Dynamic graph:
A dynamic graph is a weighted undirected graph G(t) =
(V(t), E(t)) such that:

• V(t) is the set of vertices at time t.

• E(t) is the set of edges at time t. Each edge e is
characterized by:

– a weight w(t)(e) ∈ N
+.

The problem is to distribute at anytime in such a way
to balance the load on each processing resources and at
the same time minimizing the actual communications (see
2.3). To solve this problem, we search a partition of the
graph G(t).

Graph partition:
Let G(t) = (V(t), E(t)) a dynamic graph, a partition D(t)
of G(t) is composed by k disjointed subsets Di(t) of V(t)
called domains with :

k > 0,
⋃

i=1..k

Di(t) = V(t)

The set of edges connecting the domains of a partition (i.e.
edges cut by the partition) D(t) is called an edge-cut de-
noted by B(t).

Our objective is to find a k-partition, at anytime, which
evenly balances the vertex weight among the processing
resources whilst minimizing the total weight of B(t). The
number of domains k must be greater or equal to p the
number of processing resources (for example the partition
found with three colors (p = 3 and four domains (k = 4)
on the graph of Figure 1).

Our method uses organizations inside the communica-
tion graph to minimize communications. To each orga-
nization corresponds a domain Di(t). Detected organiza-
tions in the communication graph may, but do not neces-
sarily correspond to entity organizations in the application.
These detected organizations appear, evolve and disappear
along time.

3. Colored Ant System

Algorithms using numerical ants are a class of meta-heuristics
based on a population of agents exhibiting a cooperative
behaviour [30]. Ants are social insects which manifest a
collective problem-solving ability [12]. They continuously
forage their territories to find food [20] visiting paths, cre-
ating bridges, constructing nests, etc. This form of self-
organization appears from interactions that can be either
direct (e.g. mandibular, visual) or indirect. Indirect com-
munications arise from individuals changing the environ-
ment and other responding to these changes: this is called
stigmergy1. There are two forms of stigmergy, semate-
ctonic stigmergy produces changes in the physical envi-
ronment - building the nest for example - and stigmergy
based on signal which uses environment as support. Thus,
for example, ants perform such indirect communications
using chemical signals called pheromones. The larger the
quantity of pheromones on a path, the larger the number
of ants visiting this path. As pheromone evaporates, long
paths tend to have less pheromone than short ones, and
therefore are less used than others (binary bridge experi-
ment [21])). Such an approach is robust and well supports
parameter changes in the problem. Besides, it is intrinsi-
cally distributed and scalable. It uses only local informa-
tion (required for a continuously changing environment),
and find nearly optimal solutions. Ant algorithms have
been applied successfully to various combinatorial opti-
mization problems like the Travelling Salesman Problem
[13], routing in networks [8, 33], clustering [18], color-
ing [10], graph partitioning [28], and more recently DNA
sequencing [4], Dynamic load balancing falls into the cat-
egory of optimization problems. As reported in [7], Ant
Colony Optimisation (ACO) approaches may be applied to
a given problem if it is possible to define: the problem rep-

1PP. Grass é, ”La th éorie de la stigmergie: Essai d’interpr étation
du comportement des termites constructeurs”, in Insectes Sociaux, 6,
(1959), p. 41-80, introduced this notion to describe termite building ac-
tivity.
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resentation as a graph, the heuristic desirability of edges,
a constraint satisfaction, a pheromone updating rule and, a
probabilistic transition rule. Our approach adds to the load
balancing problem, organization detection and placement
of these to reduce network communication. Even if we
can find similarities with ACO, we will see in the follow-
ing that our algorithm, having no satisfaction constraint,
depart from this.

Let us first motivate our choice for coloring ants and
pheromones.

3.1. Colored Ants

The method proposed by Kuntz et al. [28] for graph parti-
tioning is able to detect clusters within a graph and it also
has the ability of gathering vertices such that:

1. if they belong to the same cluster they are gathered
in the same place,

2. the number of inter-cluster edges is minimized and,

3. distinct clusters are located in different places in the
space.

Points 1. and 2. are relevant for our application, however,
additional issues have to be considered:

1. the number of clusters may be different of the num-
ber of processing resources,

2. the sum of the sizes of the clusters allocated to each
processing resource has to be similar,

3. and their number as well as the graph structure may
change.

For the first issue, in [7], the authors mentioned the
possibility of setting parameters of the KLS algorithm in
order to choose the number of clusters to build. Unfor-
tunately, for our application, we do not know in advance
what should be the best number of clusters for achieving
the best load balancing, as shown in Figure 1, where ele-
ments of the two opposite and not directly linked clusters
should be allocated to the same processing resource.

As the number of processing resources available at a
given moment is known, this problem may be identified
as a competition between processing resources for com-
puting as many elements as possible. This may be directly
included in the ant approach by considering competing ant
colonies. In our work, a distinct color is associated to each
computing resource, and an ant colony is attached to each
resource. Each ant is also colored, and drops pheromones
of that color.

So, in addition to the classical collaborative nature of
ant colonies we have added a competition aspect to the
method. In fact, this reflects exactly the trade-off previ-
ously discussed about dynamic load-balancing. On the
one hand, the collaborative aspect of ants allows the mini-
mization of communications by gathering into clusters el-
ements that communicate a lot, while, on the other hand,
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Figure 1. Example for which the best number of clusters is
different of the number of processing resources (left to right).

the competition aspect of colored ants allows the balanc-
ing of the load between computing resources.

The technical issues about the management of ants,
colors and pheromones are described in detail in the next
sections.

3.2. Graph Description and Notations

As previously mentioned, we consider an undirected graph
whose structural as well as numerical characteristics may
be subject to changes during the execution. Colored ants
walk within this graph, crossing edges and dropping col-
ored pheromones on them.

Dynamic Communication Colored Graph:
A dynamic colored communication graph is a dynamic
graph G(t) = (V(t), E(t), C(t)) such that:

• V(t) is the set of vertices at time t. Each vertex v is
characterized by:

– a color c ∈ C(t),

• E(t) is the set of edges at time t. Each edge e is
characterized by:

– a weight w(t)(e) ∈ N
+ that corresponds to

the volume and/or the frequency and/or the de-
lay of communications between the elements
at each end of edge e.

– a quantity of pheromones of each color.
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Figure 2. Example of a dynamic colored communication graph
at five stages of its evolution.

• C(t) is a set of p colors where p is the number of
available processing resources of the distributed sys-
tem at time t.

The Figure 2 shows an example of a dynamic colored
communication graph at several steps of its evolution, where
the proposed method described in the following, changes
the color of vertices if this improve communications or
processing resource load. The algorithm tries to color ver-
tices of highly communicating clusters with the same col-
ors. Therefore a vertex may change color several times,
depending on the variations of data exchange between en-
tities.

3.3. Pheromones Management

We denote by F(t) the population of ants at time t, and
Fc(t) the set of ants of color c at time t. Pheromones are
dropped on edges by ants crossing them. Pheromones are
colored. An ant x of color c crossing an edge e between
steps t − 1 and t will drop a given quantity of pheromone
of color c. This quantity is denoted by ∆

(t)
x (e, c), and the

quantity of pheromones of color c dropped by ants when
they crossed edge e during time interval ]t − 1, t] is equal
to:

∆(t)(e, c) =
∑

x∈Fc(t)

∆(t)
x (e, c) (1)

The total quantity of pheromones of all colors dropped
by ants on edge e during ]t − 1, t] is equal to

∆(t)(e) =
∑

c∈C(t)

∆(t)(e, c) (2)

If ∆(t)(e) 6= 0, the rate of dropped pheromones of

color c on e during ]t − 1, t] is equal to:

K(t)
c (e) =

∆(t)(e, c)

∆(t)(e)
with K(t)

c (e) ∈ [0, 1] (3)

The quantity of pheromone of color c on the edge (e) at
time t is denoted by τ (t)(e, c). At the beginning τ (0)(e) =
0 and this value changes according to the following recur-
rent equation:

τ (t)(e, c) = ρτ (t−1)(e, c) + ∆(t)(e, c) (4)

Where ρ ∈ ]0, 1] is the proportion of pheromones which
has not been removed by the evaporation phenomenon.
This denotes the persistence of the pheromones on the edges
.

τ (t)(e, c) may be considered as a reinforcement factor
for clustering vertices based on colored paths. However,
due to the presence of several colors, this reinforcement
factor is corrected according to K

(t)
c (e) that represents the

relative importance of the considered color with respect to
all colors. This corrected reinforcement factor is noted:

Ω(t)(e, c) = K(t)
c (e)τ (t)(e, c)

Then, if we denote by Eu(t) the set of edges connected
to vertex u at time t, the color ξ(t)(u) of vertex u is ob-
tained from the main color of its incident edges:

ξ(t)(u) = arg max
c∈C(t)

∑

e∈Eu(t)

τ (t)(e, c) (5)

3.4. Ants Moving and Population Management

Ants move according to local information present in the
graph. Each processing resource is assigned to a color.
Each vertex gets its initial color from the processing re-
source it was allocated to. Initially the number of ants
of a given color is proportional to the processing resource
power that they represent.

3.4.1. Population Management

The process is iterative, between two steps, each ant crosses
one edge and reaches a vertex. When there are too few
ants, evaporation makes pheromones disappear and the method
behaves as a greedy algorithm. If there are too many ants,
pheromones play a predominant role and the system effi-
ciency may decreases. Furthermore, the population is reg-
ulated with respect to the number of processing resources
and to the number of entities.

Initially, our algorithm creates a fixed number of ants
per vertex, which depends on processing resources power.
Vertices are, in the same way, proportionally associated
to processing resources. Then, during the execution, our
method tries to keep the population density constant in the
graph. When some new vertices are created, new ants are
created in order to maintain the population density, and
some ants are removed from the population when some
vertices disappear. When one new processing resource be-
comes available, the number of colors increases by one.
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However, the population has to be modified in order to
take into account this new color. This is done by changing
the color of an equal number of ants of each current color
into the new color. Symmetrically, when a processing re-
source, associated to color c, disappears from the environ-
ment, either because of a failure or because this resource
is out of reach in case of wireless environments, all ants
of color c change their color into the remaining ones. The
creation and the removing of edges have no effect on the
population.

3.4.2. Ants Moves

The moving decision of one ant located on a vertex u is
made according to its color and to the concentration of the
corresponding colored pheromones on adjacent edges of
u. Let us define p(t)(e, c) the probability for one arbitrary
ant of color c, located on the vertex u, to cross edge e =
(u, v) during the next time interval ]t, t + 1]. If we denote
w(t)(e) the weight associated to this edge at time t, then:



































p(t)(e, c) =
w(0)(e)

∑

ei∈Eu(t)

w(0)(ei)
if t = 0

p(t)(e, c) =
(Ω(t)(e, c))α(w(t)(e))β

∑

ei∈Eu(t)

(Ω(t)(ei, c))
α(w(t)(ei))

β
if t 6= 0

(6)
The parameters α and β (both > 0) allow the weight-

ing of the relative importance of pheromones and respec-
tively weights. However, if ants choices were only driven
by this probability formula, there would be no way for
avoiding oscillatory moves. So, we introduce a handicap
factor in equation (6) η ∈ ]0, 1] aiming at preventing ants
from using previously crossed edges. The idea is very sim-
ilar to the tabu list. We introduce this constraint directly
into the probability formula. Each ant has the ability to
remember the k last edges it has crossed. These edges are
stored into a list: Wx with card(Wx) < M (M constant
threshold). Then, the value of η for an ant x considering
an edge (u, v) is equal to:

ηx(v) =

{

1 if v /∈ Wx

η if v ∈ Wx
(7)

For the ant x, the probability of choosing edge e = (u, vi)
during time interval ]t, t + 1] is equal to:

p(t)
x (e, c) =

(Ω(t)(e, c))α(w(t)(e))βηx(u)
∑

ei∈Eu(t)

(Ω(t)(ei, c))
α(w(t)(ei))

βηx(vi)
(8)

To complete this, we introduce a demographic pres-
sure to avoid vertices that already contain too many ants,
so that they are better spread in the graph. It is modeled
by another handicap factor γ(v) on vertices that have a
population greater than a given threshold. This factor is
introduced in the formula (8). Given N(v) the ant count

on the vertex v and N∗ the threshold.

γ(v) =

{

1 if N(v) ≤ N∗

γ ∈]0, 1] else
(9)

The formula (8) becomes :

p(t)
x (e, c) =

(Ω(t)(e, c))α(w(t)(e))βηx(u)γ(u)
∑

ei∈Eu(t)

(Ω(t)(ei, c))
α(w(t)(ei))

βηx(vi)γ(vi)

(10)

3.4.3. Ants Way of Life

The algorithm is based on an iterative process. During the
time interval ]t, t + 1], each ant may either, hatch, move,
or die.

An ant of color c, located on a vertex u dies if the pro-
portion of color c on adjacent edges is under a threshold. If
φ ∈ [0, 1] is the threshold, then, the ant of color c located
on u dies if:

∑

e∈Eu(t)

τ (t)(e, c)

∑

ci∈C(t)





∑

e∈Eu(t)

τ (t)(e, ci)





< φ (11)

A new ant is then created in another location.
This “jumping” mechanism improves the global algo-

rithm behavior. For instance, when the graph becomes un-
connected, some ants may be prisoners of isolated clusters,
and the die-and-hatch sequence allows them to escape, as
illustrated on Figures 3(a) and 3(b). The mechanism, while
keeping population constant, also avoids locked situations
(grabs, overpopulation, starvation) (see Fig. 4) occurring
when the system meets local minima. Moreover, this im-
proves the reactivity of our algorithm that runs continu-
ously, not to find the best solution for a static graph but,
for providing anytime solutions to a continuously chang-
ing environment.

4. Experiments and Results

Dynamic load balancing falls into the category of distributed
time-varying problems. It seems difficult to perform a
comparison to optimal solutions on dynamic graphs. This
is why the first part of the performance analysis is ded-
icated to the comparison of allocations computed by our
method for some classes of static graphs. The second part
of the analysis focuses on the reactivity and on the adapt-
ability of our algorithm for some relevant dynamic graphs.

Before entering into details, some performance mea-
sures are defined in the next section.

4.1. Quality Analysis

Two measures are relevant for defining the quality of a dy-
namic load balancing:
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(a) At start.

(b) Later on, after some ants jumped.

Figure 3. Example of a disconnected dynamic graph.

• The global costs of communications;

• The load-balancing of the application.

They are antagonist. So, in order to evaluate our solu-
tion we first define two quality criteria r1 and r2.

The first criterion r1 ≥ 0 corresponds to the ratio of ac-
tual communications (see section 2.3) over the total num-
ber of communications occurring in the graph. Solutions
are better when r1 is close to zero.

r1 =
actual communications
all the communications

The second criterion r2 measures how the load is bal-
anced among the available processing resources, indepen-
dently of the communications. For each color c, we have
Vc(t) the set of vertices having color c at time t. Then we
have:

r2 =
min(card(Vc(t)))

max(card(Vc(t)))

Figure 4. Problems solved by jumping mechanism.

The load-balancing is better when r2 is close to 1.
In case of static graphs, these criteria, enable us to

store the best solutions obtained so far.
Since we seek to find organizations, r1 is considered to

be a more important criterion. Indeed, it is explicitly de-
fined in ant behavior, unlike r2 that is implicitly optimized
by competition mechanisms.

4.2. Static and Dynamic Analysis

The main objective of our approach is not to compute load-
balancing for static graphs, however, several tests have
been made on different kinds of static graphs to check the
validity of our approach. We assume that the computation
time required by every element, during one time step, is
the same, and we do not take into account migration costs.
Each vertex is randomly assigned to an initial processing
resource at start. No assumption is made about this initial
mapping. For each presented class, figures show both the
colored graph solutions, and the evolution of r1 and r2 cri-
teria. The abscissa is the number of iterations. For most
graphs, parameter used where α = 1, β = 3, ρ = 0.86,
N∗ = 10, φ = 0.3, η = 0.0001, M = 4. Changes in these
parameters are indicated when needed.

4.2.1. Random Graphs

We tested two kinds of random graphs[17], one is purely
random in its topology with uniform weights, and another
with the same topology that in addition defines ”commu-
nications structures”. The first graph was created by con-
necting a given number of vertices randomly with the de-
gree distribution following a Poisson law, the second was
made by creating a spanning tree on the first graph, cut-
ting some edges in the tree to create a forest, and giving
to each remaining edges of this tree larger communication
weights.

Figure 5 shows coloration and criteria evolution for the
first graph. Though sometimes nodes with large degree
perturb the algorithm, a good distribution is found (r2 al-
most always greater than 0.8). The second criterion r1 is
not close to 0 since there are no organizations in the graph.

The Figure 6 uses the same graph topology, but con-
tains organizations of all sizes under the form of communi-
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Figure 5. A random graph with uniform weights and 4 colors
(300 vertices, 602 edges).

cations (Figure 6(a) shows the colored spanning tree with
high weights communications only for the random graph
of Figure 6(b)). The r1 criterion is better than for Figure
5 due to the presence of organizations. The slight diminu-
tion of r2 compared to the previous graph comes from the
fact organizations introduced by natural clusters do not al-
ways define groups of equal size.

Some slight coloration problems appear. They are due
to the high number of low communication edges that per-
turb the algorithm.

4.2.2. Complete Graphs and Graphs with Small Degree
Vertices

We also consider complete graphs in order to measure how
our algorithm balances the load between resources.

The first graph whose r1 and r2 evolution is shown on
Figure 7, is a complete one with 100 nodes. This graph
is unweighted and it therefore does not present organiza-
tions. We see that we have a good r2 criterion, though the
algorithm is quite perturbed by the degree of each node.
Naturally, r1 cannot be made small. Indeed the value of
r1 depends on the distribution, and only on it, as all nodes
play the same role (same degree and same weight). There-
fore it is not really meaningful. As an information on the
diagram 7, a dashed blue line indicates the theoretical best
r1 value if all clusters had had the same size (this optimal
is crossed by our r1 value on the graph since all clusters
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(b) Colored weighted random
graph
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(c) Evolution of r1 and r2 on the random graph

Figure 6. A random graph with ”communication structures”
following a spanning tree, and 4 colors (300 vertices, 602 edges).
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Figure 7. A complete graph with uniform weights and 4 colors
(100 vertices, 4950 edges).

do not have the same size, the plotted ”best” r 1 is only
informative). This value is:

n(p − 1)

p(n − 1)

Else, if clusters are not all the same size, r1 is the optimal
and is equal to:

p
∑

j=1



card(Vj(t))





p
∑

i=1,i6=j

card(Vi(t))









n(n − 1)

The second graph whose r1 and r2 evolution is shown
on Figure 8 is almost the same, but we introduced, as for
random graphs, a communication structure under the form
of weights following a spanning tree in the graph. The
graph therefore contains high weights and low weights
with a large interval between the two. The r1 criterion
is better than for the first graph. As an indication, the the-
oretical best r1 value if all clusters had had the same size is
indicated as a dashed blue line. This number is computed
as follows. Let h̄ and l̄ be the average high and low weights
respectively. Let Eh(t) and El(t) be the set of edges at time
t having high and low weights respectively. Let Ah(t) and
Al(t) be the set of actual communication edges at time t
having high and low weights respectively. Then the opti-
mal assumes that Al(t) has the smallest possible number
of elements (for the graph we use, it is zero):

card(Ah(t))h̄ + card(Al(t))l̄

card(Eh(t))h̄ + card(El(t))l̄

Notice that no particular structure has been given to
the spanning tree, notably, communication cluster are not
all the same size. This impacts on r2.

4.2.3. Scale-Free Graphs

These graphs are characterized by the fact that a restrictive
number of vertices have many connections with weakly
connected vertices. The degree of each vertex follows a
power law [1]. These networks are interesting because
of their omnipresence in nature. Human interactions in
society as well as computer networks or protein interac-
tion networks are some examples of such scale-free graphs
[32].
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Figure 8. A complete graph with ”communication structures”
following a spanning tree, and 4 colors (100 vertices, 4950
edges).

Figure 9 shows the algorithm ability to find organiza-
tions of communicating entities. In this example the r2

value is due to the specific conformation of the graph.
The graph forms natural clusters which influence how ants
travel through the graph: they have far less chances to
cross edges between natural clusters except if pushed-of
them by competition (as ants tend to favor the r1 criterion
explicitly in their behavior whereas r2 is only implicitly
optimized by the fact several colonies are in competition,
as explained above).

4.2.4. Dynamic Graphs

Our algorithm is particularly adapted to dynamic graphs.
The relevance of our method lies in the incremental com-
putation of the solution. A change in the input (a change
in the dynamic graph, the number of computing resources)
can occur at any time during the computation, it will take
it into account and continue from here to detect organiza-
tions.

Indeed, at the base component level, the dynamic graph
is constantly being reconfigured. On the contrary, taken as
a whole, long lasting organizations appear. They are the
image of organizations appearing in the distributed appli-
cation the graph is a representation of. Such organizations
often have a longer lifetime than the average duration of
edges or vertices of the graph. Inside these organizations,
communication is higher both in terms of volume and con-
nectivity. These two last points are criteria used by ants to
form clusters.

Following are several experiments we made with dy-
namic graphs. For some tests, we used program that simu-
late the application by creating a graph and then applying
events to it. Events are the appearance or disappearance of
an edge, a vertex or a processing resource, but also func-
tions that change weights on edges. For others theses we
used an ecosystem application where entities have a boid-
like behaviour.

In figures 10 and 11, the graph representation is as fol-
lows: vertices are rectangles, and edges are shown with
a pie chart in the middle that indicates relative levels of
pheromones with the maximum pheromone level numbered.
Vertices are labeled by their name at the top with under-
neath at the left the total number of ants they host and at
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(a) Colored scale-free graph
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Figure 9. A weighted scale-free graph with 4 colors (391 ver-
tices, 591 edges).

Figure 10. Experiment 1.

the right a pie chart indicating the relative number of ants
of each color present on this vertex.

The first experiment, already shown in Figure 2 and
detailed in Figure 10 is a small graph (18 vertices), where
three main communication clusters appear. These clusters
are linked at the center by low communication edges that
appear and disappear. Inside the clusters some edges also
appear and disappear. For this experiment we used param-
eters α = 1.0, β = 4.0, ρ = 0.8 φ = 0.3, η = 0.0001,
N∗ = 10 and M = 4 vertices. These parameters will be
the same for all other experiments.

The second experiment used a bigger graph (32 ver-
tices) that continuously switch between three configura-
tions. Six snapshots of the graph are presented and show
that clusters remains stable across reconfigurations.

The third experiment uses a grid like graph. A small
graph travels through the first one. It represents a stable or-
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ganisation which interacts with the grid. It is continuously
connected to the grid but these connection change, so that
the small graph moves along the grid (see figure 12).

The small graph keeps the same color along the exper-
iment while it crosses different domains of the grid hav-
ing a distinct color because communications in the small
graph are stronger. Therefore, the organization formed by
the small graph is not perturbed by its interactions with the
grid. This graph could represent an aquatic simulation ap-
plication where a fish school passes in an environment (the
grid being the environment and the small graph being the
fish school). Interactions in the fish school are based on
the fish vision area and are more important, and durable,
inside the school than with the environment.

The fourth experiment is made using an ecosystem sim-
ulation where entities have a boid-like behavior, made of
three rules:

• avoidance: they try to stay at a small distance of
perceived boids,

• cohesion: they try to fly toward the average position
of all perceived boids,

• alignment: they try to match velocity with perceived
boids.

These rules create one or several groups of boids. Fur-
thermore, boids try to avoid predators introduced in the
simulation. Predators cut boids groups in sub-groups.

Each boid is modeled by a vertex in the dynamic graph.
When a boid enters in the field of view of another this
creates an interaction (boids reacting to others in their field
of view) and therefore an edge in the graph. Figures 15 and
16 show both the boids simulation and the corresponding
colored dynamic graph. On Figure 16 boids group formed,
and the graph shows the corresponding clusters, detected
by AntCO2 as shown by colors.

We compared AntCO2 with two other distribution strate-
gies: random and grid. The first assigns a color to a boid
randomly following an uniform law. As the number of
boids stays the same during the experiment, the load bal-
ancing is perfect and stays the same. A contrario interac-
tions between boids on distinct computing ressources are
much more probable.

In the other strategy, we divide the environment in cells
as a grid. Grid cells are mapped to processing ressources.
When a boid is in a cell it is running on the processing
ressource of this cell. In the same way, interactions be-
tween boids which are on two different sub-grids generate
actual communications.

Figures 13 and 14 show the r1 and r2 criteria evolution
respectively for the three strategies on a boid simulation
using 200 boids during 5000 steps.

5. Conclusion

In this paper we presented a colored ant algorithm allow-
ing to detect and distribute dynamic organizations. The al-

gorithm offers advices for entity migration in a distributed
system taking care of the load and communication balanc-
ing. We described a base colored algorithm, observed its
behaviour with static and dynamic graphs and provided
methods to manage them.

Our algorithm handles dynamic graphs. Two proper-
ties of the algorithm allow this: positive feedback main-
tain paths in the graph between highly correlated vertices,
negative feedback isolate these communities. The first is
controlled by ants (pheromone drops), while the other is
completely driven by the environment (evaporation, edge
deletion, weights). Negative feedback is what makes our
algorithm truly adaptive to dynamic graphs, allowing to
forget bad communities introduced by the dynamics.

Organizations emerge from the ant behavior which is
not explicitly implemented. These organizations corre-
spond to solutions, which is the reason why we don’t need
an objective function at the contrary of traditional ant sys-
tems [14].

Since the algorithm searches for organizations, it favours
the r1 criterion, communication minimisation, above the
r2 criterion, load balancing. The r1 criterion is explic-
itly defined in ant behavior whereas r2 is only implicitly
expressed by colored ant competition. This can be seen
in our example 9 (scale-free graph), organizations in the
graph are sometimes antagonist to an optimal load balanc-
ing, merely because organization size is not predictable.

Experimental results show that when there are no or-
ganizations (random graphs, complete graphs. . . ), the al-
gorithm indeed finds no artifacts, and favours the implicit
r2 criterion providing good load distributions.

We started development on a heuristic layer allowing
to handle some constraints tied to the application, like en-
tities that cannot migrate (e.g. bound to a database), but
also information peculiar to the application.

This work takes place within the context of aquatic
ecosystem models[5], where we are faced to a very large
number of heterogeneous auto-organizing entities, from
fluids representatives to living creatures with their specific
behaviour.
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port, IRIDIA, Universit é libre de Bruxelles, Bel-
gium, 1997.

[9] D. Caromel, W. Klauser, and J. Vayssiere. Towards
seamless computing and metacomputing in java. In
Geoffrey C. Fox, editor, Concurrency Practice and
Experience, volume 10, pages 1043–1061. Wiley &
Sons, Ltd., September-November 1998. http://www-
sop.inria.fr/oasis/proactive/.

[10] D. Costa and A. Hertz. Ant can colour graphs. Jour-
nal of Operation Research Society, (48):105–128,
1997.

[11] S. K. Das, D. J. Harvey, and R. Biswas. Adaptative
load-balancing algorihtms using symmetric broad-
cast networks. Journal of Parallel and Distributed
Computing (JPDC), 62:1042–1068, 2002.

[12] J.-L. Deneubourg and S. Goss. Collective patterns
and decision making. Ethology Ecology and Evolu-
tion, 1(4):295–311, 1989.

[13] M. Dorigo and L.M. Gambardella. Ant colony sys-
tem: A cooperative learning approach to the traveling
salesman problem. IEEE Transactions on Evolution-
ary Computation, 1(1):53–66, 1997.

[14] M. Dorigo, V. Maniezzo, and A. Colorni. The ant
system: optimization by a colony of cooperating
agents. IEEE Trans. Systems Man Cybernet., 26:29–
41, 1996.

[15] A. Dutot, R. Fisch, D. Olivier, and Y. Pign é. Dy-
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Figure 11. Experiment 2.
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Figure 12. Experiment 3.
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Figure 13. R1 evolution on a 200 boids application using three
distribution strategies: random, grid and AntCO
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Figure 14. R2 evolution on a 200 boids application using two
distribution strategies: grid and AntCO

2 (random always give
r2 = 1).

(a) Simulation

(b) Colored relation graph between entities of the simulation

Figure 15. At start of the simulation.
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(a) Simulation

(b) Graph

Figure 16. Later on in the simulation.
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PROBLEM SOLVING AND COMPLEX SYSTEMS

Frédéric Guinand, Yoann Pigné

Le Havre University (France)

ABSTRACT

The observation and modeling of natural Complex Sys-
tems (CSs) like the human nervous system, the evolution
or the weather, allows the definition of special abilities and
models reusable to solve other problems. For instance,
Genetic Algorithms or Ant Colony Optimizations are in-
spired from natural CSs to solve optimization problems.
This paper proposes the use of ant-based systems to solve
various problems with a non assessing approach. This
means that solutions to some problem are not evaluated.
They appear as resultant structures from the activity of
the system. Problems are modeled with graphs and such
structures are observed directly on these graphs. Problems
of Multiple Sequences Alignment and Natural Language
Processing are addressed with this approach.

1. Introduction

The central topic of the work presented in that paper is
to propose a method for implicit building of solutions for
problems modeled by graphs.

Whatever the considered domain, physics, biology, ma-
thematics, social sciences, chemistry, computer science...
there exist numerous examples of systems exhibiting glo-
bal properties that emerge from the interactions between
the entities that compose the system itself. Shoal of fishes,
flocks of birds [1], bacteria colonies [2], sand piles [3],
cellular automata [4, 5], protein interaction networks [6],
city formation, human languages [7] are some such ex-
amples. These systems are called complex systems [8].
They are opened, crossed by various flows and their com-
pounds are in interaction with themselves and/or with an
environment that do not belong to the system itself. They
exhibit a property of self-organization that can be defined
as an holistic and dynamic process allowing such systems
to adapt themselves to the static characteristics as well as
dynamic changes of the environment in which their com-
pounds move and act.

The work presented in this paper aims at exploiting
that self-organization property for computing solutions for
problems modeled by graphs. The central idea consists
in the conception of an artificial complex system whose
entities move in and act on a graph (the environment) in

The work of Y. Pigné is financially supported by the French Ministry
of Higher Education and Research.

which we are looking for structures of special interest: so-
lutions of our original problem. In order to answer our
expectations, the entities must leave some marks in the en-
vironment and these marks should define expected struc-
tures. In other words, we want to observe a projection on
the graph of the organization emerging at the level of the
complex system. For that purpose, the considered com-
plex system has to be composed of entities able to move in
the graph, able to interact with each-other and with their
environment. The effects of this last kind of interactions
materialize the projection of the organization of entities
onto the environment.

In ethology, structures and organizations produced by
animal societies are studied according to two complemen-
tary points of view [9]. The first tries to answer to the
question why while the second focuses on the question
how. For the latter, the goal is to discover the link that
exists between individual behavior and the structures and
collective decisions that emerge from the group. In this
context, self-organization is a key concept. It is indeed
considered that the global behavior is an emergent process
that results from the numerous interactions between indi-
viduals and the environment. More precisely, when animal
societies are considered, three families of collective phe-
nomena may be distinguished: (a) spatio-temporal organi-
zation of individual activities, (b) individual differentiation
and (c) phenomena leading to the collective structuration
of the environment. This latter phenomenon mainly occur
with wasp, termite and ant societies. This explains proba-
bly why for about one decade, ants have inspired so much
work on optimization [10].

The approach described in this paper is closely related
with the question how. The more promising collective
phenomenon for reaching our aim is the third one: collec-
tive structuration of the environment. Knowing previous
works on ant colonies and more precisely on Ant System,
artificial ants appear obviously as excellent candidates for
reprensenting the basic entities of our artificial complex
system.

Ants are mobiles entities, they can interact directly us-
ing antennation and/or trophallaxy, or non directly, using
the so-called stigmergy mechanism [11]. Stigmergy may
be sign-based or sematectonic. Sign-based stigmergy is il-
lustrated by ants dropping pheromones along a way from
the nest to a food source. Sematectonic stigmergy is based
on a structural modification of the environment, has illus-
trated by termites building their nest [12]. In its simplest
version, an ant algorithm follows three simple rules. In
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order to simplify, let us consider that the algorithm oper-
ates on a graph: (1) each ant drops a small quantity of
pheromone along the path it uses; (2) at a crossroads, the
choice of the ant is partially determined by the quantity of
pheromones on each outgoing edge: the choice is proba-
bilistic and the larger the quantity of pheromones on one
edge, the larger the probability to choose this edge; (3)
pheromones evaporate with the time. During the process,
some edges are more frequently visited than other ones,
making appear at the graph level some paths, groups of
edges/vertices, or other structures resulting from the local
and indirect interactions of ants.

Artificial ant colonies have been widely studied and
applied to optimization problems. The way they have been
used makes ant colonies belonging to the general class of
metaheuristics. This term refers to high level strategies
that drive and modify other heuristics in order to produce
solutions better than what could be expected by classical
approaches. A metaheuristic may be defined as a set of
algorithmic concepts that can be used for the definition of
heuristic methods applicable to a large spectrum of prob-
lems [13]. A heuristic rests on a scheme that may be a con-
structive method or a local search method. In the former
case, one solution is built using a greedy strategy, while
a local search strategy iteratively explores the neighbor-
hood of the current solution, trying to improve it by local
changes. These changes are defined by a neighborhood
structure that depends on the addressed problem. In [13],
the authors note that artificial ants may be considered as
simple agents and that the good solutions correspond to an
emergent property resulting from the interactions between
these cooperative agents. In addition, they describe an arti-
ficial ant in ACO (Ant Colony Optimization) as a stochas-
tic building process that builds step by step a solution by
adding opportunely elements to the partial solution. The
considered problems are expressed in a classical way, with
the definition of a space of solutions, a cost function that
should be minimized and a set of constraints. Then, each
ant possesses an evaluation function and this evaluation
drives the process.

Particle Swarm Optimization (PSO) is another kind of
optimization method based on the collective behavior of
simple agents. It is close to ant colonies has been pro-
posed and described in [14]. But once again, in PSO, each
particle owns an evaluation function and knows what is the
space of solutions. Each particle is characterized, at time t
by its position, its speed, a neighborhood, and its best po-
sition according to the evaluation function since the begin-
ning of the process. At each step, each particle moves and
its speed is updated according to its best position, the posi-
tion of the particle belonging to the neighborhood showing
the better result to the evaluation function.

Our approach, while belonging to the class of popu-
lation-based methods, is different than both ACO and PSO.
In our mind, depending on the model of the problem and
on the characteristics of the ants, the role of each individ-
ual ant is not to compute a solution (neither complete, nor
partial), but the solution has to be observable into the en-

vironment as the result of the artificial ants actions. That
may be considered as a kind of implicit optimization. We
argue that it is possible to compute non-trivial solutions to
problems without using any global evaluation function. In
what we have done, neither the ants, nor the elements of
the environment in which they move evaluate the result of
their interactions during the process. The motivations for
such an approach are multiple. Building a global evalua-
tion function is sometimes not possible or would required
an effort as important as solving the problem itself. Some-
times, the evaluation of the function is not conceivable dur-
ing the resolution process because of the dynamicity of the
problem. Some other problems cannot be easily expressed
as optimization problems, as in the example developped in
Section 4.

That’s the reason why the behavior of our artificial ants
remains simple and only depends on local information.
Depending on the application, we can have one or sev-
eral collaborating or competing colonies. During the pro-
cess, each ant can drop pheromones, interact with other
ants, and modify its environment. The choice between
several edges for proceeding with the path depends on
the quantity of pheromones dropped by ants belonging to
the same colony (attraction) and on the quantity of phero-
mones dropped by ants of another colony (repulsion). The
modification of the environment may be the creation of a
vertex or the deletion of an edge on the graph.

In the sequel, the general approach is more precisely
stated in Section 2. It is illustrated by two case studies:
the bioinformatic problem of multiple sequence alignment
(Section 3) and the search for interpretation trails in texts
written in natural languages (Section 4). Section 5 ex-
poses some difficulties facing this approach, particularly
the identification of relevant parameters and characteris-
tics and the sensitivity of the method to critical parame-
ters. To finish, a conclusion draws some short and mid-
term perspectives.

2. General Approach

As a starting point, we consider problems that may be
modeled by a graph. Evolutionary Computation excepted,
in classical metaheuristics (ACO, PSO, GAs, tabu search
based methods, GRASP), solutions are explicitly computed
and one unavoidable step is the evaluation of these solu-
tions in order to drive further investigations. In EC the
individuals are not necessarily solutions of the considered
problem, but it is always possible to build a solution from
the set of individuals. This feature is not required for us.
Indeed, our approach relies on the report that in many
cases solutions correspond to structures in the graph. Such
structures can be paths, set of vertices, set of edges, par-
titions of the graph... or any other group of graph ele-
ments. We consider this graph as the environment, into
which many moving and active entities (our artificial ants)
are born, operate, and (sometimes) die. They have the
knowledge of neither the environment, nor the final goal
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of the system, nor the objective function. Their actions
are not driven by the problem, only their characteristics
may depend on it. Each ant can perform only two ac-
tions: to move and to modify the environment. Moving
depends on local characteristics of the environment and
sometimes on an additional basic goal (turning back nest
for instance). Modifications of the environment is used for
both purpose: indirect communications between ants and
structures forming in the environment. Modifications may
be of two types, corresponding to the two stigmergy types:
sign-based (the pheromones) and sematectonic (changes
affect graph structure). In addition, the modifications of
the environment have a feedback effect on the behavior of
artificial ants as illustrated on Figure 1.

Figure 1. The general model: The system evolves on the
graph of the problem, modifies it and is influenced by its
own modifications. Finally solutions are directly observed
on the graph.

As mentioned in the introduction, artificial ants soci-
eties are complex systems, indeed, they are able to exhibit
a self-organizing property that may be translated into, for
instance, a set of edges with a large volume of pheromones,
a set of vertices of the same color... as many structures that
could be solutions of some problems in relation with the
original graph.

The general process for problem-solving using a com-
plex system as described in the sequel is made of three
steps: (1) identification of the structures in the graph that
can be associated to solutions of the original problem, (2)
choice of the features required by the system to achieve the
goal (that is building of structures), (3) critical parameters
tuning. Let us now enter into details.

2.1. Structures identification

The first step, before the construction of the system itself is
to identify, for the graph modeling the considered problem,
the structures that are solutions.

Let us illustrate this with some examples:

Problem description Relevant structure
Mapping sets of vertices
Routing set of paths
Partitioning sets of vertices
TSP circuits
Shortest path paths
Multiple sequence alignment sets of edges
DNA-Sequencing paths

The problem of mapping consists in allocating sets of
tasks to sets of resources. At the end of the process, each
resource is allocated a set of tasks. With respect to the
graph this corresponds to sets of vertices gathered accord-
ing to their allocated resources. Multiple sequence align-
ment will be extensively described in Section 3, and Word
Sense Disambiguation in Section 4. For DNA-Sequencing,
there exists several graph formulations. In all cases, a so-
lution corresponds to a path in the graph. According to
the model, the path may be either a Hamiltonian path, an
Eulerian path or a constrained path. In the case of multi-
objective problems, the solutions can be presented as a set
of paths or subgraphs that in the best case all belong to the
Pareto front.

However, a given problem may be modeled using dif-
ferent graph formulation, thus, it is unlikely to find only
one association between a problem and a graph structure.

Figure 2 illustrates how such structures may be observ-
able directly by a user. The first picture (left-hand side) is
a path built by ants for the shortest path problem. The orig-
inal problem associated to the second picture is dynamic
load balancing. This time, the structures are sets of col-
ored vertices, to each color corresponds a resource. The
method used for obtaining the right-hand side graph is de-
scribed in the same volume [15]

(a) A path (b) Sets of vertices

Figure 2. Example of structures solutions of two different
problems.

2.2. The model

Our choice for a complex system based on artificial ants
was their ability to modify their environment. Moreover,
ant-based systems have an additional property since the
death of any ant do not impede the system to work. Finally,
a lot of ants may be used together since they don’t directly
communicate, but they use the environment instead, thus,
the overhead entailed remains acceptable, and the whole
system is easily distributed on a computer system (a grid
for example) as soon as the environment (the graph) is it-
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self distributed.

As it is classically defined complex systems (CSs) are
led by feedback loops. Positive feedback amplify the evo-
lution while negative feedback reduce it. Ant-based sys-
tems are bound to the same mechanisms. Positive feed-
back takes place with stigmergy. When performing walks
in the graph, ants modify their environment by structural
changes in the graph (sematectonic stigmergy) or by lay-
ing pheromones down the graph (sign-based stigmergy).
This modification are information for other ants that will
later visit the same parts of the graph. These ants will
be attracted by the environment’s information and will de-
posit their own information, attracting more and more ants
into a positive feedback loop. If nothing stops the mech-
anism, the system freezes and cannot evolve anymore. To
prevent the system from stagnating, negative feedback loops
are used. In our approach, it is obtained with evaporation
or erosion processes. In the nature, real pheromone do
evaporate. This is a brake to previous stygmergic mecha-
nisms.

The ant-based complex system has three kinds of ele-
ments: the nests, the colonies and the ants. The conception
of the system takes place at two levels: the colony level
and the ant level, the nests are only positions from which
the ants belonging to the corresponding colony begin their
walks.

2.2.1. Nests and Colonies

The system may be constituted by one or several colonies.
The choice of the number of colonies is mainly problem-
driven. Indeed, if we need only one structure, in most
cases one colony is enough. But, in case of solutions made
of several structures determined as the result of a compe-
tition (partitioning or mapping for instance), then, several
colonies should be necessary. However, sometimes, it is
necessary that ants are born everywhere in the graph, in
such particular cases, there is a one-to-one mapping be-
tween nests and vertices.

One or more colonies of ants may operate into the en-
vironment. The nest of the colony can take place in the
graph on one particular vertex, if the original problem de-
fines a starting point. This is the case for instance when
the structure is a path defined by a fixed starting point.
However, there are also scenarii for which all vertices are
nests, each corresponding to a distinct colony. In this case
ants are competing for accessing some resources. It is also
possible to design systems in which each vertex is a nest
belonging to a supercolony (in the sense of unicoloniality
[16] (Argentine ants in southern Europe)).

In all cases, an ant stemmed from one given colony in-
herit from this colony a set of characteristics (eventually
empty), a color, a sensitivity to pheromones... More gen-
erally, colonies differentiation allow the use of different
heuristics on the same problem. A wide range of global

system behavior rise from this. One of the most interest-
ing properties is the use of ant differentiation so as to raise
competition or collaborative mechanisms. These mech-
anisms are useful when dealing with multiple objective
problems or when the construction of clusters or subgraphs
are desired.

To obtain competition, it is common to assign a colony
a color. Ants from one particular color lay down the en-
vironment ”colored” pheromones of the same color. Ants
are attracted by the pheromones with their color and are
repulsed by other colored pheromones. this general be-
havior lead to the coloration of disconnected parts of the
graph like clusters or subgraphs.

To obtain collaboration, the same mechanism is used.
Ants deposit pheromones of their color and are attracted
by it but there is no repulsion with other colors. This
mechanism is ideal when dealing with multiple objective
problems. One objective represent one color. Each colony
enhances its objective while being attracted by all the phe-
romones.

2.2.2. Ants

General Characteristics
Each ant is autonomous, and independent from the oth-

ers, it can thus be executed concurrently and asynchro-
nously. Each ant is reactive to the environment and its lo-
cal neighborhood is defined as the set of adjacent vertices
and edges of the vertex the ant is located on. Local infor-
mation available from this set of vertices and edges consti-
tute the basic material for the ant to prepare its next move.
These information are of two kinds: information belong-
ing to the problem itself if the problem needs a valuation
of vertices and edges. The topology of the graph can also
indicates constraints from the problem (degree of vertices,
directed versus non-directed graph). Second, the informa-
tion raised from the activity of the ant colony: pheromones
and other data deposit on the edges and on the vertices.

Depending on the considered problem, ants are assigned
characteristics. These characteristics are more or less prob-
lem specific. Some of them can be used with multiple
problems and deserve a presentation:

• The assignment of a color to the ants is useful when
dealing with partitioning problems or multiple ob-
jective problems.

• A tabu list prevent ants from visiting twice an al-
ready visited vertex. The size of this list is relevant
for many problems.

• A sensitivity to pheromones parameter is usually used
to find a balance between the reinforcement of phe-
romone trails and the diversification of the search.
When ants are too much attracted by pheromones
they follow already defined trails and don’t try to
visit unexplored parts of the graph. On the con-
trary, if they don’t pay enough attention to the phe-
romones, no stigmergy is available.
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Moves and Pheromones
Every single ant’s general aim is to move in the graph

and to lay down some pheromones during their moving.
These walks are led by local information and constraints
found in the environment.

Ants lay down pheromone trails on their way. The
quantity of pheromone deposited is a constant value or
calculated with a local rule but is never proportional to
any evaluation of a constructed solution. Pheromone is
persistent: it continues to exist after the ant’s visit. This
pheromone will influence other ants in the future, indeed,
among the set of adjacent edges of one particular vertex v,
the larger the quantity of pheromone on the adjacent edge
the more attractive this edge will be for ants located on v.

The choice of the next vertex to move to is done locally
for each vertex as follows: Let consider a vertex i who’s
neighbors vertices are given by the function neighbors(i)
as a set of vertices. The probability Pi,jfor one ant located
on vertex i to move to neighbor vertex j is:

Pi,j =
τi

∑

k∈neighbors(i) τk

(1)

Different methods can be used to perform the pheromone
lay down. The nature of the lay down and the nature of the
pheromones themselves depends on the problem.

Depending on the kind of solution that is expected,
these moves will raise different structures.

• If the expected structure is a path or a set of paths
in the graph defined by a source vertex and a des-
tination vertex, then ants moves define paths. The
Pheromone deposit can be done when going to the
destination and when returning to the nest or when
returning only.

• If the structures looks like clusters or subgraphs,
then the moves don’t define paths. Ants have no
destination but their behavior is not necessarily dif-
ferent from the previous one. But the existence of
concurrent colonies may restrict the movements of
ants and may entail a kind of gathering of ants of
the same color in the same region. The pheromone
deposit will be performed at each step. If ants are as-
signed a color, then the pheromones they lay down
will be colored with the same color.

2.2.3. General Consideration about the Model

The motivation of developing such a system comes from
its three main properties: self-organization, robustness and
flexibility.

The system do not explicitly build structures, instead
of that, structures appear as the results of the interactions
between ants and between ants and the environment. This
is a consequence of the self-organization property.

The system do not compute explicitly solutions but
rather relies on the notion of structures, thus, when changes
occur within the environment, the whole process remains

the same since no objective function is evaluated by ants,
in other words, the behavior of ants changes in no way.
Thus, intrinsically, this approach owns a robustness prop-
erty.

Finally, the system is flexible. Indeed, ants are au-
tonomous and independent entities. If one or several ants
disappear from the system, this one keeps on working.
This property is very interesting because it allows a way of
working based on flows of entities stemmed from colonies
that may be subject to mutations (practically changes in
some characteristics).
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3. Multiple Sequence Alignment

Multiple Sequence Alignment (MSA) is a wide-ranging
problem. A lot of work is done around it and many dif-
ferent methods are proposed to deal with [17, 18, 19]. A
subset of this problem, called multiple block alignment
aims at aligning together highly conserved parts of the se-
quences before aligning the rest of the sequences. Here,
the problem isn’t considered as a whole. The focus is done
on the underlining problem of MSA that is the alignment
of blocks between the sequences.

3.1. Description of the Problem

Multiple alignment is an inescapable bioinformatic tool,
essential to the daily work of the researchers in molecular
biology. The simple versions come down to optimization
problems which are for the majority NP-hard. However,
multiple alignment is very strongly related to the ques-
tion of the evolution of the organisms from which the se-
quences result. It is indeed allowed that the probability of
having close sequences for two given organisms is all the
more important as these organisms are phylogenetically
close. One of the major difficulties of multiple alignment
is to determine an alignment which, without considering
explicitly evolutionary aspects, is biologically relevant.

Among the many ways followed to determine satisfac-
tory alignments, one of them rests on the notion of block.
A factor is a substring present in several sequences and
should correspond to strongly preserved zones from an
evolutionary point of view. This particular point makes
this approach naturally relevant from the biological point
of view. Building blocks consists in choosing and gath-
ering identical factors common to several sequences in the
more appropriate way. A block contains at most one factor
per sequence and one given factor can only belong to one
block. The construction of blocks is one step of the full
process of multiple sequence alignment and the choice of
factors for building blocks is the problem we address.

3.2. Proposed Solution

The general scheme for this kind of the method follows
three steps:

1. Detection of common subsets (factors) in the set of
sequences.

2. Determination of groups of common factors (blocks)
without conflict between them.

3. Alignment of the rest of the sequences (parts of se-
quences that don’t belong to the set of blocks).

The work done by the ant colony deals with the sec-
ond step. The problem must be modeled as a graph. It
will constitute the environment that the ants will be able
to traverse. Solutions are observed in the graph as a set of
relevant edges that link factors into blocks.

3.3. Graph Model

As only factors of sequences are manipulated, each DNA
or protein sequence considered is reduced to the list of its
common factors with the other sequences of alignment.
Figure 3 illustrates such a conversion.

Figure 3. Sequences conversion
This is an alignment composed of three sequences. Com-
mon subsequences of these sequences which are repeated
are labeled. After the conversion, the alignment is de-
scribed as sequence 1 = ACBCDE, sequence 2 = ABCDE
and sequence 3 = ABCED.

Commonly, a graph is used to figure out the environ-
ment in which ants are dropped off. A multiple alignment
is often represented by laying out the sequences one under
the other and by connecting the identical factors together.
Factors and their relations in the alignment can be repre-
sented as graphs. The factors are the vertices and the edges
between these factors are the edges of the graph.

A group of identical factors (with the same pattern)
form a factor graph. The quantity of factor graphs is
equal to the number of different factors. That is to say,
given a factor ’A’, the factor graph ’A’ is a complete graph
in which all the edges linking the factors belonging to the
same sequence are removed.

A group of blocks is said to be compatible if all of
these blocks can be present in the alignment with no cross
and no overlap between them.

If two blocks cross each other, one of them will have
to be excluded from the final alignment in order to respect
the compatibility of the unit. In a graph representation,
one can say that the crossings between the edges are to be
avoided.

This representation makes it possible to locate the con-
flicts between the factors which will prevent later the for-
mation of blocks. Indeed, as in figure 4, the factors ’D’
and ’E’ of sequence 2 are linked to the factors ’D’ and ’E’
of sequence 3. These edges cross each other, which trans-
lates a conflict between 2 potential blocks containing these
factors.

Aseq 1 :  

seq 2 :   

seq 3 : 

C B C D E

A B C D E

A B C E D

Figure 4. The same alignment as in figure 3. Here, the
factors and the edges between them are presented.
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The alignment is finally represented as a set of factor
graphs. This graph G = (V, E) with V the set of vertices
where each vertex is on factor of the alignment, and E the
set of edges between vertices where an edge denotes the
possibility for two common factors to be aligned together
in the same block. The vertices of this graph are num-
bered. That is to say a factor X , appearing for the jth time
in the ith sequence gives a vertex labeled Xi,j . Figure 5
represent such a graph.

Figure 5. The same alignment as in figure 3 and 4 repre-
sented with the graph model.

The constraints between edges that represent the con-
flicts between factors have to be represented. In this way
a second graph G′ is constructed from the previous one.
This new graph is isomorphic to the previous one, such
that the vertices of this new graph are created from the
edges of the previous one. From this new graph, a new
set of edges, that represent the conflicts between factors,
is created.

As it can be observed in figure 6 these new vertices
have two kind of edges: one kind of edges when two ver-
tices share a common factor, and one kind of edge to rep-
resent the conflicts.

Figure 6. This graph G′ is isomorphic to G. It is called
conflicts graph. It helps with the representation of conflicts
between factors. The light edges represent the share of
a common factor between two graphs. The Heavy edges
represent the conflicts.

In the following algorithm, the graph G is considered
to be the environment the ant will use. G′ is only used to
determined conflicts.

3.4. The algorithm

The general scheme of the behavior of the ant colony based
system follows these rules:

• Ants perform walks into the research graph.

• During these walks they lay pheromones down the
edges they cross.

• They are attracted by the pheromone trails already
laid down the environment.

• Constrained areas of the graph are repulsive for ants.

Like has been said in the section 2, the first step of our
approach is to characterize the solutions we are looking
for.

3.4.1. Formulation of a solution

This question is delicate because it returns to the nature
of the problem. Indeed, multiple alignment is not only
one fixed method. Many biological considerations come
into play. Nothing guarantees besides that one is able to
provide a coherent response without solids knowledge in
molecular biology.

Moreover, biologist themselves do not agree whether
or not a given alignment is a good one. Popular functions
like the sum of pairs [20] are widely debated. In conse-
quence, the formulation of an evaluation function seems
doubtful. It doesn’t seem to be so problematic since the
method used doesn’t evaluate solutions. Moreover ants
don’t construct solutions individually.

Nevertheless, it is known that final alignments should
be composed of blocks without conflicts. The simplest and
relatively natural idea is to maximize the number of blocks
formed without conflicts. But this goal is not founded
on any biological consideration. Such a goal can proba-
bly draw aside from the solutions biologically better than
those required. An interesting property can be observed
without scientific considerations. Indeed starting from the
factors one can evaluate the relative distance between 2
blocks compared to the set the factors. This information
is simple and gives an advantage to edges between close
factors, “geographically” speaking.

Solutions in this model are carried out from the ex-
ploration of the system composed of ant colonies. High
valuable edges in the environment end loaded with a large
quantities of the pheromones. The most heavily loaded
edges belong to the solution. These edges link vertices
that represent parts of the blocks of the solution.

Since ants only perform walks in the environment, they
do not consider any block formation nor try to minimize
any conflict. From a general point of view, a non conflicted
set of blocks rise from the graph.

3.4.2. Pheromone lay down

Let τij be the quantity of pheromone present on the edge
(i, j) of graph G which connects the vertices i and j. If
τij(t) is the quantity of pheromone present on the edge
(i, j) at moment t, then ∆τij is the quantity of pheromone
to be added to the total quantity on the edge at moment
t + 1. So:

τij(t + 1) = (1 − ρ).τij(t) + ∆τij (2)
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ρ represents the evaporation rate of the pheromones.
Indeed, the modeling of the evaporation (like natural phe-
romones) is useful because it makes it possible to control
the importance of the produced effect. In practice, the con-
trol of this evaporation makes it possible to limit the risks
of premature convergence towards a local minimum.

The quantity of pheromone δτij added on the edge
(i, j) is the sum of the pheromone deposited by all the
ants crossing the edge (i, j) with the new step of time. If
m ants use the edge (i, j), then:

∆τij =

m
∑

k=1

∆τk
ij (3)

The volume of pheromone deposited on each passage
of an ant is a constant value Q.

3.4.3. Feedback loops

In a general scheme, negative feedback loops prevent the
system from continually increasing or decreasing to crit-
ical limits. In our system, constraints between conflicted
edges are repulsive for ants. These negative loops aim at
maintaining bounded quantities of pheromones. Let con-
sider an ant going over the edge (i, j) of the graph G.
The information on the isomorphic graph G′ returns that
(i, j) is in conflict with edges (k, l) and (m, n). Then the
quantities of pheromone will be modified consequently.
δτij = δτij + q for the normal deposit of pheromone and
δτkl = δτkl−q and δτmn = δτmn−q to represent negative
feedback on the edges in conflict with (i, j).

3.4.4. Transition rule

When an ant is on vertex i, the choice of the next vertex to
be visited must be carried out in a random way according
to a definite probability rule.

According to the method classically proposed in ant
algorithms, the choose of a next vertex to visit is influ-
enced by 2 parameters. First, a local heuristic is made
with the local information that is the relative distance be-
tween the factors. The other parameter is representative of
the stygmergic behavior of the system. It is the quantity of
pheromone deposited.

Note: Interaction between positive and negative phe-
romones can lead on some edges to an overall negative
value of pheromone. Thus, pheromones quantities need
normalization before the random draw is made. Let max
be an upper bound value set to the largest quantity of phe-
romones on the neighborhood of the current vertex. The
quantity of pheromone τij between edge i and j is normal-
ized as τij = max − τij .

The function neighbors(i) returns the list of vertices
next to i. The choice of the next vertex will be carried
out in this list of successors. The probability for an ant
being on vertex i, to go on j (j belonging to the list of
successors) is:

P (ij) =
[ 1
max−τij

]α.[ 1
dij

]β

∑

s∈neighbors(i))[
1

max−τis

]α.[ 1
dis

]β
(4)

Table 1.
AB AB- -AB AB

AB AB- -AB AB

BA -BA BA- BA

5 5 0

Table 2.
AB AB- --AB --AB-

AA A-A A-A- --A-A

ABA ABA ABA- ABA--

10 0 0

In this equation, the parameters α and β make it pos-
sible more or less to attach importance to the quantities of
pheromone compared to the relative distances between the
factors.

3.5. Results

In the examples below, for a better readability, the factors
are reduced to letters. A sequence is only represented with
its factors. For example, ABBC is a sequence containing
4 factors, one factor labeled ’A’, two labeled ’B’ and 1
named ’C’.

Let’s see some little alignments that require a particu-
lar attention. In the tables, the first column represents the
original alignment. The other columns represent possible
solutions. The last line of the table show the average num-
ber of time solutions are chosen over 10 trials.

The choice, in the table 1 must be made between the
’A’ factors and the ’B’ factors to determine which block
will be complete. The algorithm cannot make a clear choice
between the 2 first solutions. In the table 2, the choice of
3 blocks is wanted. The difficulty for the method is to dis-
cover the ’B’ block inside all the ’A’ factors.

In the table 3, the ’A’ factor and the ’D’ factor on the
first sequence have the same conflicts. The choice will be
made thanks to the relative distance between the factors.
Here, the rest of he ’D’ factor are far from the ’D’ factor
of the sequence 1, so it will not be chosen.

The goal, in table 4 tests the aggregation capacity of
the method. It is the concept of ”meta-block” that we want
to highlight. Here, the first block of ’B’ factors can be
align with the first ’B’ factor of the second sequence or
with de second factor ’B’ on the same sequence. The al-
gorithm will chose the second option because there is a
meta-block at this position, i.e. two or more blocks where
each factor on each sequence follow in the same order.

Table 3.
DAZZZZ DA-----ZZZZ DAZZZZ----- -----DAZZZZ

ACGSTD -ACGSTD---- -A----CGSTD ACGSTD-----

ACGSTD -ACGSTD---- -A----CGSTD ACGSTD-----

ACGSTD -ACGSTD---- -A----CGSTD ACGSTD-----

0 10 0
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Table 4.
BABAB B-ABA-B -BABA-B -BAB-AB

BBABAAB BBABAAB BBABAAB BBABAAB

BABAB B-ABA-B -BABA-B -BAB-AB

0 5 5

4. Natural Language Processing

4.1. Description of the Problem

Understanding a text requires the comparison of the vari-
ous meanings of any polysemous word with the context of
its use. But, the context is precisely defined by the words
themselves with all their meanings and their status in the
text (verb, noun, adjective...). Given their status, there ex-
ist some grammatical relations between words. These re-
lations can be represented by a tree-like structure called a
morpho-syntactic analysis tree. Such a tree is represented
on Figure 7.

a small bettle that spoils grain

N

.

ADJ V N

VPANPART

NP

PR

PUNCT

PH

REL

Figure 7. Morphosyntactic tree obtained from a lexical
and grammatical analysis of the text. ART denotes article,
PUNCT the punctuation, V stands for verb, N for noun...

This structure represents the syntactical relations be-
tween words, but in no way their semantics relations. In
order to represent this new relational structure, we con-
sider words as the basic compounds of an interaction net-
work which implicit dynamics reveals the pregnancy of
each meaning associated to any polysemous word. If we
refer to the most commonly shared definition of a complex
system, it states that it is a network of entities which in-
teractions lead to the emergence of structures that can be
identified as high-level organisations. The action of one
entity may affect subsequent actions of other entities in
the network, so that the action of the whole is more than
the simple sum of the actions of its parts.1. The actions in
our context correspond to the meanings of the words con-
stituting the text, and the sum of the actions results in the
global meaning of the text, which is, for sure, much more
than the simple sum of the meanings of the words.

The addressed problem is twofold. On the one hand,
we have to find a way of expressing words meanings in-
teractions, and on the other hand, we have to conceive a
system able to bring to the fore potential meanings for the

1[21] Why do we need artificial life ? page 305.

whole text in order to help an expert for raising ambigu-
ities due to polysemy. This problem is known as Word
Sense Disambiguation (WSD).

4.2. Models and Tools

Thematic aspects of textual segments (documents, para-
graphs, syntagms, etc.) can be represented by conceptual
vectors. From a set of elementary notions, concepts, it is
possible to build vectors (conceptual vectors) and to asso-
ciate them to lexical items2. Polysemous words combine
the different vectors corresponding to the different mean-
ings (Figure 8 gives an illustration of conceptual vectors).

profit (profit). benefice (benefit).

Figure 8. Conceptual vectors of two terms (profit and ben-
efit). In french, we can observe that profit is more polyse-
mous than benefice. Moreover, from the graphical repre-
sentation, it appears that both terms are closely related.

This vector approach is based on well known math-
ematical properties, it is thus possible to undertake well
founded formal manipulations attached to reasonable lin-
guistic interpretations. Concepts are defined from a the-
saurus (in the prototype applied to French, [22] has been
chosen where 873 concepts are identified). The building
of conceptual vectors is a research domain in itself and is
out of the scope of this brief example, so in the following,
we consider that each meaning of a word is attached to a
conceptual vector.

In order to build the interaction network we need a
way of deciding whether two terms are thematically re-
lated or not. For that purpose, we define two measures:
Sim(A, B) a similarity measure between two vectors A
and B that can be expressed as the scalar product of both
vectors divided by the product of their norm, and the angu-
lar distance DA between two vectors A and B (DA(A, B) =
arccos(Sim(A, B))) Intuitively, this latter function con-
stitutes an evaluation of the thematic proximity and is the
measure of the angle between the two vectors. We would
generally consider that, for a distance DA(A, B) ≤ π

4 ,
(i.e. less than 45 degrees) A and B are thematically close
and share many concepts. For DA(A, B) ≥ π

4 , the the-
matic proximity between A and B would be considered as
loose. Around π

2 , they have no relation.

The structures associated to solutions for our problem
can be defined as a path or a set of paths. Each path cor-
respond to a so-called interpretation trail. The fact that

2Lexical items are words or expressions that constitute lexical entries.
For instance, car or white ant are lexical items
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within a sentence several meanings may co-exist entails
the possibility for several interpretation trails and thus of
several distinct paths.

4.3. Ant-based method

Our method for WSD relies on both kind of stigmergy.
Sign-based stigmergy plays a role in ant behaviors. Sema-
tectonic stigmergy is used for modifying nodes character-
istics and for creating new paths between vertices. In the
sequel, these new paths will be called bridges.

The ”binary bridge” is an experiment developed by
[23]. As reported in [10] in this experiment, a food source
is separated from the nest by a bridge with two equally
long branches A and B.Initially, both paths are visited and
after some iterations, one path is selected by the ants, whereas
the second, although as good as the first one, is deserted.
This experiment interests us for two reasons. It first shows
that ants have the ability of organizing themselves in or-
der to determine a global solution from local interactions,
thus, it is likely to obtain an emergent solution for a prob-
lem submitted to an ant-based method. This point is cru-
cial for our approach, since we expect the emergence of a
meaning for the analyzed text. But, the experiment also
shows the inability of such method, in its classical formu-
lation, to provide a set of simultaneous and distinct solu-
tions instead of only one at a time. As these methods are
based on the reinforcement of the current best solution,
they are not directly suitable for our situation. Indeed, if
several meanings are possible for a text, all these meanings
should emerge. That was the main motivation for introduc-
ing color as a colony characteristic.

The computational problem is twofold. Indeed the mean-
ings are not strictly speaking active entities. In order to
ensure the interactions of the meanings of the whole text,
an active framework made of ”meaning transporters” must
be supplied to the text. These ”transporters” are intended
to allow the interactions between meanings of text ele-
ments. They have to be both light (because of their possi-
ble large number) and independent (word meanings are in-
trinsic values). Moreover, when some meanings stemmed
from different words are compatible (engaged with job for
instance), the system has to keep a trace of this fact.
This was the original motivation for us to consider ant-
based complex systems as described in Section 2. A simi-
lar idea already existed in [24] with the COPYCAT project,
in which the environment by itself contributes to solution
computation and is modified by an agent population where
roles and motivations varies. We retain here some as-
pects mentioned in [25], that we consider as being cru-
cial: (1) mutual information or semantic proximity is one
key factor for lexical activation, (2) the syntactic struc-
ture of the text can be used to guide information prop-
agation, (3) conceptual bridges can be dynamically con-
structed (or deleted) and could lead to catastrophic events
(in the spirit of [26]). These bridges are the instrumental
part allowing mutual-information exchange beyond local-
ity horizons. Finally, as pointed by [24], biased random-
ization (which doesn’t mean chaos) plays a major role in

the model.
In order to build several structures corresponding to

competing meanings, we consider several colonies with
the color characteristic.

4.4. Environment

The underlying structure of the environment is the mor-
phosyntactic analysis tree of the text to be analyzed. Each
content word is a node. This node has as many children
in the tree as senses. To each child associated to a sense
corresponds a unique color: the conceptual vector of the
sense. A child is also a nest and all children of a node as-
sociated to a content word are competing nests. An ant can
walk through graph edges and, under some circumstances,
can build new ones (called bridges). Each node contains
the following attributes beside the morphosyntactic infor-
mation computed by the analyzer: (1) a resource level R,
and (2) a conceptual vector V . Each edge contains (1) a
pheromone level. The main purpose of pheromone is to
evaluate how popular a given edge is. The environment by
itself is evolving in various aspects:

1. the conceptual vector of a node is slightly modified
each time a new ant arrives. Only vectors of nests
are invariant (they cannot be modified). A nest node
is initialized with the conceptual vector of its word
sense, other nodes with the null vector.

2. resources tend to be redistributed toward and be-
tween nests which reinvest them in ants production.
Nodes have an initial amount of resources of 1.

3. the pheromone level of edges are modified by ant
moves. The evaporation rate δ ensures that with
time pheromone level tends to decrease toward zero
if no ant are passing through. Only bridges (edges
created by ants) would disappear if their pheromone
level reaches zero.

The environment has an impact on an ant and in return
ants continuously modify the environment. The results
of a simulation run are decoded thanks to the pheromone
level of bridges and the resource level of nests.

4.5. Nests, Ant Life and Death

A nest (word sense) has some resources which are used for
producing new ants. At each cycle, among the set of nests
having the same parent node (content word), only one is
allowed to produced a new ant. The color of this ant is the
one of the selected nest. In all generality, a content word
has n children (nests), and the nest chosen for producing
the next ant is probabilistically selected according to the
level of resources. There is a cost ε for producing an ant,
which is deducted from the nest resources. Resource levels
of nests are modified by ants. The probability of produc-
ing an ant, is related to a sigmoid function applied to the
resource level of the nest. The definition of this function
ensures that a nest has always the possibility to produce
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a new ant although the chances are low when the node is
inhibited (resources below zero). A nest can still borrow
resources and thus a word meaning has still a chance to
express itself even if the environment is very unfriendly.

The ant cost can be related to the ant life span λ which
is the number of cycles the ant can forage before dying.
When an ant dies, it gives back all the resources it carries
plus its cost, to the currently visited node. This approach
leads to a very important property of the system, that the
total level of resources is constant. The resources can be
unevenly distributed among nodes and ants and this dis-
tribution changes over time, sometimes leading to some
stabilization and sometimes leading to periodic configu-
rations. This is this transfer of resources that reflects the
lexical selection, through word senses activation and inhi-
bition.

The ant population (precisely the color distribution) is
then evolving in a different way of classical approaches
where ants are all similar and their number fixed in ad-
vance. However, at any time (greater than λ), the envi-
ronment contains at most λ ants that have been produced
by the nests of a given content word. It means that the
global ant population size depends on the number of con-
tent words of the text to be analyzed, but not on the number
of word meanings. To our views, this is a very strong point
that reflects the fact some meanings will express more than
others, and that, for a very polysemic word, the ant strug-
gle will be intense. A monosemic word will often serve
as a pivot to other meanings. Moreover, this characteristic
allows us to evaluate the computing requirements needed
for computing the analysis of a given text since the number
of ants depends only on the number of words.

4.6. Ant Population

An ant has only one motivation: foraging and bringing
back resources to its nest. To this purpose, an ant has two
kinds of behavior (called modes), (1) searching and forag-
ing and (2) returning resources back to the nest. An ant
a has a resource storage capacity R(a) ∈ [0, 1]. At each
cycle, the ant will decide between both modes as a linear
function of its storage. For example, if the R(a) = 0.75,
there is a 75% chance that this ant a is in bringing back
mode.

Each time an ant visits a (non-nest) node, it modifies
the node color by adding a small amount of its own color.
This modification of the environment is one factor of the
sematectonic stigmergy previously mentioned and is the
means for an ant to find its way back home. The new value
of the color is computed as follows: C(N) = C(N) +
αC(a) with 0 < α < 1. In our application, colors are
conceptual vectors and the “+” operation is a normalized
vector addition (V (N) = V (N) + αV (a)). We found
heuristically, that α = 1/λ constitutes a good trade-off
between a static and a versatile environment.

4.7. Searching Behavior

Given a node Ni. Nj is a neighbor of Ni if and only if
there exists an edge Eij linking both nodes. A node Ni

is characterized by a resource level noted as R(Ni). An
edge Eij is characterized by a pheromone level noted as
Ph(Eij). A searching ant will move according to the re-
source level of each adjacent node (its own nest excepted)
and to the level of pheromones of the outgoing edges. More
precisely an attraction value is computed for each neigh-
bor. This value is proportional to the resource level and
inversely proportional to the pheromone level.

attractS(Nx) =
max (R(Nx), η)

Ph(Eix) + 1
(5)

Where η is a tiny constant avoiding null values for
attraction. The motivation for considering an attraction
value proportional to the inverse of the pheromone level is
to encourage ants to move to non visited parts of the graph.
If an ant is at node Ni with p neighbors Nk(k = 1 · · · p),
the probability PS(Nx) for this ant to choose node Nx in
searching mode is:

PS(Nx) =
attractS(Nx)

∑

1≤j≤p attractS(Nj)
(6)

Then, if all neighbors of a node Ni have the same level
of resources (including zero), then the probability for an
ant visiting Ni to move to a neighbor Nx depends only on
the pheromone level of the edge Eix.

An ant is attracted by node with a large supply of re-
sources, and will take as much as it can hold (possibly all
node resources). A depleted node does not attract search-
ing ants. The principle here, is a simple greedy algorithm.

4.8. Bringing Back Behavior

When an ant has found enough resources, it tends to bring
them back to its nest. The ant will try to find its way back
thanks to the color trail left back during previous moves.
This trail could have been reinforced by ants of the same
color, or inversely blurred by ants of other colors.

An ant a returning back and visiting Ni will move ac-
cording to the color similarity of each neighboring node
Nx with its own color and according to the level of pheromones
of the outgoing edges. More precisely an attraction value
is computed for each neighbor. This value is proportional
to the similarity of colors and to the pheromone level:

attractR(Nx) = max(sim(colorOf(Nx), colorOf(a)), η)×
(Ph(Eix) + 1)

Where η is a tiny constant avoiding null values for at-
traction.

If an ant is at node Ni with p neighbors Nk(k = 1 · · · p),
the probability PB(Nx) for this ant to choose node Nx in
returning mode is:

PR(Nx) =
attractR(Nx)

∑

1≤j≤p attractR(Nj)
(7)
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All considered nodes are those connected by edges in
the graph. Thus, the syntactic relations, projected into geo-
metric neighborhood on the tree, dictate constraints on the
ant possible moves. However, when an ant is at a friendly
nest, it can create a shortcut (called a bridge) directly to its
home nest. That way, the graph is modified and this new
arc can be used by other ants. These arcs are evanescent
and might disappear when the pheromone level becomes
null.

From an ant point of view, there are two kinds of nests:
friend and foe. Foe nests correspond to alternative word
senses and ants stemmed from these nests are competing
for resources. Friendly nests are all nests of other words.
Friends can fool ants by inciting them to give resource.
Foe nests instead are eligible as resource sources, that is to
say an ant can steal resources from an enemy nest as soon
as the resource level of the latter is positive.

4.9. Results

The evaluation of our model in terms of linguistic anal-
ysis is by itself challenging. To have a larger scale as-
sessment of our system, we prefer to evaluate it through a
Word Sense Disambiguation task (WSD).

A set of 100 small texts have been constituted and each
term (noun, adjective, adverb and verb) has been manually
tagged. A tag is a term that names one particular meaning.
For example, the term bank could be annotated as bank/ri-
ver, bank/money institution or bank/building assuming we
restrict ourselves to three meanings. In the conceptual vec-
tor database, each word meaning is associated to at least
one tag (in the spirit of [27]). Using tag is generally much
easier than sense number especially for human annotators.

The basic procedure is quite straightforward. The unan-
notated text is submitted to the system which annotates
each term with the guessed meaning. This output is com-
pared to the human annotated text. For a given term, the
annotation available to the human annotator are those pro-
vided by the conceptual vector lexicon (i.e. for bank the
human annotator should choose between bank/river, bank/-
money institution or bank/building). It is allowed for the
human annotator to add several tags, in case several mean-
ings are equally acceptable. For instance, we can have The
frigate/{modern ship/ancient ship} sunk in the harbor., in-
dicating that both meanings are acceptable, but excluding
frigate/bird. Thereafter, we call gold standard the anno-
tated text. We should note that only annotated words of
the gold standard are target words and used for the scor-
ing.

When the system annotates a text, it tags the term with
all meanings which activation level is above 0. That is
to say that inhibited meanings are ignored. The system
associates to each tag the activation level in percent. Sup-
pose, we have in the sentence The frigate sunk in the har-
bor. an activation level of respectively 1.5 , 1 and −0.2 for
respectively frigate/modern ship, frigate/ancient ship and
frigate/bird. Then, the output produced by the system is:

The frigate/{modern ship:0.6/ancient ship:0.4}.

Precisely, we have conducted two experiments with
two different ranking methods.

A Fine Grained approach, for which only the
first best meaning proposed by the system is
chosen. If the meaning is one of the gold stan-
dard tag, the answer is considered as valid and
the system scores 1. Otherwise, it is consid-
ered as erroneous and the system scores 0.

A Coarse Grained approach, more lenient, gives
room to closely related meanings. If the first
meaning is the good one, then the system scores
1. Otherwise, the system scores the percent
value of a good answer if present. For exam-
ple, say the system mixed up completely and
produced:

The frigate/{bird:0.8/ancient ship:0.2}.

the system still gets a 0.2 score.

Scoring scheme All terms

Fine Grain Scoring 0.68
Coarse Grain Scoring 0.85

Nouns Adjectives Verbs Adverbs

0.76 0.78 0.61 0.85
0.88 0.9 0.72 0.94

These results compare quite favorably to other WSD
systems as evaluated in SENSEVAL campaign [28]. How-
ever, our experiment is applied to French which figures are
not available in Senseval-2 [29].

As expected, verbs are the most challenging as they
are highly polysemous with quite often subtle meanings.
Adverbs are on the contrary quite easy to figure when pol-
ysemous.

We have manually analyzed failure cases. Typically,
in most cases the information that allows a proper mean-
ing selection are not of thematic value. Other criteria are
more prevalent. Lexical functions, like hyperonymy (is-a)
or meronymy (part-of) quite often play a major role. Also,
meaning frequency distribution can be relevant. Very fre-
quent meanings can have a boost compared to rare ones
(for example with a proportional distribution of initial re-
sources). Only if the context is strong, then could rare
meanings emerge.

All those criteria were not modeled and included in our
experiments. However, the global architecture we propose
is suitable to be extended to ants of other caste (follow-
ing an idea developed by Bertelle et al. in [30]). In the
prototype we have developed so far, only one caste of ants
exists, dealing with thematic information under the form
of conceptual vectors. Some early assessments seem to
show that only with a semantic network restricted part-of
and is-a relations, a 10% gain could be expected (roughly
a of gain 12% and a lost of 2%).

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 50



5. Analysis

From the problems presented section 3 and 4 the three
main steps identified in section 2 can be argued.

5.1. Identification of the structures

The first necessity when using our approach is to clearly
identify and define the shape of the desired structures in
the environment graph. This definition must be clearly es-
tablished when modeling the problem. In other words, the
conception of a graph model for one particular problem
must be done in consideration of the necessary structures.
Finally, the generated model must be practicable by the
system and must permit the production of such structure.

5.2. Choice of general features to achieve the goal

Secondly, from the description of the wanted structures,
a choice of general characteristics for nests, colonies and
ants has to be made. These characteristics define general
behaviors that lead the system to produce wanted struc-
tures. Let consider as an example two general groups of
characteristics that lead to two different kind of structures:

• If a path or a set of paths is desired as solution to
one problem, then, some nests must be defined in
the graph. They are assigned a vertex of the search
graph. Ants are given one or more destinations ver-
tices so as to perform walks between a nest and a
destination. Thus, the system will produce paths
between two vertices. The pheromone deposit can
be performed when going back to the nest. A tabu
list is used, its size depends heavily on the shape of
the graph but it is generally equal to the size of the
whole tour of the ant. The tabu list prevents ants
form making loops in their paths.

• If sub-graphs or sets of vertices/edges are wanted,
there is not one special vertex that represents the
nest, indeed, ants are displayed on every vertices of
the graph. So it is considered that each vertex of the
graph is a nest. More than one colony is used so as to
define competitive behaviors between ants. Ants are
assigned a colony specific color and deposit colored
pheromones at each edge cross. A tabu list is used
but its purpose is to prevent ants from stagnating on
a same couple of vertices, so it has a relatively small
size.

This general settings define a global behavior of the system
for common kinds of solution structures but are not enough
to lead the system in a precise problem.

5.3. Relevant parameters tuning.

Thirdly, after the definition of a structure and a general set
of characteristics to solve one problem, a set of relevant
parameters need to be identified. Modifications of these

parameters bring behavioral changes to the system. In ef-
fect, once the general process defined, these relevant pa-
rameters permit the adaptation to the precise problem and
to the precise environment. Finally the tuning of those pa-
rameters sounds quiet difficult and require attention. As
said by Theraulaz in [9], one of the signatures of self-
organizing processes is their sensitivity to the values of
some critical parameters. It has been observed from ex-
periments that some parameters are probably linked there
is probably a sort of ratio that is to be found between them.
Another idea that these parameters are strongly related to
the nature of the environment that is considered. One sim-
ple example of this correlation is the relative dependency
between the number of ants and the number of elements
(vertices and edges) of the graph. It is true that a bigger
graph will require a bigger colony to explore it, but how
much ant for how much element is an hard question and
probably depends to other values like the average degree
of each vertex (its connectivity).

5.4. An example of this analyse

The quite simple shortest path problem has been modeled.
In this problem, the shortest path between two points of an
environment is to be found. The environment is modeled
with a graph where the start point and the end point are
two particular vertices of this graph.

The first step that is the definition of the desired struc-
tures is straightforward. One solution is one path in the
graph starting from one of the two previously defined points
and stopping at the other one.

In the second step, the general characteristics are de-
fined so as to create this path. One ant colony is used. One
nest is located on the start vertex. Ants start their explo-
ration from the nest and are looking for the end vertex.
When the destination is found, they go back to the nest by
laying pheromone down the edges of the paths they found.
They use a tabu list who’s size is of the order of the con-
structed path’s length.

In the third step, experiments allowed the identification
of four relevant parameters:

• The number of ants, that define the total number of
ant agent in the colony. It seams to be highly related
to the distribution of the edges in the graph.

• The evaporation rate for the pheromone quantities.
If a high evaporation value is set, it is difficult for
ants influence each other with pheromones. They
will explore new parts of the graph better than ex-
ploiting already visited areas. If the evaporation is
set to a lower value, pheromone trails evaporate slow-
ly, they are stronger and bring ants to already visited
paths.

• The tabu list size defines the number of already vis-
ited edges that cannot be crossed again. This pa-
rameter prevents ants from making loops. It would
normally be set to the length of the constructed path,
in other words, ants are not allowed to visit twice the
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same vertex. Actually, this parameter needs some-
times to be set to a lower value depending on the
shape of the graph.

• The exploration threshold defines the sensitivity of
the ants to the pheromone trails. It is usually used to
find a balance between the intensification of pheromone
trails and the diversification of the search. For one
ant situated on vertex i, this parameter (q0) influ-
ences the calculation of the transition rule. q0 is
the probability (0 ≤ q0 ≤ 1) of choosing the most
heavily loaded edge in pheromones among outgoing
edges of the local vertex i. The normal transition
rule (equation 1) is chosen with probability 1 − q0.

When ants are too much attracted by pheromones
they follow already defined trails and don’t try to
visit unexplored parts of the graph. On the contrary,
if they don’t pay enough attention to the pheromones,
no stigmergy is available.

As an example, let’s consider a torus graph composed
of 375 nodes and 750 edges. The shortest path in this
graph has to be determined between two defined vertices.
The shortest path between those vertices is 20 edges long.
A torus has no border. Each vertex has exactly 4 outgo-
ing edges. Among experiments carried out the following
parameter set gives good results for his graph:

• Number of ants = 100

• Evaporation rate = 0.03. Note: the evaporation pro-
cess is performed at each step. One step represents
one vertex move for each ant of the colony.

• Tabu list size = size of the length of the path.

• Exploration threshold = 0.6

Figure 9 shows 4 different states of the graph when
ants are running on it. This figure illustrates the way a
path emerges from the activity of the whole colony. At
first ants perform random walks. When ants discover the
destination vertex, they go back to the nest and lay down
the graph a pheromone trail. That why in the early steps of
the run, pheromones are lay approximatively everywhere
on the graph. When ants performing shorter paths they are
faster and can lay down more pheromone trails. Finally a
shortest emerges in the pheromone trails.

This is true that the values of different parameters are
highly related to the structure of the graph

Between two vertices of this graph, the quantity of pos-
sible shortest paths can be important. In this graph, ants
can easily make a lot of loops without finding the destina-
tion vertex. The use of a tabu list becomes useful in this
kind of graph. In effect, the tabu list prevents ants from
making loops in the graph. Experiments show that the use
of a tabu list that represent the size of the whole path of

(a) 120 steps (b) 180 steps

(c) 230 steps (d) 360 steps

Figure 9. The search of the shortest path between two
points of a torus graph. The darker the arcs of the graph,
the higher the quantity of pheromone. Figure (a) is a pic-
ture of the graph at step 120. A step is a one vertex move
for each ant of the colony. Figure (b) is a picture of the
same graph after 180 steps and so on.

the ant gives good results. It is to say that ants are never
allowed to cross already visited nodes.

If it’s true that the use of a tabu list is efficient in the
case of a torus graph, but it is not in all circumstances. Let
us consider the graph figure 10. In this graph there is no
cycle, it is a tree. If a tabu list is used, ants will loose them
self in leafs of the tree without been able to go back. If no
tabu list is use at all, then strange phenomena occur where
some ant go from vertex A to vertex B, then go back to A
and so on. Finally the best solution in this case is to use a
tabu list to prevent stagnation and to allow ants to go back
when no more vertices are available. A relatively few ants
are necessary for this graph.

5.5. Questions hold by this approach

The first question is about the system’s ability to produce
such structures. How can one be sure that the system will
produce structures that have not been defined anywhere in
the system? No proof can be given that such structure will
rise. The only evaluation is the user’s point of view when
observing the graph.

The method we propose here, as well as the major-
ity of the metaheuristics, is composed of a set of control
parameters that need to be tuned, more or less according
to the problem considered. Values taken by these param-
eters represent a multidimensional space. One given set
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Figure 10. A tree with 750 edges and 751 nodes.

of parameter will produce one solution. If another set of
parameters is given to the system, another solution may
appear. The question asked deals with the existence of
particular conditions bounded to the values of parameters.
Is it possible to make a parallel between the different sets
of parameters and the one dimensional cellular automata
classification made by Stefen Wolfram [31] where differ-
ent classes of solutions exist:

• Class I: Fixed configurations. All the automaton
cells have the same state.

• Class II: Simple structures. Repetitions can be ob-
served.

• Class III: Chaotic solutions. This kind of automaton
usually produce fractal structures.

• Class IV: In this class, complex organizations ap-
pear, many different structures are observed.

Jean-Claude Heudin [5] proposed to compare Wolfram’s
classification with experiments made on two dimensional
automata where one parameter can take different values.
In his model, the different possible values of the β param-
eter produce different solutions that can be classified with
the above scheme. The beta parameter defines the number
of active neighbors around one particular cell necessary
to maintain it in its state. For one particular value β = 2,
the automaton produced becomes a ”game of life” witch is
part of the IV class. Back to the model presented here, is
it possible to make such a parallel so as to classify the pro-
duced solutions. In other words, are there particular areas
in the parameter space where the system produces nothing,
where it produces incomprehensible solutions (many dif-
ferent structures, continually changing) and where it pro-
duces understandable solutions (a structure with the shape
of what we are looking for). Finally if such a comparison

can be done, let’s call systems with good sets of parame-
ters, class IV systems.

In this case of emerging class IV structures:

• Are the produced structures stable when a little vari-
ation occur in the parameter set ? Is the system ro-
bust to few changes in the parameter space ?

• What are the characteristics that can be carried out
from the solutions ?

• Do all the structures that belong to the class IV share
a common (or closed) area in the multidimensional
space of parameters or are there islands of parame-
ters ?

• In the case of islands, in one particular island, does
a little change in the parameter lead to a similar so-
lution with little differences ?

6. Conclusion

This paper presented an implicit building solution approach
using emergent properties of ant-based complex systems.
Ant Systems are particularly adapted to the observation
of emerging structures in an environment as solutions to
a given problem. This approach is relevant especially in
case of problems where no global evaluation function can
be clearly defined and/or when the environment changes.

The according modeling and solving of two problems
illustrated the use of this model. It raised the heavy im-
portance that must be given to the tuning of some critical
parameters. This set of parameters is seen as a multidi-
mensional space of possible values. In this space some
islands of values may lead to produce wanted structures.
If these structures are considered as class IV structures,
like Wolfram’s automata, then one part of the future work
will consist in the identification and the understanding of
the areas of parameters.

An analyse of the method was started, it introduced the
basis of the future work to be done. The final aim in this
project is to construct a kind of ”grammar” of the different
possible structures and the different systems running on
it.
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ABSTRACT 
 
We described here our perception of complex systems, of 
how we feel the different layers of description are an 
important part of a correct complex system simulation. 
We described a rough models categorization between 
rules based and law based, of how these categories 
handled the levels of descriptions or scales. We then 
described our fluid flow simulation, which combines 
different fineness of grain in a mixed approach of these 
categories. This simulation is built keeping in mind an 
ulterior use inside a more general aquatic ecosystem. 
 

1 Introduction 

Not everyone agrees on what a complex system is, but 
many authors agree on some properties of these objects, 
among them the difficulty of their simulation. We will 
describe here some of the causes we perceive of this 
difficulty, notably the imbricate levels of description 
necessary to tackle their computer simulation. We will 
then explain how this notion guided our simulation, a 
fluid flow computation with solid obstacles, meant as a 
step toward a broader simulation of an aquatic ecosystem. 
 

2 Simulation of complex systems 

2.1 Complexity vs. reductionism 

As explained in [1], to study how mass works in a 
material system, dividing this system into smaller parts is 
a good method. Indeed, each of his subsystems is 
massive, and therefore the study, the reductionism, can 
continue. 
This is not so with living systems. If you divide a living 
system into smaller parts, the odds are good that all you 
reap is a heap of dead things. That’s because the life 
question of a live system is complex. This means that 
what is important is not so much the parts of the systems, 
nor the parts of these parts, but the functioning relations 
that exist between them. 

This is one of the two main reasons why one may want to 
integrate the multiple possible scales of description into a 
simulation. When you enquire about a complex question 
in a system, you need to choose carefully the needed 
levels of description, as you can’t simplify them. 
Furthermore, these needed levels may change during the 
simulation, and it would be a fine thing if the simulation 
could adapt to these variations. 
Thus changing the scales of description during the 
simulation could be useful for the accuracy of the answers 
to complex questions regarding the system the simulation 
may provide. 
Then, there is the understanding of these answers. 

2.2 Clarity of the simulation 

Users of a simulation question it. Final users ponder about 
the future of the thing simulated in various circumstances, 
developers try to ascertain the validity of their model and 
of its implementation, but all use it with a purpose in 
mind. 
Choosing the right level of description is then important to 
give a useful answer. If the simulation is able to adapt its 
descriptions to what is needed by its user, lowering the 
noise and strengthening the signal, by choosing the right 
level(s) of description, it will be a better tool. For example 
in our application, a simulation of a fluid flow in an 
ecosystem, this help takes the form of hiding tiny 
perturbation and putting forward the main structures of the 
flow that emerged during the simulation 

3 Methods for changing the scale in a 
simulation 

3.1 Law-based vs. rule-based models 

Classifying the various ways science can tackle problems 
is an arduous task. We will nonetheless distinguish two 
rough categories of models. 
Law-based models are the most used in science, most 
notably in physics. They are often continuous, especially 
in their handling of time and space, and based on a 
differential formulation whose resolution, ideally formal 
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but often numerical, computes the values of state 
variables that describe the studied domain. Those methods 
are sometimes also called global or analytical. 
In rule-based models, the studied domain is discretized in 
a number of entities whose variations are computed with 
rules. There is therefore no longer a global description of 
the domain, nor is there a priori continuity. Cellular 
automata fall in this category of course, and so do 
objects/actors/agents. Those models have had a strong 
influence on game theory, and from there directly on 
social models, and later on other domain through 
computer science for instance, at least by way of 
metaphors. Those models have other names depending on 
the domain where they are used, ranging from micro-
analytical in sociology, to individual-based in life 
sciences or just simply local. 
Both kinds of models can be deterministic or stochastic. 
Finally, to blur the distinctions a bit more, models may 
include sub-parts falling in any of these categories. This is 
often the case with ecosystems for instance. 

3.2 Changing the scale in law-based models 

Accessing different levels of description in these models 
is often done through integration. Indeed, as said before, 
state function in these models are often continuous, and 
can therefore be integrated. New state functions are then 
valued or even built, on another domain and based on 
different phenomenological equations. For example, A. 
Bourgeat [5] describes fluid flows in porous milieus, 
where, from Navier-Stokes equations, through integration 
and the addition of an extra parameter, he builds a Darcy 
law. These changes of equations description from one 
level to another alter sometimes drastically the linearity of 
the models and may lead to the introduction of new 
parameters that act as a memory of the local domain 
inside the global one. 
In a similar way to this example, the change of level of 
description in analytical models is often performed a 
priori, at the building of the model. 

3.3 Changing the scale in rule-based models 

Models based on rules offer a wider variety of ways of 
changing the levels of description. Indeed, local 
approaches are better designed to integrate particularities 
of very different entities and their mutual influence, as is 
the case when entities of various scales interact. 

3.3.1 Cellular automata 
The first individual based computer science structures 
may have been cellular automata. If they were created by 
Stanislas Ulam, Von Neumann self-replicating automata 
may have been the foundation of their success [18]. Ulam 
himself already noticed that complex geometric shape 
could appear starting with only simple basic blocks. Von 
Neumann then Langton [10] expanded this work with 
self-replicating automata.  

If shapes and structures did appear in the course of these 
programs, it must be emphasized that it were users, and 
not the programs themselves, that perceive them. 
Crutchfield [7] aimed at correcting that trend, by 
automating the detection of emergent structures. 
Detecting structures has therefore been tried, but reifying 
these structures, meaning automatically creating entities in 
the program that represent the detected structures has not 
been tackled yet, as far as cellular automata are concerned. 
It could be that the constraint on its geometry and the 
inherent isotropy of the cellular automata are in this case a 
weakness. 

3.3.2 Ecology 
Since the beginning of the use of individual based models 
in ecology, the problem of handling the interactions 
between individuals and populations occurred [8a]. The 
information transfers between individual was handled 
either statistically [6] or through the computing of action 
potential [14]. 

3.3.3 DAI uses. 
Most software architectures designed to handle multiple 
levels of description are themselves hierarchical. They 
often have two levels, one fine grained and the other 
coarse grained. Communication between these two levels 
could be called decomposition and recomposition, as in 
[13]. 
In 1998, members of the RIVAGE project remarked that it 
was necessary in multi-agent simulations, to handle the 
emergent organizations, by associating them with 
behaviors computed by the simulation [15]. Before that, 
were handled only border interactions between entities 
and groups [9]. 
This led in D. Servat PhD thesis to a hydrodynamic model 
incorporating in part these notions. In his Rivage 
application, water bowls individuals are able to aggregate 
in pools and rivulets.  The individuals still exist in the 
bigger entities. The pros are that it enables their easily 
leaving the groups, the cons that it doesn’t lighten in any 
way the burden of computing. Furthermore, these groups 
do not have any impact on the trajectories of the water 
bowls. 

4 Application to a fluid flow 

4.1 Ontological summary 

The fluid flows that constitute the ocean currents on the 
planet are the result of an important number of vortexes of 
different scales. Turbulent movement can also be 
decomposed into vortexes, on scales going down to the 
near molecular. Viscosity then dissipates kinetic energy 
thus stopping the downward fractal aspect of these 
vortexes [12]. There are qualitatively important transfers 
of energy between these various scales of so different 
characteristic length.  Representing these is a problem in 
classic modeling approaches. 
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In classic, law based models, turbulent flows are 
described as a sum of a deterministic mean flow and of a 
fluctuating, probabilistic flow. These equations (Navier-
Stokes) are not linear, and space-time correlation terms 
must be introduced to compensate for that. These terms 
prevent any follow up of the turbulent terms, and thus of 
the energy they transmit from one level to another. 
A pure law based approach is therefore not capable of a 
qualitative analysis of the transfer of energy between the 
different scales of a turbulent flow. A multi-level model, 
where multiple scales of vortexes would exist, and where 
they would be able to interact, would be a step in this 
qualitative direction. 

4.2 Treatment of multiple scales 

4.2.1 Fluid mechanic model and its structures 
There are a number of models used to describe fluid 
flows. The set we use here are based on a discretisation of 
the flow, and are called vortex methods [11]. 
In vortex methods, the flow is separated in a number of 
abstract particles, each being a local descriptor of the 
flow. These particles indicate the speed, vorticity etc… of 
the flow where they are located. 
These particles are not fixed: they are conveyed by the 
fluid they describe. 
We find this model interesting as it is a local model, 
hence better able to deal with local heterogeneities. The 
values of the properties the particles describe are 
computed through the interactions between the particles, 
most notably through Biot-Savart formula. More details 
on this computation can be found in [2]. 
The vortex method we use is of O(n²) complexity. Finding 
ways of lightening this calculus is therefore important. 
One lead is through making our model multi-scale, and 
only computing entities at the scale we need them. This is 
our second motivation for our using different levels of 
description. 
In order to have different levels of description, we will 
have to use an adapted description of the simulation 
entities. 
These entities come and go during the simulation, and 
thus we need a method to change the level of their 
description during the simulation, and not beforehand the 
way it is usually done. 
In our fluid flow, the main entities as we explained are 
vortexes. Not only do we therefore need to detect 
emerging vortexes by monitoring lower level vortexes 
particles, but also, as these vortexes aggregate among 
themselves to form even bigger vortexes, make this 
detection process iterative. 
Detecting the structures is not enough: we also need to 
create them in the simulation once they are detected. We 
must make these new entities live in the simulation, 
interacting with its various inhabitants (most notably 
particles, vortexes). They must evolve, whether it is 
growing or decaying to its possible disintegration. 

Let us now describe our recursive detection-creation–
evolution-destruction cycle. 

4.2.2 Detecting emergent vortexes among the 
vortex particles 

Structures are detected as clusters of particles sharing 
some properties. For vortexes these properties are spatial 
coordinates and rotation sense. 
As described in the following figure, the process is: 

• Delaunay triangulation of the particles 
• Computation of a minimal spanning tree of this 

triangulation 
• Edges that are too much longer than the average 

length of edges leading to the particles are 
removed. So are edges linking particles of 
opposite rotational. 

• The convex hull of the remaining trees is 
computed 

• An ellipse approximates the hull through a least 
square method. Geometric constraints on the 
proportions of the ellipse must be satisfied or the 
vortex is not created. 

Further details on this process can be found in [16]. 
 

 
Figure 1 : Basic detection scheme 

4.2.3 Scale transfer : making simulation entities of 
the detected structures 

Detected structures are created in the simulation where 
they take the place of the particles whose interactions gave 
them birth. 
The vortex structures are implemented through 
multiplicity automata [3]. These automata handle both the 
relations between higher level vortexes and the relations 
between them and the basic particles.  
Part of the relations between vortexes and their 
environment are handled through a method based on the 
eco-resolution model [8b], in which entities are described 
through a perception and combat metaphor.  
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Figure 2 : Transducer managing the stability of a vortex 

The associated perceptions and actions are: 
• Perceiving an intruder means being on a collision 

course with another vortex. Figure 3 sums up the 
various possibilities of interception by vortexes 
of opposed rotation and how each is translated in 
a perception. 

 

 
Figure 3 Perception of an intruder 

• Attacking another vortex means sending it a 
message. 

• Being attacked means receiving such a message. 
• Fleeing means being destabilized: the vortex 

structure shrinks and creates particles on its 
border. (Figure 4). Too much flight can lead to 
the death of the structure, which is then 
decomposed in its basic particles. 

 
 

 
Figure 4 : Destabilization 

• Getting satisfaction can mean two things. One is 
aggregating surrounding particles of compatible 
vorticity. This calculation is done through a 
method close to the initial structure detection: 
Delaunay triangulation, spanning tree, removal of 
edges.  Compacity criteria are then used to 
estimate whether the tree should be added to the 
vortex and thus a new ellipse be computed or not. 
For instance in Figure 5, the particles on the 
lower left will be aggregated while those on top 
will not. The other is fusing with a nearby vortex 
of  the same rotation sense, if the resultant vortex 
satisfies compacity geometric constraints (it 
mustn’t be too stretched, as real fluid flow 
vortexes are not). 

 

 
Figure 5 : to aggregate or not to aggregate 

The Eco-agent manages the stability of the structures. Its 
trajectory behavior depends on adapted Biot-Savart 
formula. 
The described process is then iterated. New structures are 
detected and implemented, while others grow, shrink or 
disappear altogether. They move according to fluid 
mechanics laws. What remains to be seen is: how do they 
interact with solids? 

4.3 Interaction with solids 

Solids in a fluid flow simulation are a necessary evil, 
acting as obstacles and borders. Their presence requires a 
special treatment, but their absence would prevent the 
simulation of most interesting cases. They bring strong 
constraints in their interactions with the fluid, and as such 
introduce the energy that gives birth to the structures 
we’re interested in. 
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We manage structures using virtual particles. A solid 
close enough to real particles generates these particles 
symmetrically to its border (cf. Figure 6 and Figure 7). 
The real particles perceive the virtual particles as particles 
in the Biot-Savart formula. The virtual particles on the 
other hand do not move. They are generated at each step 
if necessary, at the right place to repel the particles the 
obstacle perceived. 
 

 
Figure 6 : Plane obstacle (e.g. border) 

 

 
Figure 7 : Elliptic obstacle 

Obstacles also generate virtual particles to try to repel 
structures. If it fails, obstacles aggress the vortex, thus 
making it shrink so as to deal with the interaction 
solid/fluid in a finer grain. 
 

 
Figure 8 : Simulation screenshot 

Red and blue : particles and vortexes 
Yellow disc : Obstacle 

In case of shades of grey, the disc is at the bottom left, 
surrounded by the fluid 

5 Conclusion 

We described here our perception of complex systems, of 
how we feel the different layers of description are an 
important part of a correct complex system simulation. 
We described a rough models categorization between 
rules based and law based, of how these categories 
handled the levels of descriptions or scales. We then 
described our fluid flow simulation, which combines 
different fineness of grain in a mixed approach of these 
categories. This simulation is built keeping in mind an 
ulterior use inside a more general aquatic ecosystem. 
Our result show so far an adequate real time handling of 
the interactions between fluids and solids. Other methods 
can statically simulate in better details this interaction, but 
it often requires a knowledge beforehand of the placement 
of the solids. We can deal with solids moving at random, 
or more interestingly computed by the simulation itself, 
and not known before the simulation begins. We hope it 
will enable us to simulate for example animals or dynamic 
obstacles, thus integrating our more global works on 
ecosystem simulation [17] 
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ABSTRACT

The structure of complexes made from DNA and
suitable lipids (Lx), and designed for gene transfer was
examined. Cryo Electron Microscopy, Small angle X-ray
scattering and Dynamic Light Scattering showed that Lx
form monodisperse and spherical multilamellar particles
with a distinct concentric ring-like pattern. The same
concentric and lamellar structure with different packing
regimes was also observed when using linear dsDNA,
ssDNA, oligodeoxynucleotides (ODN) and RNA. Lx
ultrastructure is of highly ordered crystalline nature
exhibiting lamellar and/or hexagonal phase. We have
demonstrated structural similarities between this
synthetic supramolecular auto-organization and that
found in some viruses. Our data point towards the
possible existence of a ubiquitous organization of genetic
materials.

1. Introduction

Synthetic gene-transfer vectors have been subject to
intense investigation since this strategy appears to be
clinically safe. Potential methods of gene delivery that
could be employed include DNA/polymer complexes [1]
or DNA/cationic lipid complexes (Lipoplex, Lx, [2]) [3-
6]. The genetic material to be delivered to target cells by
these methods are plasmids. Plasmids (pDNA) are
circular DNA which can be modified to contain a
promoter and the gene coding for the protein of interest.
Such plasmids can be expressed in the nucleus of
transfected cells in a transient manner. In rare events, the
plasmids may be integrated or partly integrated in the cell
host genome and might therefore be stably expressed.
Plasmids have a promising potential considering the fact
that they may be applied in combination with a synthetic
vector as carrier and that gene therapy by this means may
be safe, durable, and used as drug-like therapy. Plasmid
preparation is simple, quick, safe, and inexpensive
representing important advantages over retroviral vector
strategy. The successful use of this genetic tool for "in
vivo" approaches to gene therapy will rely on the
development of an efficient cell delivery system [7].

In general, the transport of nucleic acids (NA) is
limited by their major biodegradability. pDNA in
particular must be delivered totally intact to the nucleus

of the target cell to enable expression of the transgene.
The pDNA pathway after systemic administration
involves many stages, each of which is a potential barrier
to transgene expression. The following are the
characteristics of an optimal synthetic transport system
for gene transfer: (i), DNA compaction within micro
particles of homogeneous size; (ii), protection of DNA
against nucleases; (iii),  transport of DNA in the target
cell; (iv), intracellular separation of pDNA from synthetic
vectors, and (v), nuclear penetration.

2. Lipoplexes as vectors for nucleic acids

DNA/cationic lipid complexes were first designed in
1987 [3]. Although they are numerous commercially
available reagents of high ability in transfecting cells in
in vitro cell culture models [3,4,8], only a few Lx system
were successfully applied for in vivo gene transfer,
especially following systemic administration [5,6,8].

We have contributed and accumulated knowledge in
delivering DNA by using various synthetic vectors. Our
first priority was at that time to obtain pharmaceutically
suitable vectors regarding stability and reproducibility.
We have designed and developed an efficient lipidic
vector termed as DLS [6]. Intracellular distribution and
uptake was studied in numerous cell culture models with
various ODN types (modified or unmodified) [9-11]. Our
observations suggested that complete release of the DNA
from the endocytic vesicles can be achieved and support
the notion of the complete or partial release of the DNA
from the lipidic carrier [12].
We were the first to show that systemic administration of
plasmid DNA led to widespread and longlasting reporter
gene expression [6]. We further demonstrated increased
DNA plasma half life and efficient uptake in blood cells
following intravenous administration in mice [12]. The
DLS system was developed for transgene expression
[16,12] and applied in various experimental therapeutic
model for gene transfer such as human MDR1 in vivo
expression in mouse bone marrow progenitor cells [13],
and glucocerobrosidase gene transfer [14].

ODN delivery by the DLS system was studied in
various in vitro cell cultured models such as inhibition of
HIV [9,10]. We recently reported  the use of antisense
ODN directed against VEGF RNA for treating  AIDS
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Kaposi’s Sarcoma in in vitro and in vivo setting [11].
Significant activity (39% inhibition) was observed at

Figure 1: Cryo-EM observation of Lx formation

nanomolar range dose (0.010 µM). This result
confirms those previously obtained in HIV culture
models showing activity even at subnanomolar
concentration. This level of ODN activity is
unprecedented illustrating the potential of the DLS
system for ODN delivery. Daily intratumoral
administration of VEGF-ODN conduce to a marked
change in tumor growth, in cell proliferation and in the
number of mitotic figures as observed in thin tissue
sections[11].

In order to enhance stability in serum following
systemic administration we have designed the first
globally anionic charged lipoplex termed as Neutraplex
[15]. Neutraplex delivery system improved significantly
the bioavailability and the ODN pharmacokinetics profile
using whole body Positron Emission Tomography (PET)
and an enzyme-based competitive hybridization assay
[16]. The anionic vector appears as a promising delivery
system for in vivo administration of therapeutic ODN.

We are currently appliyng these vectors for the
delivery of ON aimed at correcting splicing alteration and
of siRNAs (small interfering RNA).

3. Biophysical examination

3.1. Components before complex  formation

In order to obtain stable, homogeneous complex
assemblies, we decided to set a method by adding the two
components in a stable and homogeneous form. The
cationic lipid was integrated in Small Unilamellar
Vesicles (SUV) and pDNA as solute in precise
conditions.

Several lipids have been used in attempts to prepare
liposome-like particles. One such lipid mixture is
Lipofectin TM (Invitrogen Corp, Carlsbad, CA)  which is
formed with the cationic lipid DOTMA, N[1-(2,3-
dioleyloxy)propyl]-N,N,N-trimethyl-ammonium
chloride, and DOPE, dioleylphosphatidyl ethanolamine at
a 1:1 molar ratio. The lipidic particles prepared with this
formulation spontaneously interact with DNA through
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the electrostatic interaction of the negative charges of the
nucleic acids and the positive charges at the surface of
the cationic lipidic particles. This DNA/liposome-like
complex fuses with tissue culture cells and facilitates the
delivery of functional DNA into the cells [3]. Cationic

Figure 2: Cryo-EM observation of DOGS/pDNA and
DLS lipoplex

lipid particles have been developed:
Lipofectamine.TM. (Invitrogen Corp, Carlsbad, CA),
composed of DOSPA, 2,3-dioleyloxy-
N[2(sperminecarboxamido)ethyl]-N,N-dimethyl-1-
propanaminium trifluoracetate and DOPE at a 1:1 molar
ratio. Lipofectace.TM. (Invitrogen Corp, Carlsbad, CA)
composed of DDAB, dimethyidioctadecylammonium
chloride and DOPE at a 1:1 molar ratio. DOTAP.TM.

(Boehringer Mannheim, Ind.) is 1-2-dioleoyloxy-3
(trimethyl ammonia) propane.
Behr et al. [17] have reported the use of a lipopolyamine
(DOGS, Spermine-5-carboxy-glycinediotade-cylamide)
to transfer DNA to cultured cells. Lipopolyamines are
synthesized from a natural polyamine spermine
chemically linked to a lipid. For example, DOGS is made
from spermine and dioctadecylamidoglycine [17].

DLS SUV are composed of DOGS and the neutral
lipid DOPE. Briefly, they are formed following injection
of water in excess to a ethanol solution of the lipids.
Neutraplex SUV are composed as well of DOGS, DOPE,
and a anionic phospholipid (cardiolipin) which interact
with DNA under a meticulous formulation process
allowing formation of globally negative charged particles
[ 15,16 ]

Neutraplex SUV are carefully prepared to obtain a
highly homogeneous population in regard to size (mean
size: 198 nm, and width: 54 nm) as measured by dynamic
light scattering size analysis and structure (>95%
unilamellar vesicles) as observed by cryoEM (Figure 1).
The bilayer measured 5.0 nm.

The genetic material to be delivered to target cells
by these methods are plasmids. Plasmids are autonomous
extra chromosomal circular DNA. They can be modified
to contain a promoter and the gene coding for the protein
of interest. Such plasmids can be expressed in the nucleus
of transfected cells in a transient manner. In rare events,
the plasmids may be integrated or partly integrated in the
cell host genome and might therefore be stably
expressed. Plasmids have a promising potential
considering the fact that they may be applied in
combination with a synthetic vector as carrier and that
gene therapy by this means may be safe, durable, and
used as drug-like therapy. Plasmid preparation is simple,
quick, safe, and inexpensive representing important
advantages over retroviral vector strategy. For the Lx
preparation pDNA was purified in the supercoiled form
(Figure 1) and free (<1%) of endotoxin (bacterial protein
contaminating pDNA extraction following the
recombinant production). pDNA is presented in a low
salt solution (50mM NaCl) of pDNA.

3.1. Lipoplexes

Lx preparation is spontaneously formed by adding DNA
to cationic small unilamellar vesicles (SUV) [6,15].

The addition of pDNA to highly homogenous SUV,
in precise experimental conditions, resulted in the
formation of stable lipid-pDNA complexes. Complex
formation of DNA with cationic lipids leads to the
respective condensation of both entities by electrostatic
interactions. As a consequence, control of the
thermodynamic parameters of complex formation is
crucial to obtain homogeneous and reproducible
particles.

DLS (Figure 2) and Neutraplex (Figure 3) particles
appear spheric, monodisperse, homogenous in size and

DOGS/pDNA

100 nm

DLS Lipoplex
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remarkably structured (mostly lamellar, rolled and
condensed). In contrast to DOGS/pDNA complex
particles do not exhibit concentric winding but rather
aggregates of planar packed DNA chain (Figure 2).
DOGS allows for the side-by-side alignment of DNA in a
liquid crystalline phase (Figure 2A). DOGS
spontaneously condense DNA on a cationic lipid layer

Figure 3: Analysis of the ultrastructure of Lx as
determined by cryo-EM [15]

and result in the formation of nucleolipidic particles. This
lipospermine-coated DNA shows some instability but
high transfection efficiency [17]

We have extensively examined preparation of Lx
for elucidating their ultrastructure. As shown in Fig. 3A,
cryoEM examination of Neutraplex Lx prepared with a
pDNA of 10,4 kbp reveals spherical particles exhibiting
two kind of structures: mostly (>90% of total particles) a
multilamellar organization of spherulite-like pattern and
rarely (<10%) a punctate pattern.

Based on the cryoEM images, the thickness of the
striated layers has a mean value of 5.3 nm with a
periodicity of 7.5 nm. The outer striated layer has a
thickness of 4.1 nm. Perpendicular to these layers, faint
striations can be seen mainly on the edge and also inside
the particles. These striations are 2.0 nm thick with a
periodicity of 3.4 nm (Figure 3). The particles with
punctate array [15] are confined by an outer shell. This
outer shell bears the same thin striations than those found
on multilamellar structures. When these striations can be
detected in a cryoEM image they are observed in most of
the Lx particles. In addition, the punctate structures are
occasionally associated with these multilamellar
structures.

Analysis by SAXS of our Lx sample (Figure 3)
revealed three diffraction peaks: one indicating a
repetitive spacing of 2π/0.094=6.9+/-1 nm and the
second and fourth order indicating the multi-layer
structure (2π/0.18) [15]. The relative width of X-ray
diffraction suggested highly ordered spherulite-like
particles made of at least a dozen layers. Thus SAXS
clearly confirmed the multilamellar structure of Lx and
the periodicity observed with cryoEM [15].

The lamellar symmetry in Lx structure has been
previously demonstrated by means of Small Angle X-ray
Scattering (SAXS) [18,19]. Radler et al [18]  and Lasic
et al [19]  showed the multilamellar nature of Lx and a
periodicity of 6.5 nm. We could not reliably detect a peak
corresponding to the DNA sandwiched between lipid
bilayers, as previously observed [18,19]. This could be
due to the beam intensity that did not allow for the
observation of the weak DNA-DNA correlation peak; or
it could also suggest that the DNA chains are not
arranged in a parallel array between lipidic layers as
assumed by these authors.

This concentric and lamellar structure with different
packing regimes was also observed by cryoEM when
using linear dsDNA, ssDNA, RNA and
oligodeoxynucleotides (Figure 4) [15] .We can obtain a
similar structural morphology in Lx formulated with all
the nucleic acids tested despite of highly different
structures and sizes as with pDNA (circular supercoiled
DNA of 10.4 kbp, PM~6,870,600) and ODN (linear
single strand DNA of 30 bases, PM=9900). SAXS
analysis confirmed the crystalline phase nature of the
complexes. However, there are some discrepancies in the
details of these structures especially in the periodicity
number order (data not shown).
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Figure 4: Cryo-EM analysis of Lx formed with
oligodeoxynucleotides [15]

Dynamic light scattering examination [20] indicated
a pDNA/Lx mean size of 254 nm (width: 108 nm) and
exposed a monomodal population with a polydispersity
of 0.193 [15]. As presented in Table 1, Lx formed with
other DNA types, presented the same particles
characteristics. Mean size may significantly vary but not
to a high extent (184 to 254 nm). Polydispersity values
are < 0.2 and attest for every preparation of the
monodisperse nature of the colloidal suspension (Table
1).

Table 1. Particle Size analysis by dynamic light scattering
Nucleic acid Size (polydispersity)
Circular double strand DNA 254 nm (0.193)
Linear double strand DNA 221 nm (0.048)
Long linear double strand DNA 224 nm (0.198)
Linear single strand DNA 261 nm (0.113)
RNA 188 nm (0.172)
Oligodeoxynucleotides 184 nm (0.045)
Long linear double strand DNA is the T4 phage DNA (169,372
base pairs). Linear single strand DNA (M13rmp8, 7,229 bases)
is the DNA from M13 bacteriophage derivatives. Linear double
strand DNA (M13mp8; 7229 base pairs) is the intracellular
replicative form of the M13mp8 phage produced by chronic
infection in E. Coli (Sigma ,St Quentin, France). RNA
(ribonucleotide) is the 18S and 28S ribosomal RNA from calf
liver (2000 and 5300 bases). ODN is a 27 bases
oligodeoxynucleotides. (Xba I, Promega, Wis.).

  

Figure 5: Cryo-EM and SAXS analysis of Lx formed
with T4 phage virus DNA [15]

CryoEM examination of T4 phage DNA packed
either in T4 capsides or in lipidic particles showed
similar patterns (Figure 5 and 6). SAXS suggested an
hexagonal phase in Lx-T4 DNA. Most of T4 DNA/Lx
particles exhibit a high majority of punctate array (Figure
5). Conversely, spherulite/concentric motif are the
majority specie in Lx-pDNA cryoEM images
corroborating with the lamellarity detected by SAXS. As
punctate and multilamellar structure were associated in
some Lx particles it might be possible that both liquid
cristalline and hexagonal coexist in the same particle. T4
DNA is more than 16 times longer than the pDNA used
in this study. Our results indicate that both lamellar and
hexagonal phases may coexist in the same Lx preparation
or particle and that transition between both phases may
depend upon equilibrium influenced by type and length
of the DNA used.

Lx is a multicomponent system governed by a
combination of interactions caused by charge
neutralization [22]. At critical concentrations and charge
densities, liposome-induced DNA collapse and DNA-
dependent liposome fusion are initiated28. We suggest
that this phenomena induce thermodynamic forces
towards compaction of the DNA macromolecule in the
complex through a concentric winding where DNA is
adsorbed on to the cationic head groups of the lipid
bilayers.

  100 nm

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 65



4. Discussion and perspectives

In light of these observations we suggest that those Lx
supramoleculaire assemblies are usefull tool to basic
research for studying : (i), DNA
condensation/decondensation phenomena in cell; (ii),
DNA prebiotic assembling; and for appied research
regarding development of DNA synthetic vectors.

Lx are developed for therapeutic gene transfer and
requirements regarding homogeneity and reproducibility
are high  when considering clinical use. Elucidating their
ultrastructure and the mechanisms involved will provide
crucial informations towards better controlling
manufacturing procedure.

Lx specific supramolecular organization is the result
of thermodynamic forces, which cause compaction to
occur through concentric winding of DNA in a liquid
crystalline phase. Lipid fusion and cooperative DNA
collapse processes are initiated at critical concentrations
and charge densities [22]. Those parameters must be
clearly delineated to define an optimized preparation. In
addition, the more the supramolecular assemblies are
homogeneous in liquid crystal structure, the more stable
and efficient for gene transfer they are (data not shown).
Results suggest that transition between lamellar and
hexagonal phase in Lx particles may exist. To date, we
do not know whether particles of one of this phase leads
to a better stability or gene transfer efficacy. This specific
question is under investigation in our laboratory.

Phage virus particles           Neutraplex particles

Figure 6: Biomimetism of Lx particles and transition
between multilamellar (upper images) and hexagonal
(bottom images) phases

In the Lx formed here neutralization of DNA
charges is due to the presence of cationic spermidine
containing lipids (DOGS) . The side-by-side alignment of
DNA in a liquid crystalline phase may be further
promoted by spermine [23]. Tight supercoiling structures
can be obtained in vivo by polycationic molecules or
proteins such as spermine, spermidine, histones or
histone-like proteins [20,24].

Polyamine spermine or spermidine are antique and
ubiquitous compounds which stabilize the DNA double
helix in vivo and which, consequently, were intensively
studied as a valuable model system for studying DNA
organization in biological structures [25].

DNA such as pDNA used in this study is
recombinant, thus purely “natural”. Consequently,
DNA/cationic lipids complexes might be considered as
hemi-synthetic or hemi-natural systems. It was
established that DNA has a identical reactivity along his
molecule chain. Ghirlando et al [26]  indicated that DNA
segments as short as 20 bp were able to condense in
micellar aggregates and, in general, condensation of
DNA by multivalent cations seems due to mechanisms
independent from the length of the individual DNA
molecules [27]. Thus, use of short chain or sequence
might be representative in some conditions to the micro-
(de)condensation occurring during replication,
transcription or splicing.

In the nucleus DNA is wound up onto successive
nucleosome core particles, forming a "beads on a string"
complex. It has been an open question whether nuclear
structure is affected by these same packing
considerations. In a technically challenging work,
Livolant and Leforestier [28] employed a combination of
optical microscopy and freeze-fracture electron
microscopy to show that nucleosome core particles form
complex self-assembled structures.

Our results confirm that DNA condensation in
liquid crystal complexes was insensitive to DNA size
when using SUV, as previously found when using
micelles [26,29].  As a consequence, elucidation of the
ultrastructure of the Lx formed here might provide
information in the DNA condensation/decondensation
phenomena in cell.

The cryoEM images of punctate Lx particles formed
with T4 DNA that we observe are strinkingly similar to
the images of complete tail-deletion mutant of T4 [30]
(Figure 4) and T7 [31] phages. T4 phage mutants
produce a normal mature head but no tail, which enables
a better observation of DNA organization 33,34. These T4-
related phage particles showed a spherical shape and an
average diameter of 80 nm33. Recent investigations
performed by using tailless mutants, indicated DNA
packing domains in viral particles. It is noteworthy that
T7 tail-deletion mutants exhibit in cryoEM images a
concentric ring motif as well as a punctate motif as
observed for Lx-pDNA [31].

Cerritelli et al30 observed T7 tail-deletion mutants
by CryoEM which revealed a concentric ring motif
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“ along the axis via which DNA is packaged and a
punctated pattern in side views ”. They suggest that T7
DNA is spooled around this axis in coaxial shells in a
quasi-crystalline packing predicting the viability of such
a model for other phage heads.

Interestingly, other report demonstrated thatT5
phage appear condensed in lamellar and concentric
winding form when released in proteoliposomes
following virus attachment [32]. DNA of bacteria under
stress self organize in crystalline phase by forming
complexes with cationic peptides [33]. Three-
dimensional liquid-crystalline arrangements of
biomolecules have been known since the pioneering work
of Bouligand [34,35]. Self organization leads to the
possible phase transition in live cells.

Furthermore, organization of such nucleotidic
supramolecular assemblies is relevant for prebiotic
chemistry [36]. As postulated by Lipowsky [37], cellular
life might begin with a membranar vesicle containing just
the right mixture of polymers. In light of the numerous
observations made on DNA packaging in a natural
setting or by various organic or inorganic condensing
agents, our data corroborate the notion that a parallel
between natural and synthetic DNA compaction can be
drawn. We demonstrated for the first time a structural
similarity between a synthetic supramolecular
organization and viruses. Synthetic gene delivery
particles must obey to reversible DNA condensation just
as viruses do. Ultrastructure of Lx appears as a complex
system and could constitute a valuable model system for
studying nucleotidic organization in biological structures.

We strongly believe that the Lx complexes
correspond to a ubiquitous supramolecular self
organization of DNA and could be considered as an
emergent complex system [38]. Self-organization in
general, refers to the various mechanisms by which
pattern, structure and order emerge spontaneously in
complex systems.

Self-organization is a process in which pattern
emerges at the global (collective) level by means of
interactions among components of the system at the
individual level.  [39]. What makes a system self-
organized is that the collective patterns and structures
arise without: (i), the guidance of well-informed leaders;
(ii), any set of predetermined blueprints; (iii), recipes or
templates to explicitly specify the pattern [39]. Instead,
structure is as an emergent property of the dynamic
interactions among components in the system.

Self-organization appears to be an important
mechanism useful for explaining pattern and structure in
physical, chemical and biological systems. Lx appear as
one DNA supramolecular self-organization model and
elucidation of their  ultrastructure is under investigation.
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ABSTRACT

We consider a three-variables model of neuronal bursting
elaborated by Hindmarsh and Rose which is one of the
most used mathematical representation of the widespread
phenomenon of oscillatory burst discharges that occur in
real neuronal cells. Using a kinematics method developed
in our previous works, we provide the slow manifold ana-
lytical equation of such model and discuss its attractivity,
i.e., its stability.

1. Hindmarsh - Rose model of bursting neurons

The transmission of nervous impulse is secured in the brain
by action potentials. Their generation and their rhythmic
behaviour are linked to the opening and closing of selected
classes of ionic channels. The membrane potential of neu-
rons can be modified by acting on a combination of dif-
ferent ionic mechanisms. Starting from the seminal works
of Hodgkin-Huxley [7-11] and FitzHugh-Nagumo [3, 12],
the Hindmarsh-Rose [6, 13] model consists of three vari-
ables: x, the membrane potential, y, an intrinsic current
and z, a slow adaptation current.





dx
dt = y − f (x)− z + I
dy
dt = g (x)− y
dz
dt = ε (h (x)− z)

(1)

I represents the applied current, f (x) and g (x) are re-
spectively cubic and quadratic functions which have been
experimentally deduced [5].

f (x) = ax3 − bx2

g (x) = c− dx2

ε is the time scale of the slow adaptation current and
h (x) is the scale of the influence of the slow dynamics,
which determines whether the neuron fires in a tonic or
in a burst mode when it is exposed to a sustained current
input. In the following two different functions h (x) will

be used:

h (x) =





x− x∗

K µ(x+1+k)−1
µ(1+2k)−1

(2)

where k, K and µ are constants.

It can be written as a system of differential equations
defined in a compact E included in R :

d ~X

dt
=




dx
dt

dy
dt

dz
dt


 =

−→=




f (x, y, z)

g (x, y, z)

εh (x, y, z)


 (3)

with

−→
X = t [x1, x2, ..., xn] ∈ E ⊂ R

and

−→= (
−→
X ) = t

[
f1(
−→
X ), f2(

−→
X ), ..., fn(

−→
X )

]
∈ E ⊂ R

The vector
−→= defines a velocity vector field in E whose

components fi which are supposed to be continuous and
infinitely derivable with respect to all xi and t, i.e., are C∞

functions in E and with values included in R, check the
assumptions of the Cauchy-Lipschitz theorem. For more
details, see for example [2].

A solution of this system is an integral curve ~X (t) tan-
gent to

−→= whose values define the states of the dynamical
system described by the Eqs. (3). Since none of the com-
ponents fi of the velocity vector field depends here explic-
itly on time, the system is said to be autonomous. More-
over, the presence of the small multiplicative parameter ε
in one of the components of the velocity vector field makes
it possible to consider the system (3) as a slow-fast au-
tonomous dynamical system (S-FADS). So, it possesses a
slow manifold, the equation of which may be determined.
Paradoxically, we will see below that this model is not
slow-fast in that sense.

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 71



2. Analytical slow manifold equation

There are many methods of determination of the analytical
equation of the slow manifold. The classical one based on
the singular perturbations theory [1] is the so-called singu-
lar approximation method. But, in this specific case, one
of the hypothesis of the Tihonov’s theorem is not checked
since the fast dynamics of the singular approximation has
a periodic solution. Thus, another approach developed by
Ginoux et al. [4] which consist in using the Differential
Geometry formalism is proposed.

2.1. Singular approximation method

The singular approximation of the fast dynamics consti-
tutes a quite good approach since the third component of
the velocity is very weak and so, z is nearly constant along
the periodic solution.

On the one hand, since the system (3) can be consid-
ered as a (S-FADS), the slow dynamics of the singular ap-
proximation is given by:

(∑
as

) {
f (x, y, z) = 0
g (x, y, z) = 0 (4)

The resolution of this reduced system composed of the
two first equations of the right hand side of (3) provides a
one-dimensional singular manifold, called singular curve.
This curve doesn’t play any role in the construction of the
periodic solution. But we’ll see that there exists all the
more a slow dynamics.

On the other hands, it presents a fast dynamics which
can be given while posing the following change:

τ = εt ⇔ d

dt
= ε

d

dτ

The system (3) may be re-written as:

d ~X

dτ
=




dx
dτ

dy
dτ

dz
dτ


 =

−→=




ε−1f (x, y, z)

ε−1g (x, y, z)

h (x, y, z)


 (5)

So, the fast dynamics of the singular approximation is
provided by the study of the reduced system composed of
the two first equations of the right hand side of (5).

d ~X

dτ

∣∣∣∣∣
fast

=

(
dx
dτ

dy
dτ

)
=
−→=

(
ε−1f (x, y, z∗)

ε−1g (x, y, z∗)

)
(6)

Each point of the singular curve is a singular point of
the singular approximation of the fast dynamics.

For the z value for which there is a periodic solution,
the singular approximation exhibits an unstable focus, at-
tractive with respect to the slow eigendirection.

2.2. Kinematics methods

Now let us consider the three-dimensional system defined
by (3). In this new approach it is first necessary to de-
fine the instantaneous acceleration vector of the trajectory
curve ~X (t). Since the functions fi are supposed to be C∞

functions in a compact E included in R, it is possible to
calculate the total derivative of the vector field

−→= defined
by (3). As the instantaneous vector function

−→
V (t) of the

scalar variable t represents the velocity vector of the mo-
bile M at the instant t, the total derivative of

−→
V (t) is the

vector function −→γ (t) of the scalar variable t which repre-
sents the instantaneous acceleration vector of the mobile
M at the instant t. It is noted:

−→γ (t) =
d
−→
V (t)
dt

(7)

A new approach of determining the slow manifold equa-
tion, called osculating plane method has been proposed in
[4].

It states that the osculating plane equation to the tra-
jectory curve ~X (t), integral of the dynamical system de-
scribed by the Eqs. (3), constitutes the slow manifold equa-
tion of a (S-FADS) defined by Eq. (3).

Proposition 1.

If I (x0, y0, z0) is one of the equilibrium points of a
dynamical system defined by Eqs. (3) and represented
by the instantaneous velocity vector

−→
V (t) from which the

instantaneous acceleration vector −→γ (t) is deduced, then,
the plane (P) going through the fixed point I (x0, y0, z0)
and having for direction vectors the instantaneous vectors−→
V (t) and −→γ (t) is defined by the coplanarity condition
between

−→
V (t), −→γ (t) and

−−→
IM formed starting from any

fixed point I and from any point M (x, y, z) belonging to
(P). So,

∀M ∈ (P ) ⇔ ∃ (µ, η) ∈ /
−−→
IM = µ

−→
V + η−→γ

This coplanarity condition may be written:

−−→
IM .

(−→
V ∧ −→γ

)
= 0 (8)

Thus, this equation represents the slow manifold of
the slow-fast autonomous dynamical system (S-FADS) de-
fined by Eq. (3).

Moreover, this model (3) exhibits some striking fea-
tures. Due to the presence of the small multiplicative pa-
rameter ε in the third components of its velocity vector
field, instantaneous velocity vector

−→
V (t) and instantaneous

acceleration vector−→γ (t) of the model (3) may be written:

−→
V




ẋ
ẏ
ż


 =

−→=




O
(
ε0

)

O
(
ε0

)

O
(
ε1

)


 (9)
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and

~γ




ẍ
ÿ
z̈


 =

d
−→=
dt




O
(
ε1

)

O
(
ε1

)

O
(
ε2

)


 (10)

where O (εn) is a polynomial of n degree in ε

Then, it is possible to express the vector product−→
V ∧ −→γ as:

−→
V ∧ −→γ =




ẏz̈ − ÿż
ẍż − ẋz̈
ẋÿ − ẍẏ


 (11)

Taking into account what precedes Eqs. (9-10), it fol-
lows that:

−→
V ∧ −→γ =




O
(
ε2

)

O
(
ε2

)

O
(
ε1

)


 (12)

So, it is obvious that since ε is a small parameter, this
vector product may be written:

−→
V ∧ −→γ ≈




0
0

O
(
ε1

)


 (13)

Then, it appears that if the third component of this vec-
tor product vanishes then both instantaneous velocity vec-
tor
−→
V (t) and instantaneous acceleration vector −→γ (t) are

collinear. This result is particular to this kind of model
which presents a small multiplicative parameter in one of
the right-hand-side component of the velocity vector field
and makes it possible to provide their slow manifold equa-
tion.

Proposition 2.

If a (S-FADS) has its small parameter ε in one of the
right-hand-side component of its instantaneous velocity vec-
tor

−→
V (t), then the slow manifold equation associated to

this dynamical system is provided by the collinearity con-
dition between its instantaneous velocity vector

−→
V (t) and

instantaneous acceleration vector −→γ (t).

ẋÿ − ẍẏ = 0 (14)

Another method of determining the slow manifold equa-
tion proposed by Rossetto et al. [14] consists in consid-
ering the so-called tangent linear system approximation.
Then, a coplanarity condition between the instantaneous

velocity vector
−→
V (t) and the slow eigenvectors of the tan-

gent linear system gives the slow manifold equation.

−→
V .

(−→
Yλ2 ∧

−→
Yλ3

)
= 0 (15)

where
−→
Yλi represent the slow eigenvectors of the tan-

gent linear system. But, if these eigenvectors are complex
the slow manifold plot may be interrupted.

So, in order to avoid such inconvenience, this equation
has been multiplied by two conjugate equations obtained
by circular permutations.

[−→
V ·

(−→
Yλ2 ∧

−→
Yλ3

)]
·
[−→
V ·

(−→
Yλ1 ∧

−→
Yλ2

)]
·
[−→
V ·

(−→
Yλ1 ∧

−→
Yλ3

)]
= 0

Then it has been transformed into a real analytical slow
manifold equation which can be written:

3∑

i,j,k

αijkẋiẏj żk = 0 (16)

where αijk are coefficients only depending on the func-
tional jacobian matrix elements of the tangent linear sys-
tem. These coefficients are available at the address:
http://ginoux.univ-tln.fr

Proposition 3.

The coplanarity condition (15) transformed into the
equation (16) provides the slow manifold equation of sys-
tem (3).

3. Application to neuronal bursting models

3.1. Hindmarsh-Rose 84’model

In the beginning we will be interested in analyzing the first
three-dimensional model conceived by Hindmarsh and Rose
in 1984 [6]. This model is exactly the same as the one de-
scribed in the first section but for which h (x), is defined
as a linear function (2):

h (x) = s (x− x∗)

where (x∗, y∗) are the co-ordinates of the leftmost equi-
librium point of the model (1) without adaptation, i.e.,
I = 0. The Hindmarsh-Rose 84’ model is defined by:





dx
dt = y − ax3 + bx2 − z + I
dy
dt = c− dx2 − y
dz
dt = ε (s (x− x∗)− z)

(17)

Parameters used for numerical simulations are:
a = 1, b = 3, c = 1, d = 5, ε = 0.005, s = 4,

x∗ = −1−√5
2 and I = 3.25.
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Then, using the new approach presented in the above
section, i.e., the kinematics method, it is possible to pro-
vide the slow manifold of the Hindmarsh-Rose 84’model.

In Fig. 1 is presented the slow manifold of the Hindmarsh-
Rose 84’model determined with the osculating plane method.
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Figure 1. Slow manifold with the osculating plane method
(proposition 1).
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Figure 2. Slow manifold with the collinearity condition
(proposition 2).

With the proposition 2 the slow manifold is provided
with the use of the collinearity condition between both in-
stantaneous velocity vector

−→
V (t) and instantaneous accel-

eration vector −→γ (t).
The smallness of the parameter ε is responsible for the

great similarity between the Fig. 1 and Fig. 2.

The Fig. 3 presents the slow manifold of the Hindmarsh-
Rose 84’model obtained with the tangent linear system ap-
proximation.
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Figure 3. Slow manifold with the tangent linear system
approximation (proposition 3).

Thus, an explicit analytical equation of the slow man-
ifold of model (17) has been provided in three different
manners increasing each time the quality of the approxi-
mation till obtaining the whole this slow manifold.

Moreover, while using a new criterion of attractivity of
manifolds proposed in our previous works [4] and which
consists in considering the sign of the total derivative of
the slow manifold equation, it is possible to show that the
slow manifold is attractive for the trajectory curve ~X (t),
integral of the dynamical system. So, it delimits stability
domains of the phase space for these trajectories.
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3.2. Hindmarsh-Rose 85’model

Now we are focussing our attention on the second three-
dimensional model elaborated by Hindmarsh and Rose in
1985 [13]. This model is still the same as the one described
in the first section but for which h (x), is defined as an
exponential function (2):

h (x) = K
µ(x+1+k) − 1
µ(1+2k) − 1

where K and µ are constants. This function was cho-
sen by the authors so that its gradient could be altered by
altering µ without moving the equilibrium point , and so
that:

h (−1− k) = 0

The Hindmarsh-Rose 85’ model is defined by:





dx
dt = y − ax3 + bx2 − z + I
dy
dt = c− dx2 − y

dz
dt = ε

(
K µ(x+1+k)−1

µ(1+2k)−1
− z

) (18)

Parameters used for numerical simulations are:
a = 1, b = 3, c = 1, d = 1.077, ε = 0.005, µ = 4.3,

K = 2, k = −1+
√

5
2 and I = 4.5

Then the slow manifold equation of this model is pro-
vided with the kinematics method, i.e., each proposition.

In Fig. 4 is presented the slow manifold of the Hindmarsh-
Rose 85’model determined with the osculating plane method.
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Figure 4. Slow manifold with the osculating plane method
(proposition 1).

With the proposition 2 the slow manifold is provided
with the use of the collinearity condition between both in-
stantaneous velocity vector

−→
V (t) and instantaneous accel-

eration vector −→γ (t).
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Figure 5. Slow manifold with the collinearity condition
(proposition 2).
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Figure 6. Slow manifold with the tangent linear system
approximation (proposition 3).

The smallness of the parameter ε is still responsible
for the great similarity between the Fig. 4 and Fig. 5. But
in this case the presence of the exponential function h (x)
does not allow neglecting totally the first and the second
components of the vector product (11).
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The Fig. 6 presents the slow manifold of the Hindmarsh-
Rose 85’model obtained with the tangent linear system ap-
proximation.

Nevertheless, an explicit analytical equation of the slow
manifold of model (18) has been provided in three differ-
ent manners increasing each time the quality of the ap-
proximation till obtaining the whole this slow manifold.

Here again, the new criterion of attractivity of mani-
folds which consists in considering the sign of the total
derivative of the slow manifold equation, makes it possi-
ble to show that the slow manifold is attractive for the tra-
jectory curve ~X (t), integral of the dynamical system. So,
it delimits stability domains of the phase space for these
trajectories.

4. Discussion

In this work the use of the Mechanics formalism and of the
instantaneous acceleration vector provided new alternative
methods of determination of the slow manifold equation
of (S-FADS) with a small parameter ε in one of the right-
hand-side component of its instantaneous velocity vector
field:

• the osculating plane method, i.e., the coplanarity be-
tween the instantaneous velocity vector

−→
V , the in-

stantaneous acceleration vector −→γ and the vector−−→
IM formed starting from a fixed point of such dy-
namical systems and any point M,

• the collinearity condition between the instantaneous
velocity vector

−→
V , the instantaneous acceleration vec-

tor −→γ .

• the tangent linear system approximation, i.e., the
coplanarity condition between the instantaneous ve-
locity vector

−→
V (t) and the slow eigenvectors trans-

formed into a real analytical equation. This method
need not calculating eigenvectors.

The attractivity criterion made it possible to establish
the attractive feature of the slow manifold and so defined
stability domains of the phase space for the trajectories
curves, integral of such dynamical system.

The study of both Hindmarsh-Rose models in a kind of
“comparative manner” allowed to show that the presence
of an exponential function h (x), more realistic than the
linear one, doesn’t prevent from determine the analytical
equation of the slow manifold.
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ABSTRACT

Emergent properties are typically novel and unanticipated.
In this paper, using chaos synchronization tools and ideas,
we demonstrate, via two examples of three-dimensional
autonomous differential systems, that, by simple uni- or
bi-directional coupling, regular (resp. chaotic) behavior
can emerge from chaotic (resp. regular) behavior.

Keywords : Complex Systems, Emergence, Chaos, Syn-
chronization, Lorenz-type system, Predator-prey.

1. Introduction : Complexity and Emergent Proper-
ties

First of all, let us open by the citation below.
”I think the next century (21th) will be the century of

complexity”, (Stephen Hawking)

But what is complexity ?
An extremely difficult ”I know it when I see it” concept

to define, see [1].
However, intuitively, complexity is usually greatest in

systems whose components are arranged in some intricate
difficult-to-understand pattern or, in the case of a dynami-
cal system, when the outcome of some process is difficult
to predict from its initial state (sensitive dependence on
initial conditions, see below). And a complex system is
an animate or inanimate system composed of many inter-
acting components whose behavior or structure is difficult
to understand. Sometimes a system may be structurally
complex, like a mechanical clock, but behave very simply.

While several measures of complexity have been pro-
posed in the research literature, they all fall into two gen-
eral classes:

(1) Static Complexity -which addresses the question of
how an object or system is put together (i.e. only purely
structural informational aspects of an object), and is inde-
pendent of the processes by which information is encoded
and decoded;

(2) Dynamic Complexity -which addresses the ques-
tion of how much dynamical or computational effort is re-

Author Email : aziz.alaoui@univ-lehavre.fr

quired to describe the information content of an object or
state of a system.

These two measures are clearly not equivalent. In this
paper we embrace the following defintion.

Complexity is a scientific theory that asserts that
some systems display behavioral phenomena is com-
pletely inexplicable by any conventional analysis of the
systems’ constituent parts.

Besides, emergence refers to the appearance of higher-
level properties and behaviors of a system that while ob-
viously originating from the collective dynamics of that
system’s components -are neither to be found in nor are
directly deducable from the lower-level properties of that
system. Emergent properties are properties of the ”whole”
that are not possessed by any of the individual parts mak-
ing up that whole. For example, an air molecule is not a
tornado and a neuron is not conscious : emergent behav-
iors are typically novel and unanticipated.

Moreover, it is becoming a commonplace that, if the
20th was the century of physics, the 21st will be the cen-
tury of biology, and, more specifically, mathematical biol-
ogy, see [8]. We will concentrate our attention to demon-
strate the emergence of complex (chaotic) behavior in cou-
pled (non chaotic) systems. That is to show that for uni-
or bi-directionally coupled non chaotic systems, chaos can
appear even for large values of coupling parameter. This
discussion is based on continuous autonomous differential
systems, first of type-Lorenz illustrating identical chaos
synchronization and regular behavior emerging from chaotic
one, and, second, systems modeling predator-preys food-
chain showing chaotic behaviors emerging from regular
ones.

2. Synchronization and Desynchronization

Synchronization is a ubiquitous phenomenon characteris-
tic of many processes in natural systems and (nonlinear)
science, it has permanently remained an objectif of inten-
sive research and is today considered as one of the basic
nonlinear phenomena studied in mathematics, physics, en-
gineering or life science. Synchronization of two dynam-
ical systems generally means that one system somehow
traces the motion of another. Indeed, it is well known
that many coupled oscillators have the ability to adjust
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some common relation that they have between them due
to weak interaction, which yields to a situation in which a
synchronization-like phenomenon takes place, see [2].

Since this discovery, periodic synchronization has found
numerous applications in various domains, for instance in
biological systems and living nature where synchroniza-
tion is encountered on differents levels. Examples range
from the modeling of the heart to the investigation of the
circardian rhythm, phase locking of respiration with a me-
chanical ventilator, synchronization of oscillations of hu-
man insulin secretion and glucose infusion, neuronal infor-
mation processing within a brain area and communication
between different brain areas. Also synchronization plays
an important role in several neurological diseases such as
epilepsies and pathological tremors, or in differents forms
of cooperative behavior of insects, animals or humans. For
more details, see [10].

This process may also be encountered in other areas,
celestical mechanics or radio engineering and acoustics.

But, even though original notion and theory of syn-
chronization implies periodicity of oscillators, during the
last decades, the notion of synchronization has been gen-
eralized to the case of interacting chaotic oscillators.

Roughly speaking, a system is chaotic if it is deter-
ministic, has a long-term aperiodic behavior, and ex-
hibits sensitive dependence on initial conditions on a
closed invariant set.
Chaotic oscillators are found in many dynamical systems
of various origins, the behavior of such systems is charac-
terized by instability and, as the result, limited predictabil-
ity in time.
Despite this, in the two last decades, the search for syn-
chronization has moved to chaotic systems. A lot of re-
search has been done and, as a result, researchers showed
that two chaotic systems could be synchronized by cou-
pling them : synchronization of chaos is actual and chaos
could then be expoitable, see [9], and for a review see
[2]. Ever since, many researchers have discussed the the-
ory, the design or applications of synchronized motion in
coupled chaotic systems. A broad variety of applications
have emerged, for example to increase the power of lasers,
to synchronize the output of electronic circuits, to con-
trol oscillations in chemical reactions or to encode elec-
tronic messages for secure communications. Moreover, in
the topics of coupled chaotic systems, many different phe-
nomena, which are usually referred to as synchronization,
exist and have been studied now for over a decade.

2.1. Synchronization and stability : definitions

For the basic master-slave configuration where an autonomous
chaotic system (the master) :

dX

dt
= F (X), X ∈ R

n (1)

drives another system (the slave) :

dY

dt
= G(X,Y ), Y ∈ R

m, (2)

synchronization takes place when Y asymptotically copies,
in a certain manner, a subset Xp ofX . That is, there exists
a relation between the two coupled systems, which could
be a smooth invertible function ψ, the last carries trajecto-
ries on the attractor of a first system on the attractor of a
second system. In other words, if we know, after a tran-
sient regime, the state of the first system, it allows us to
predict the state of the second : Y (t) = ψ(X(t)). Gener-
ally, it is assumed n ≥ m, however, for the sake of easy
readability, we will reduce, even if this is not a necessary
restriction, to the case n = m, and thus Xp = X . Hence-
forth, if we denote the difference Y − ψ(X) by X⊥, in
order to arrive at a synchronized motion, it is expected to
have :

||X⊥|| −→ 0, as t −→ +∞. (3)

If ψ is the identity function, the process is called identical
synchronization (IS hereafter).

Definition of IS. System (2) synchronizes with system
(1), if the set M = {(X,Y ) ∈ R

n×R
n, Y = X} is an at-

tracting set with a basin of attractionB (M ⊂ B) such that
limt→ ∞||X(t) − Y (t)|| = 0, forall (X(0), Y (0)) ∈ B.

Thus, this regime corresponds to the situation where
all the variables of two (or more) coupled chaotic systems
converge.

If ψ is not the identity function, the phenomenon is
more general and is referred to as generalized synchroniza-
tion (GS).

Definition of GS. System (2) synchronizes with system
(1), in the generalized sense, if there exists a transforma-
tion ψ : R

n −→ R
m, a manifold M = {(X,Y ) ∈

R
n+m, Y = ψ(X)} and a subset B (M ⊂ B), such that

for all (Xo, Yo) ∈ B, the trajectory based on the initial
conditions (Xo, Yo) approaches M as time goes to infin-
ity.

Henceforth, in the case of identical synchronization,
equation (3) above means that a certain hyperplane M ,
called synchronization manifold, within R

2n, is asymp-
totically stable. Consequently, for the sake of synchrony
motion, we have to prove that the origin of the transverse
system X⊥ = Y − X is asymptotically stable. That is,
to prove that the motion transversal to the synchronization
manifold dies out.

The Lyapunov exponents associated with the variational
equation corresponding to the tranverse system X⊥ :

dX⊥

dt
= DF (X)X⊥ (4)

whereDF (X) is the Jacobian of the vector field evaluated
onto the driving trajectory X , are referred to as transverse
or conditional Lyapunov exponents (CLE hereafter).

In the case of IS it appears that the condition L⊥
max <

0, is sufficient to insure synchronization, where L⊥
max is

the largest CLE. Indeed, Equation (4) gives the dynamics
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of the motion transverse to the synchronization manifold,
therefore CLE will tell us if this motion die out or not, and
hence, whether the synchronization state is stable or not.
Consequently, if L⊥

max is negative, it will insure the stabil-
ity of the synchronized state. This will be best explained
using two examples below.

2.2. Identical synchronization

(Or, the larger is the coupling coefficient the stronger is the
synchronization)

Thet simplest form of chaos synchronization and the
best way to explain it, is identical synchronization (IS),
also referred to as Conventional or Complete synchroniza-
tion (see [4]). It is also the most typical form of chaotic
synchronization often observable in two identical systems.

There are various processes leading to synchroniza-
tion, depending on the used particular coupling configu-
ration they could be very different. So, one has to distin-
guish between the two following main situations, even if
they are, in some sense, similar : the uni-directional and
the bi-directional coupling. Indeed, synchronization of
chaotic systems is often studied for schemes of the form :

dX

dt
= F (X) + kN(X − Y )

dY

dt
= G(Y ) + kM(X − Y )

(5)

where F and G act in R
n, (X,Y ) ∈ (Rn)2, k is a scalar

and M and N are coupling matrices belonging to R
n×n.

If F = G the two subsystems X and Y are identical.
Moreover, when both matrices are nonzero then the cou-
pling is called bi-directional, while it is referred to as uni-
directional if one is the zero matrix, and the other being
nonzero.

Other names were given in the litterature of this type
of synchronization, such as one-way diffusive coupling,
drive-response coupling, master-slave coupling or nega-
tive feedback control.

System (5) above with F = G and N = 0 becomes
uni-directionlly coupled, and reads :

dX

dt
= F (X)

dY

dt
= F (Y ) + kM(X − Y )

(6)

M is then a matrix that determines the linear combination
ofX components that will be used in the difference, and k
determines the strength of the coupling.

In uni-directional synchronization, the evolution of the
first system (the drive) is unaltered by the coupling, the
second system (the response) is then constrained to copy
the dynamics of the first.

In contrast to the uni-directional coupling, for the bi-
directionally (also called mutual or two-way) coupling, both
drive and response systems are connected in such a way
that they mutually influence each other’s behavior. Many
biological or physical systems consist of bi-directionally

interacting elements or components, examples range from
cardiac and respiratory systems to coupled lasers with feed-
back.

2.3. Uni- and bi-directional identical synchronization
for a Lorenz-type system

(Or the larger is the coupling coefficient the stronger is the
synchronization)

Let us give an example, and for the sake of simplic-
ity, let us develop the idea on the following 3-dimensional
simple autonomous system, which belongs to the class of
dynamical systems called generalized Lorenz systems, see
[7] and references therein :







ẋ = −9x− 9y
ẏ = −17x− y − xz
ż = −z + xy .

(7)

The signs used differentiate system (7) from the well-known
Lorenz system :

ẋ = −10x+ 10y, ẏ = 28x− y − xz, ż = −
8

3
z + xy.

From previous observations, it was shown that system (7)
oscillate chaotically, its Lyapunov exponents are +0.601,
0.000 and −16.470, it exhibits the chaotic attractor of fig-
ure 1, with a 3D feature very similar to that of Lorenz at-
tractor.
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Figure 1. The chaotic attractor of system (7) : xy and
xz-plane projections.

Uni-directional coupling
Let us consider an example with two copies of system

(7), and for

M =











1 0 0

0 0 0

0 0 0











(8)

that is, by adding a damping term to the first equation of
the response system, we get a following uni-directionally
coupled system, coupled through a linear term k > 0 ac-
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cording to variables x1,2 :


































ẋ1 = −9x1 − 9y1
ẏ1 = −17x1 − y1 − x1z1
ż1 = −z1 + x1y1

ẋ2 = −9x2 − 9y2 − k(x2 − x1)
ẏ2 = −17x2 − y2 − x2z2
ż2 = −z2 + x2y2

(9)

For k = 0 the two subsystems are uncoupled, for k > 0
both subsystems are uni-directionally coupled. Our nu-
merical computations yield the optimal value k̃ for the
synchronization, we found that for k ≥ k̃ = 4.999 both
subsystems of (9) synchronize. That is, starting from ran-
dom initial conditions, and after some transient time, sys-
tem (9) generates the same attractor as for system (7), see
figure 1. Consequently, all the variables of the coupled
chaotic subsystems converge, that are x2 converges to x1,
y2 to y1 and z2 to z1, see figure 2. Thus, the second system
(the response) is locked to the first one (the drive). One
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Figure 2. Time series for xi(t), yi(t) and zi(t) in system
(9), (i = 1, 2), for the coupling constant k = 5.0, that is
beyond the threshold necessary for synchronization. Af-
ter transients die down, the two subsystems synchronize
perfectly.

also could give correlation plots that are the amplitudes x1

against x2, y1 against y2 and z1 against z2, and observe
diagonal lines, meaning also that the system synchronizes.

Bi-directional coupling
Let us then take two copies of the same system (7) as

given above, but two-way coupled through a linear con-
stant term k > 0 according to variables x1,2 :



































ẋ1 = −9x1 − 9y1 − k(x1 − x2)
ẏ1 = −17x1 − y1 − x1z1
ż1 = −z1 + x1y1

ẋ2 = −9x2 − 9y2 − k(x2 − x1)
ẏ2 = −17x2 − y2 − x2z2
ż2 = −z2 + x2y2

(10)
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Figure 3. Regular behavior emerges from chaotic behav-
iors. The plot of amplitudes y1 against y2, after transients
die down, shows a diagonal line, which also indicates that
the receiver and the transmitter are maintaining synchro-
nization. The plot of z1 against z2 shows a similar figure.

We can get an idea of the onset of synchronization by plot-
ting for example x1 against x2 for various values of the
coupling strength parameter k. Our numerical computa-
tions yield the optimal value k̃ for the synchronization :
k̃ ' 2.50, see figure 4, both (xi, yi, zi)-subsystems syn-
chronize and system (10) also generates the attractor of
figure 1.

These results show also that simple bi-directional cou-
pling of two chaotic systems do not increase the chaoticity
of the new system, unlike what one might expect. Thus, in
some sense (see synchronization manifolf below), regular
behavior emerges from chaotic behavior, (i.e. the motion
is confined in some manifold).

2.4. Remark on the stability manifold

Geometrically, the fact that systems (9) and (10), beyond
synchronization, generate the same attractor as for system
(7), implies that the attractors of these combined drive-
response 6-dimensional systems are confined to a 3-dimen-
sional hyperplane (the synchronization manifold) defined
by Y = X . This hyperplane is stable since small pertur-
bations which take the trajectory off the synchronization
manifold will decay in time. Indeed, as said before, condi-
tional Lyapunov exponents of the linearization of the sys-
tem around the synchronous state could determine the sta-
bility of the synchronized solution. This leads to requiring
that the origin of the transverse system, X⊥, is asymptoti-
cally stable. To see this, for both systems (9) and (10), we
then switch to the new set of coordinates, X⊥ = Y −X ,
that is x⊥ = x2−x1, y⊥ = y2−y1 and z⊥ = z2−z1. The
origin (0, 0, 0) is obviously a fixed point for this transverse
system, within the synchronization manifold. Therefore,
for small deviations from the synchronization manifold,
this system reduces to a typical variational equation :

dX⊥

dt
= DF (X)X⊥ (11)

whereDF (X) is the Jacobian of the vector field evaluated
onto the driving trajectory X . Previous analysis, see [2],
shows thatL⊥

max becomes negative as k increases, for both
uni- or bi-directionally coupling, which insure the stability

© EPNADS'05 within ECCS'05, Paris, November 17th, 2005 80



-10

-5

 0

 5

 10

-10 -5  0  5  10

-10

-5

 0

 5

 10

-10 -5  0  5  10

-10

-5

 0

 5

 10

-10 -5  0  5  10

Figure 4. Illustration of the onset of synchronization of
system (10). (a), (b) and (c) plot the amplitudes x1 against
x2 for values of the coupling parameter k = 0.5, k = 1.5
and k = 2.8 respectively. The system synchronizes for
k ≥ 2.5.

of the synchronized state, for systems (9) and (10), figure
5.

Lmax
⊥
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Figure 5. The largest transverse Lyapunov exponents
L⊥

max as a function of coupling strength k in the uni-
directional system (9) (solid) and the bi-directional system
(10) (dotted).

Let us note that this can also be proved analytically as
done in [7], by using a suitable Lyapunov function, and
using some new extended version of LaSalle invariance
principle.

Desynchronization motion. Synchronization de-
pends on the coupling strength, but also on the vector field
and the coupling function. For some choice of these quan-
tities, synchronization may occur only within a finite range
[k1, k2] of coupling strength, in such a case a desynchro-
nization phenomenon occurs. Thus, increasing k beyond
the critical value k2 yields loss of the synchronized motion
(L⊥

max becomes positive).

3. Emergence of Chaotic Properties : A Predator-Prey
Example

(Or, the larger is the coupling coefficient the weaker is the
synchronization).

3.1. The model

As we said in the introduction, it is becoming a common-
place that, if the 20th was the century of physics, the 21st
will be the century of biology, and, more specifically, math-
ematical biology, ecology, ... and, in general, nonlinear
dynamics and complexity in life sciences.

In this last part, we will hence focus ourself on emer-
gent (chaotic or regular) properties that arrise when we
couple uni- or bi-directionally two 3-dimensional autonomous
differential systems, modeling predator-prey food-chains.

Le us then consider a continuous time dynamical sys-
tem, model for a tritrophic food chain, based on a modified
version of the Leslie-Gower scheme, see [3, 6], for which
the rate equations for the three components of the chain
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population can be written as follows :































dX

dT
= aoX − boX

2 −
voXY

do +X
dY

dT
= −a1Y +

v1XY

d1 +X
−

v2Y Z

d2 + Y

dZ

dT
= c3Z −

v3Z
2

d3 + Y
,

(12)

with X(0) ≥ 0, Y (0) ≥ 0 and Z(0) ≥ 0, whereX,Y and
Z represent the population densities at time T ; a0, b0, v0, d0,
a1, v1, d1, v2, d2, c3, v3 and d3 are model parameters as-
suming only positive values and are defined as follows :
ao is the growth rate of prey X , bo measures the strength
of competition among individuals of species X , vo is the
maximum value which per capita reduction rate of X can
attain, do measures the extent to which environment pro-
vides protection to preyX , a1 represents the rate at which
Y will die out when there is noX , v1 and d1 have a similar
meaning as v0 and do, v2 and v3 have a similar biological
connotation as that of vo and v1, d2 is the value of Y at
which the per capita removal rate of Y becomes v2/2, c3
describes the growth rate of Z, assuming that the number
of males and females is equal, d3 represents the residual
loss in species Z due to severe scarcity of its favorite food
Y ; the second term on the right hand side in the third
equation of (12) depicts the loss in the predator popula-
tion.

For the origin of this system and for some theoretical
results, boundedness of solutions, existence of an attract-
ing set, existence and local or global stability of equilib-
ria, etc ..., see [3, 6]. In these works, using intensive nu-
merical qualitative analysis, it has been demonstrated that
the model could exhibit periodic solutions, figure (6), and
quasi-periodic or chaotic dynamics, figure (7), for the fol-
lowing parameters and state values :







bo = 0.06, vo = 1.0, d0 = d1 = d2 = 10.0,
a1 = 1.0, v1 = 2.0, v2 = 0.9,
c3 = 0.02, v3 = 0.01, d3 = 0.3.

(13)
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Figure 6. Limit cycles of periood one and two, for a0 =
3.6 and a0 = 3.8 respectively, found for system (12) and
for parameters given by (13).

We will fix, for the rest of the paper, the system param-
eters as given in (13) in order that system (13) oscillates in
a regular maneer around a stable limit cycle of period one
figure 6(b).
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Figure 7. Transition to chaotic (or quasi-periodic) be-
havior is established via period doubling bifurcation, for
respectively a0 = 2.85, a0 = 2.87, a0 = 2.89 and
a0 = 2.90, found for system (12) and for parameters given
by (13).

3.2. Uni-directional desynchronization : Predator-Prey
system

Usually, as we have seen in the previous section, in uni-
directional synchronization, while the evolution of the first
system (the drive) is unaltered by the coupling, the second
system (the response) is constrained to copy the dynamics
of the first.

However, this is not the case for our example below,
for which, as we will see, while both subsystems evolve
periodically (limit cycles of figure 6(b)), the coupled sys-
tem’ behavior is extremely complex.

Let us then consider two copies of system (12). By
adding a damping term to the first equation of the response
system, we get a following uni-directionally coupled sys-
tem, coupled through a linear term k > 0 according to
variables x1,2 :



























































































Ẋ1 = aoX1 − boX
2
1 −

voX1Y1

do +X1

Ẏ1 = −a1Y1 +
v1X1Y1

d1 +X1
−
v2Y1Z1

d2 + Y1

Ż1 = c3Z1 −
v3Z

2
1

d3 + Y1

Ẋ2 = aoX2 − boX
2
2 −

voX2Y2

do +X2
− k(X2 −X1)

Ẏ2 = −a1Y2 +
v1X2Y2

d1 +X2
−
v2Y2Z2

d2 + Y2

Ż2 = c3Z2 −
v3Z

2
2

d3 + Y2

(14)

For k = 0 the two subsystems are uncoupled, for k >
0 both subsystems are uni-directionally coupled, and for
k −→ +∞ one can expect to obtain the same results as
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those obtained for the previous example in the previous
section, that is strong synchronization and two subsystems
which evolve identically.

We have choose, for the coupled system, a range of
parameters for which both subsystems constituents parts
evolve periodically, as figure 6(b) shows.

However, our numerical computations show that both
subsystems of (14) never synchronize nor identically nei-
ther generally, unless the coupling parameter k is very
small. In such a case a certain generalized synchronization
form takes place, see figure 8(a). That is, starting from
random initial conditions, and after some transient time,
system (14) generates attractor different from those exhib-
ited by system (12) in figure 6(b). Consequently, all the
variables of the coupled limit cycles subsystems surpris-
ingly do not converge, as, at first sight, one may intuitively
expect, see figure 8.

These results show that uni-directional coupling of these
two non-chaotic systems, that are the subsystems constituent
of system (14), increase the bahavior complexity, and trans-
forms a periodic situation in a chaotic one.

Emergent chaotic properties are typically novel and
unanticipated, for this example.

This corresponds to the classical cascade of periodic-
doubl- ing bifurcation processus, with a sequence of order
and disorder windows.

3.3. Bidirectional desynchronization : Predator-Prey
system

As, many biological or physical systems consist of bi-dir-
ectionally interacting elements or components, let us use a
bi-directionally (mutual) coupling, in order that both drive
and response subsystems are connected in such a way that
they mutually influence each other’s behavior. Let us then
take two copies of the same system (12) as given above,
but two-way coupled through a linear constant term k > 0
according to variables x1,2 :
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

Ẋ1 = aoX1 − boX
2
1 −

voX1Y1

do +X1
− k(X1 −X2)

Ẏ1 = −a1Y1 +
v1X1Y1

d1 +X1
−
v2Y1Z1

d2 + Y1

Ż1 = c3Z1 −
v3Z

2
1

d3 + Y1

Ẋ2 = aoX2 − boX
2
2 −

voX2Y2

do +X2
− k(X2 −X1)

Ẏ2 = −a1Y2 +
v1X2Y2

d1 +X2
−
v2Y2Z2

d2 + Y2

Ż2 = c3Z2 −
v3Z

2
2

d3 + Y2

(15)

We have also choose, for this bi-directionally coupled
system, the same range of parameters for which the sub-

 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70
 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70

 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70
 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70

 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70
 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70
 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70
 0

 10

 20

 30

 40

 50

 60

 70

 0  10  20  30  40  50  60  70

Figure 8. Illustration of the onset of desynchronization of
the unidirectionel coupled system (14). Figures (a), (b),
... (f) are done left-right and up-down, and plot the am-
plitudes x1 against x2 for values of the coupling param-
eter (a) k = 0.01, (b) k = 0.055, (c) k = 0.056, (d)
k = 0.0565, (e) k = 0.057 and (f) k = 0.1. Figure
(a,b,c) show a generalized synchronization phenomenon
: the system synchronizes (in the generalized sense) for
very small values of k. But a desynchronization processus
fastly arrises by increasing k, figures (d,e,f) : -in some
interval for k, the larger is the coupling coefficient the
weaker is the synchronization-. Hence, we have emer-
gence of chaotic properties : The coupled system displays
behavioral chaotic phenomena which is not exhibited by
systems’ constituent parts, that are the two predator-prey
systems before coupling, which exhibit the limit-cycle of
figure 6(b), and for the same parameters, same initial con-
ditions. This phenomenon is robust with respect to small
parameters variations.
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Figure 9. Bidirectionel coupling. Figures plot amplitudes
x1 against x2 for the same values as done for the previ-
ous figure, that are, respectively, for k = 0.01, k = 0.055
and k = 0.056 k = 0.0565, k = 0.057 and k = 0.1.
These figures, Illustrate a window of generalized synchro-
nization and desynchronization of system (12). (a), (b)
and (c) plot The system synchronizes (in the generalized
sense) for k ≤ 0.01, as it has been shown in the uinidirec-
tional case. But the desynchronization processus arrises by
increasing k, fastly in comparison with the unidirectional
case.

systems constituents parts evolve periodically, as figure
6(b) shows.

Figure 9 demonstrates also, for some interval of pa-
rameter k, that the larger is this coupling coefficient the
weaker is the synchronization. That is, we have emergence
of new properties for the coupled system. The last displays
behavioral chaotic phenomena which is not exhibited by
systems’ constituent parts, that are the two predator-prey
systems before coupling, and for the same parameters, same
initial conditions. A robust phenomenon with respect to
small variations of parameters values.

Furthermore, the bidirectional case enhances the desyn-
chronization processus that is the occurence of new com-
plex phenomenon, and makes it occuring fastly in com-
parison to the unidirectinal case ; for the same interval k ∈

J =]0, 0.1], chaotic properites take place for k = 0.055 in
the unidirectional case, and for k = 0.057 in the unidirec-
tional case. This complex behavior remains observable in
whole interval J for the last, but for the first, it disappears
after k = 0.056 -some regular generalized synchroniza-
tion takes place- and appears again for k ∈]0.057, 0.1]

Thus, one may conclude that, the larger is the coupling
coefficient k the weaker is the synchronization (within some
interval for k).

All these numerical results show that the whole predator-
prey food chain in 6-dimensional space, displayes behav-
ioral phenomena which is completely inexplicable by any
conventional analysis of the 3-dimensional systems’ con-
stituent parts, which have for the same ranges of parame-
ters a 1-peridoic solutions. They have to be compared to
the obtained results in the previous section, in which it has
been shown that : the larger is the coupling coefficient the
stronger is the synchronization

Therefore, our predator-prey system is an example ex-
hibiting new emergent properties, which are properties of
the ”whole” 6-dimensional system that are not possessed
by any of the individual parts (that are the two 3-dimensional
subsystems).

4. Conclusion and Discussion

Identical chaotic systems synchronize by following the same
chaotic trajectory (IS). However, in the real world systems
are in general not identical. For instance, when the pa-
rameters of two-coupled identical systems do not match,
or when those coupled systems belong to different classes,
complete IS may not be expected, because there does not
exist such an invariant manifold Y = X , as for identical
synchronisation. For nonidentical systems, the possibility
of some other types of synchronization has been investi-
gated (see references cited in [2]). It was showed, [11],
that when two different systems are coupled with suffi-
ciently strong coupling strenght, a general synchronous re-
lation between their states could be exist and expressed by
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a smooth invertible function, Y (t) = ψ(X(t)), as we have
done in the previos section.

But, for coupled nonidentical chaotic systems, other
type of synchronization exist. For example phase syn-
chronization (PS hereafter) which is a rather weak degree
of synchronization, see [10]. It is a hidden phenomenon,
in the sense that the synchronous motion is not visible.
Indeed, in case of PS, the phases of chaotic systems are
locked, that is there exists a certain relation between them,
whereas the amplitudes vary chaotically and are practi-
cally uncorrelated. Thus, it is mostly close to synchro-
nization of periodic oscillators.

Let us note that such a phenomenon occurs when a
zero Lyapunov exponent of the response system becomes
negative, while, as explained above, identical chaotic sys-
tems synchronize by following the same chaotic trajectory,
when their largest transverse Lyapunov exponent of the
synchronized manifold decreases from positive to negative
values.

This processus deserves to be investigated for our pred-
ator-prey food chain case. More detailed analysis for such
phenomena will be provided in the near future.
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certains Systèmes Dynamiques Non-Lin éaires,” PhD
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On the robust H1 �ltering based syn
hronization for a 
lass ofstru
tured un
ertain neutral systems with unknown delaysA. Alif, M. Boutayeb and M. Daroua
hAbstra
t�: In this paper, a new delay dependent approa
hto deal with the robust H1 �ltering based syn
hronizationproblem for a 
lass of stru
tured un
ertain neutral systemswith unknown delays is proposed. The new approa
h givesthe maximum size of the interval of evolution of the delaywithin whi
h the �ltering based syn
hronization pro
ess 
anbe guaranteed, instead of its maximum value. This meansthat the obtained 
riterion 
an guarantee the �ltering basedsyn
hronization pro
ess within any interval in IR+, represent-ing the evolution of the delay, where the size is less thanthe maximal size value obtained while solving the obtained
riterion. Suf�
ient 
onditions to redu
e the effe
t of thedisturban
e input on the �ltering based syn
hronization erroroutput to a pres
ribed level are established and expressed interms of linear matrix inequalities. A numeri
al example isprovided to illustrate the validity of the obtained results.Index Terms�Neutral systems, Robust H1-Filteringbased syn
hronization, linear matrix inequality, De-s
riptor model, Unknown delay, New delay dependentapproa
h, Stru
tured un
ertainties.I. INTRODUCTIONThe syn
hronization problem of 
oupled systems hasattra
ted a lot of attention during the two last de
ades.Indeed, this is due to its potential appli
ations in several�elds, see for insten
e [1℄ where the syn
hronization of
oupled 
haoti
 systems has been exploited for se
ure
ommuni
ations. In the last years, the lag syn
hronizationproblem has re
eived an in
reasing interest due to its severalappli
ations, see for insten
e [2℄ and [3℄. However, in spiteof the importan
e of all these works, others aspe
ts of thesyn
hronization problem remaind not mu
h explored, and insome 
ases still unexplored, like theH1 �ltering based syn-
hronization problem for neutral systems (systems whi
h
ontain delays in the system state and in the derivativeof the state). For delayed systems (systems whi
h 
ontaindelay only in the system state), several works have beenreported in the literature dealing with the �ltering basedsyn
hronization problem of these systems, see for insten
e[4℄ and [5℄ where the delay-dependent approa
h (the ob-tained 
riteria depend on the maximal value of the delay)has been adopted, and [6℄ where the delay independentapproa
h (more 
onservative sin
e the obtained 
riteria isindependent on the delay information) has been followed.A. Alif and M. Daroua
h are with UHP-CRAN-CNRS-UMR 7039,IUT de Longwy, 186 rue de Lorraine, 54400 Cosnes et Ro-main, Fran
e A.W Adil.Alif�iut-longwy.uhp-nan
y.frdaroua
h�iut-longwy.uhp-nan
y.frM. Boutayeb is with LSIIT-CNRS-UMR 7005,University ofLouis Pasteur Strasbourg, Pole API, Bu.S.Braut, 67400 ILLKIRCHMohamed.Boutayeb�ipst-ulp.u-strasbg.fr

A signi�
an
e progress has been o

ured 
on
erning the�rst approa
h, and this is owing to the introdu
tion of newand less 
onservative model transformations and bound-edness tools. See for instan
e [7℄, [8℄ and [9℄ where thedes
riptor model transformation has been introdu
ed, andless 
onservative results, 
ompared to the others methods,have been obtained. In this note, using the des
riptor modeltransformation, a new delay dependent approa
h to dealwith the robust H1 �ltering based syn
hronization problemfor a 
lass of linear neutral systems subje
ted to stru
turedun
ertainties is ta
kled. The delays are supposed to beunknown, that in the derivative of the system state issupposed to be 
ompletely unknown, whereas that in thesystem state is assumed to be unknown by evolving in apre-spe
i�ed interval. Unlike the 
lassi
al delay dependentapproa
h where the goal is to seek the large value of thedelay under whi
h the �ltering based syn
hronization pro-
ess 
an be guaranteed, and the delay independent approa
h,where the �ltering based syn
hronization pro
ess 
an beguaranteed for any value of the delay in IR+, the proposedapproa
h gives the maximal size of the interval of evolutionof the delay within whi
h the �ltering based syn
hronizationpro
ess 
an be guaranteed. This means that, the �lteringbased syn
hronization pro
ess 
an be guaranteed within anygiven interval in IR+, representing the interval of evolutionof the delay, where the size is less than the maximal sizevalue obtained while solving the obtained 
riterion. On theother hand, it is worth noting that the �ltering based syn-
hronization of the 
lass of systems 
onsidered in this noteleads to hard nonlinear 
onditions. Thus, the linearization ofthe obtained 
onditions in order to obtain an LMI feasibleproblem, in addition to the new delay dependent approa
hused, 
onstitute the major 
ontribution of this paper. Thevalidity of the obtained results is illustrated via a numeri
alexample. II. PROBLEM STATEMENTIn this study, we 
onsider a neutral system with a generalform as follows:_x(t)�E _x(t� �d) = Ax(t) +Adx(t� �) +Bpp(t)+Bww(t) (1)x(t) = �(t); t 2 [�b� ; 0℄ (2)y(t) = Cx(t) + Cdx(t � �) + Cpp(t) + Cww(t) (3)z(t) = Lx(t) + Lww(t) (4)q(t) = D1x(t) +Ddx(t� �) +Dpp(t) +Dww(t) (5)p(t) = �(t)q(t) (6)
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where x(t) 2 IRn is the system state, w(t) 2 Lq2[0;1)is the external disturban
es, y(t) 2 IRm is the measurableoutput, and z(t) 2 IRs is the regular output to be esti-mated where s � n. p(t) 2 IRn represents the stru
turedun
ertainties and by adding the output q(t) 2 IRn wedes
ribe the in�uen
e of these un
ertainties on the system.�(t) is the un
ertainty between p(t) and q(t) su
h that�(t)�(t)T � I . A, Ad, E, Bp, Bw, C, Cd, Cp, Cw, D1,Dd, Dp, Dw, L and Lw are known 
onstant matri
es withappropriate dimensions. � and �d are two positive 
onstants
alars. �d is supposed to be 
ompletely unknown, whereas� is unknown but assumed to evolve in the interval [�1; �2℄,where �1 and �2 are positive known s
alars (�1 < �2).b� = max(�d; �2), and �(t) is a 
ontinuous ve
tor fun
tion.Here we suppose that �(t) has the following stru
turalproperty:�(t) 2 D := f�(t) = blkdiag(�1(t); � � � ;�k(t);�1; � � � ; �l) : k; l 2 INgwhere �j 2 IR su
h that j�j j � 1 and �j(t) is full blo
ksu
h that �j(t)�Tj (t) � I .We de�ne the set of symmetri
 s
aling matrix 
orrespond-ing to arbitrary blo
k diagonal stru
ture D as follows:S� := fS : S = ST ; S�(t) = �(t)S;for �(t) 2 Dg: (7)also, the set of antisymmetri
 s
aling matrix 
orrespondingto arbitrary blo
k diagonal stru
ture D 
an be des
ribed by:T� := fT : T T = �T; T�(t) = �(t)TT;for �(t) 2 Dg: (8)In general, the symmetri
 s
aling matrix denoted by S
orresponding to the blo
k diagonal un
ertainty 
an berewritten as:S := blkdiag(Æ1; � � � ; Æk; S1; � � � ; Slg; k; l 2 IN;Æj 2 IR and Si = STi (9)Similarly, the antisymmetri
 s
aling matrix 
an be des
ribedasT := blkdiag(0; � � � ; 0| {z }k ; T1; � � � ; Tlg; k; l 2 IN;Æj 2 IR and T Ti = �T (10)On the other hand, to ensure the delay-independent stabilityof the differen
e operator D : C[��d; 0℄ ! IRn, given byD(xt) = x(t) � Ex(t � �d), we introdu
e the followingsuf�
ient 
ondition �(E) < 1;whi
h means that all the eigenvalues of E are inside theunite 
ir
le.In this paper, we 
onsider a �lter of order n with state-spa
erealization of the following form:_̂x(t) = (N �Ad)x̂(t) +Adbx(t� �2) +Dy(t) (11)x̂(t) = b�(t); t 2 [�b� ; 0℄ (12)bz(t) = Kx̂(t) (13)where bx(t) 2 IRn is the �lter state, and bz(t) 2 IRs isthe estimate of z(t). N , D and K are the gain matri
es

with appropriate dimensions to be determined. b�(t) is a
ontinuous ve
tor fun
tion. The �lter stru
ture has not beentaking arbitrarily, indeed, this stru
ture plays an importantrole, as we will see, in the obtention of a spe
ial kind ofaugemented systems, for whi
h our new delay dependentapproa
h 
an be applied. To show that, let us �rst introdu
ethe well known equality x(t� �) = x(t)� R tt�� _x(s) ds in(1). Thus, we dedu
e that_x(t)�E _x(t� �d) =(A+Ad)x(t) �Ad Z tt��2 _x(s)+ Ad Z t��t��2 _x(s) ds+Bpp(t) +Bww(t) (14)and remark that (11) 
an be equivalently rewritten as follows_bx(t)=Nbx(t)�Ad Z tt��2 _bx(s) ds+Dy(t) (15)Now let e(t) = x(t) � bx(t), hen
e, we dedu
e fromequations (14), (15) and (3) that_e(t)�E _x(t� �d)=(A+Ad �N �DC)x(t) +Ne(t)�DCdx(t� �) �Ad Z tt��2 _e(s) ds+Ad Z t��t��2 _x(s) ds+(Bp �DCp)p(t) + (Bw �DCw)w(t) (16)whi
h 
an be rewritten after arrangement as follows_e(t)�E _x(t� �d)=(A+Ad �N �DC)x(t)+(N �Ad)e(t)�DCdx(t� �) +Ade(t� �)+Ad Z t��t��2 _x(s) ds�Ad Z t��t��2 _e(s) ds+(Bp �DCp)p(t) + (Bw �DCw)w(t) (17)Thus, by introdu
ing the �ltering based syn
hronizationerror z(t) = z(t)�bz(t), and by means of equations (1), (4)and (13), we get the following augmented system_xa(t)�bE _xa(t� �d) = A1xa(t)+A2xa(t� �)�A3 Z t��t��2 _xa(s) ds+ bBpp(t)+bBww(t) (18)z(t) = Lxa(t) + Lww(t) (19)q(t) = Dxa(t) +Ddxa(t� �)+Dpp(t) +Dww(t) (20)p(t) = �(t)q(t) (21)wherexa(t) = � x(t)e(t) � ; bE = � E 0E 0 � ; (22)A1 = � A 0A+Ad �N �DC N �Ad � (23)A2 = � Ad 0�DCd Ad � ; A3 = � 0 0�Ad Ad � ; (24)bBp = � BpBp �DCp � ; bBw = � BwBw �DCw � (25)
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D = � D1 0 � ; Dd = � Dd 0 � ; L = � L�K K �(26)The H1 Filtering based syn
hronization problem thusbe
omes one of �nding the parameters of the H1 �lter(11)-(13) that guarantee the L2 norm 
 attenuation level ofthe system (18)-(21).III. THE MAIN RESULTSuf�
ient 
onditions, given in terms of LMIs, to solve the�ltering based syn
hronization problem as has been de�nedabove are stated in the following theorem.Theorem III.1 Consider the system (18)-(21). Given 
 >0, the Filtering based syn
hronization problem as has beendes
ribed above for this system is a
hieved for all w(t) 2Lq2[0;1℄, and for all positive delay �d > 0, and � 2 [�1; �2℄,if there exist positive de�nite matri
es Q11, Q22, R11, R2,V1, V2 and R3 2 IRn�n, and symmetri
 positive de�nitematrix S 2 S�, and antisymmetri
 matrix Ya 2 T�T ,and symmetri
 matri
es X1 � � �X6, Z1 � � �Z6 and matri
esQ2, Q3, X , Y , Y 1 � � �Y 6 with appropriate dimensions thatsatisfy the following linear matrix inequalities:" X1 Y T1Y 1 Z1 # > 0;" X2 Y T2Y 2 Z2 # > 0;" X3 Y T3Y 3 Z3 # > 0" X4 Y T4Y 4 Z4 # > 0;" X5 Y T5Y 5 Z5 # > 0;" X6 Y T6Y 6 Z6 # > 0
(27)26666666666666666664

�11 � � � � � � � � � � ��21 	1 � � � � � � � � � ��31 0 	2 � � � � � � � � ��41 0 0 	3 � � � � � � � ��51 0 �53 0 	4 � � � � � � ��61 0 0 0 0 	5 � � � � � ��71 0 0 0 0 0 	6 � � � � ��81 0 �83 0 0 0 0 	7 � � � ��91 0 0 0 0 0 0 0 	8 � � ��101 0 0 0 0 0 0 0 0 	9 � ��111 0 0 0 0 0 0 0 0 0 	10 ��121 0 �123 0 0 0 0 0 0 0 0 	11
37777777777777777775 < 0

(28)wherebX = � ATQ11 (A+Ad)TQ22 �XT � CTY T0 XT �ATdQ22 ��11 = � Q2 +QT2 �QT3 �Q2 + bX �Q3 �QT3 �+ 5Xk=1Xk + (�2 � �1)X6 (29)�21 = Y 1 + diag(V �11 ; V �12 ) h 0 bE i (30)

�31 = Y 2 + S�1 � 0 0 D1 0 � (31)�41 = Y 3 + S�1 � 0 0 Dd 0 � (32)�51=Y 4+� LwBTwQ11 LwBTwQ22�LwCTwY T L�K K �(33)�53 = LwDTwS�1 (34)�61 = Y 5 + � 0 0 R11Ad 00 0 �Y Cd Q22Ad � (35)�71 = p�2 � �1�Y 6 �R�12 A3 � 0 I � � (36)�81 = � BTp Q11 BTp Q22 � CTp Y T 0 0 � (37)�83 = DTPS�1 + Y Ta (38)�91 = � Q11 0 0 00 Q22 0 0 � ; �101 = � Q2 Q3 �(39)�111 = p�2 � �1 � Q2 Q3 � (40)�121 = � BTwQ11 BTwQ22 � CTwY T 0 0 � (41)�123 = DTwS�1; 	1 = Z1 � diag(V �11 ; V �12 ) (42)	2 = Z2 +R3 � S�1; 	3 = Z3 �R3 (43)	4 = Z4 + LwLTw � 
2I; 	5 = Z5 � diag(R11; Q22)(44)	6 = Z6 �R�12 ; 	7 = �S�1 (45)	8 = �diag(R11; Q22); 	9 = �diag(V �11 ; V �12 ) (46)	10 = �R�12 ; 	11 = �I: (47)If these LMIs hold, then the 
 attenuation level performan
eis satis�ed, namely kHzw(s)k1 � 
, where Hzw(s) is thetransfer matrix of system (18)-(21). The gain matri
es N ,D, K of the �lter (11)-(13) are given by:N = Q�122 X; D = Q�122 Y (48)and the gain K is a free parameter satisfying LMIs (27)-(28).Proof: Firstly, without loss of generality, we 
onsiderthat �(t) = b�(t) = 0, 8t 2 [�bz 0℄. Now, remark thatthe H1-norm of the system des
ribed in (18)-(21), and thefollowing system:_�(t)� bET _�(t� �d) = AT1 �(t) +AT2 �(t� �)�AT3 Z t��t��2 _�(s) ds+DT bq(t)+DdT bq(t� �) + LT ez(t) (49)bw(t) = bBTw�(t)+DTwbq(t)+LTwez(t) (50)bp(t) = bBTp �(t) +DTp bq(t) (51)bq(t) = �T (t)bp(t) (52)are equal, where �(t) 2 IR2n, bw(t) 2 IRq , ez(t) 2IRs, bp(t) 2 IRn. Indeed, �(Hbwez(jw))=�(HTbwez(�jw))=�(Hzw(jw)), where �(#) denotes the largest singularvalue of#. In fa
t (49)-(52) represents the ba
kward adjoint
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of (18)-(21). An equivalent des
riptor form representationof (49) is given by_�(t) = �(t) (53)0 = ��(t) + bET �(t� �d) +AT1 �(t)+AT2 �(t� �) ds�AT3 Z t��t��2 �(s) ds+DT bq(t) +DdT bq(t� �) + LT ez(t): (54)In asso
iation with (53)-(54), we 
onsider the followingLyapunov-Krasovskii fun
tional 
andidateV (t) = V1(t) + V2(t) + V3(t) + V4(t) (55)where V1(t) = � �T (t) �T (t) �FP � �(t)�(t) � (56)V2(t) = Z tt�� �T (s)R1�(s) ds (57)V3(t) = Z ����2 Z tt+s �T (�)R2�(�) d�ds (58)V4(t) = Z tt��d �T (s)V �(s) ds (59)where F = � I2n 00 0 � ; P = � P1 0P2 P3 � and P1 =P T1 > 0, R1 = RT1 > 0, R2 = RT2 > 0, and V = V T > 0are the weighting matri
es to be determined. It should bepointed out that by the proposed Lyapunov fun
tion we aimin addition to the obtention of a stability 
riterion of �(t),after performing the derivative of this fun
tion with respe
tto t, to avoid any possible emergen
e of terms whi
h have� or �d as 
oef�
ient, and to keep only those whi
h have�2�� as 
oef�
ient. To show that, let us �rst performing thederivative of V1(t) with respe
t to t along the traje
toriesof (53)-(54), we get_V1(t) = 2 T (t)P T � 0 IAT1 �I � (t)+ 2 T (t)P T � 0bET � �(t� �d)+ 2 T (t)P T " 0DT # bq(t)+ 2 T (t)P T " 0DTd # bq(t� �)+ 2 T (t)P T " 0LT # ez(t)+ 2 T (t)P T � 0AT2 � �(t� �) ds� 2 Z t��t��2  T (t)P T � 0AT3 � �(s) ds
(60)

where  (t) = � �(t)�(t) � (61)Now, for real matri
es Xi = XTi , Yi i = 1; � � � ; 6 andZi = ZTi let � Xi Y TiYi Zi � > 0 (62)Then, it is readily 
he
ked that0 � �  T (t) #T � � Xi Y TiYi Zi � �  (t)# �=  T (t)Xi (t) + 2 TY Ti #+#TZi# (63)where # represents a given matrix. Thus, after 
ompletingthe derivative of V (t) with respe
t to t along the traje
toriesof (53)-(54), and adding the six inequalities (63), where #takes values in the following set:� �(t� �d); bq(t); bq(t� �); ez(t); �(t� �); �(s) 	and thereafter arranging terms, we obtain the following
ondition: _V (t) � Z t��t��2 
T (t; s)r0(�)
(t; s) ds (64)wherer0(�)=2666666666666664
�0 � �(�2��)�1�Y1+h 0 bE iP� (�2��)�1(�V+Z1) �(�2��)�1�Y2+h 0 D iP� 0 (�2��)�1Z2(�2��)�1�Y3+h 0 Dd iP� 0 0(�2��)�1�Y4+h 0 L iP� 0 0(�2��)�1�Y5+A2h 0 I iP� 0 0�Y6�A3h 0 I iP� 0 0� � � �� � � �� � � �(�2��)�1Z3 � � �0 (�2��)�1Z4 � �0 0 (�2��)�1(�R1+Z5) �0 0 0 �R2+Z6

3777777775 (65)
(t; s) = �  (t)T �T (t� �d) bqT (t) bqT (t� �)ezT (t) �T (t� �) �T (s) �T (66)�0 = (�2 � �)�1�P T � 0 IAT1 �I �+ � 0 A1I �I �P+X1 +X2 +X3 +X4 +X5+ � I0 �R1 � I 0 �+ � 0I �V � 0 I � �+X6 + � 0I �R2 � 0 I � (67)
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Now we are ready to deal with the pres
ribed 
 attenu-ation level problem. The problem is to seek a 
riterionunder whi
h we have kHzw(s)k1 � 
, or equivalentlykHbwez(s)k1 � 
. This problem 
an be presented otherwise:seeking 
riterion that will ensure that the performan
e indexZ 10 �bwT (t) bw(t)� 
2ezT (t)ez(t)� dt < 0 (68)is satis�ed. To this end, we shall introdu
e at the outsetsome useful results whi
h will help us in our analysis.Firstly, let S 2 S� and T 2 T�T . It is easy to see thatS 2 S� is equivalent to S 2 S�T . On the other hand,sin
e S > 0, we may dedu
e also that S 12 2 S� andS 12 2 S�T . Thus, based on these results, it is readily
he
ked that for bq = �T (t)bp, we have bqTSbq � bpTSbp andbqTT bp+ bpTT T bq = 0. Indeed: bqTSbq = bpT�(t)S�T (t)bp =bpT�(t)S 12S 12�T (t)bp = bpTS 12�(t)�T (t)S 12 bp � bpTSbpsin
e �(t)�T (t) � I , and bqTT bp+ bpTT T bq = bpT�(t)T bp+bpTT T�T (t)bp = bpT�(t)T bp� bpTT�T (t)bp = 0 sin
e T 2T�T . Therefore, we may dedu
e that the two followingfun
tional terms:bV (t) = Z t0 � bp(s)bq(s) �T � S T TT �S � � bp(s)bq(s) � ds(69)V (t) = Z tt�� bqT (s)SR3Sbq(s) ds (70)are positives, where S 2 S�, T 2 T�T , bq = �T (t)bp,and R3 > 0. Also we have V (0) = bV (0) = V (0) = 0(V (0) = 0 sin
e �(t) = 0 8t 2 [�b� ; 0℄ implies that bq(t) =0 8t 2 [�b� ; 0℄) , and this enables us to 
on
lude that:R10 �bwT (t) bw(t)� 
2ezT (t)ez(t)� dt�R10 �bwT (t) bw(t)�
2ezT (t)ez(t) + _V (t) + _bV (t) + _V (t)� dt= R10 h R t��t��2(�2 � �)�1[ bwT (t) bw(t)� 
2ezT (t)ez(t)+ _bV (t) + _V (t)℄ ds+ _V (t)i dt: (71)
Consequently, after performing the derivative of V (t), bV (t)and V (t) with respe
t to t along the traje
tories of (49)-(52),and arranging the terms, we obtain the following result:R10 �bwT (t) bw(t)� 
2ezT (t)ez(t)� dt� R10 R t��t��2 
T (t; s)r1(�)
(t; s) ds dt (72)

wherer1(�) =2666666664 (1:1) � �(2:1) (�2��)�1(�V+Z1) �(3:1) 0 (3:3)(4:1) 0 0(5:1) 0 (�2��)�1LwDw(6:1) 0 0Y6�A3h 0 I iP 0 0� � � �� � � �� � � �� � � �(4:4) � � �0 (5:5) � �0 0 (�2��)�1(�R1+Z5) �0 0 0 �R2+Z6
377777777775

(73)
�1 = �0 + (�2 � �)�1 � I0 � bBw bBTw � I 0 � (74)(1:1) =�1+(�2��)�124 I0 35 bBpS bBTp h I 0 i (75)(2:1) = (�2 � �)�1�Y1 + h 0 bE iP� (76)(3:1) =(�2��)�10� Y2+(Dw bBTw+DpS bBTp +T bBTp )h I 0 i+h D1 0 ih 0 I iP 1A(77)(3:3) =(�2��)�10� Z2+DpSDTp +DpTT+TDTp +DwDTw+SR3S�S 1A (78)(4:1) =(�2��)�1�Y3+h Dd 0 ih 0 I iP� (79)(4:4) = (�2 � �)�1(Z3 � SR3S) (80)(5:1) =(�2��)�10� Y4+h L�K K ih 0 I iP+Lw bBTwh I 0 i 1A (81)(5:5) = (�2 � �)�1(Z4 + LwLTw � 
2I) (82)(6:1) = (�2 � �)�1�Y5 +A2 � 0 I �P� (83)Therefore, the problem be
omes one of satisfying the fol-lowing 
ondition r1(�) < 0 (84)whi
h be
omes after pre and post multiplying by thefollowing transformation�1 = diagfp�2 � �I;p�2 � �I;p�2 � �I;p�2 � �I;p�2 � �I;p�2 � �I; Ig (85)and thereafter performing the S
hur formula to the quadrati
term on S in the (1,1) entry of r1(�) to the following
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ondition:2666666666666664
(�2��)�1 � �Y1+h 0 bE iP �V+Z1 �(3:1) 0 (3:3)Y3+h Dd 0 ih 0 I iP 0 00� Y4+h L�K K ih 0 I iP+Lw bBTwh I 0 i 1A 0 LwDTwY5+A2h 0 I iP 0 0p�2���Y6�A3h 0 I iP� 0 0bBTp h I 0 i 0 0� � � � �� � � � �� � � � �Z3�SR3S � � � �0 Z4+LwLTw�
2I � � �0 0 �R1+Z5 � �0 0 0 �R2+Z6 �0 0 0 � �S�1

377777777775 < 0(86)with(3:1) = Y2 + �Dw bBTw +DPS bBTp + T bBTp � � I 0 �+ � D1 0 � � 0 I �P (87)(3:3) = Z2 +DpSDTp +DpT T + TDTp +DwDTw+ SR3S � S (88)It is readily seen that this problem is 
omputationallyuntra
table sin
e it is non 
onvex. Thus next, we shall tryto give rise to tra
table problem. Firstly, observe from the(1.1) entry of (86) and from (74) and (67) that �(P3+P T3 )must be negative de�nite sin
e �1, and thus �0, must benegative de�nite, whi
h in 
onjun
tion with the requirementof P1 > 0, implies that P is nonsingular. Hen
e, let:Q = P�1 = � Q1 0Q2 Q3 � (89)
�2 = 266666666664

QT 0 0 0 0 0 0 00 I 0 0 0 0 0 00 0 I 0 0 0 0 �DpS � T0 0 0 I 0 0 0 00 0 0 0 I 0 0 00 0 0 0 0 I 0 00 0 0 0 0 0 I 00 0 0 0 0 0 0 I
377777777775(90)

Now, �rst pre and post multiplying (86) by �2 and �T2 ,respe
tively, whi
h leads to the following 
ondition:266666666664
(1:1) � � � � � � �(2:1) �V+Z1 � � � � � �(3:1) 0 (3:3) � � � � �(4:1) 0 0 (4:4) � � � �(5:1) 0 LwDTw 0 (5:5) � � �(6:1) 0 0 0 0 �R1+Z5 � �(7:1) 0 0 0 0 0 �R2+Z6 �(8:1) 0 (8:3) 0 0 0 0 �S�1

377777777775<0(91)where(1:1) = (�2 � �)QT�1Q (92)(2:1) = Y1Q+ h 0 bE i (93)(3:1) =0� Y2Q+Dw bBTwh I 0 iQ+h D1 0 ih 0 I i 1A (94)(3:3) = Z2 + SR3S � S � TS�1T T +DwDTw (95)(4:1) = Y3Q+ � Dd 0 � � 0 I � (96)(4:4) = Z3 � SR3S (97)(5:1) =0� Y4Q+h L�K K ih 0 I i+Lw bBTwh I 0 iQ 1A (98)(5:5) = Z4 + LwLTw � 
2I (99)(6:1) = Y5Q+A2 � 0 I � (100)(7:1) = p�2 � ��Y6Q�A3 � 0 I � � (101)(8:1) = bBTp � I 0 �Q (102)(8:3) = DTp + S�1T T (103)On the other hand, remark that the nonlinear term (�2 ��)QT�1Q 
an be rewritten as follows:(�2 � �)QT�1Q = �2 +�T
� (104)where�2 = � 0 IAT1 �I �Q+QT � 0 IAT1 �I �T+QT (X1 +X2 +X3 +X4 +X5 + (�2 � �)X6)Q(105)� = � QT � I0 � QT � 0I � p�2 � �QT � 0I �QT � I0 � bBw �T (106)
 = blkdiagfR1; V; R2; Ig: (107)Thus, �rst applying the S
hur formula to (1,1) entry of(91), and thereafter pre and post multiplying the resulting
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ondition by �4 and �T4 , respe
tively, where
�4 =26666666666666666664

I 0 0 0 0 0 0 0 0 0 0 00 V �1 0 0 0 0 0 0 0 0 0 00 0 S�1 0 0 0 0 0 0 0 0 �S�1Dw0 0 0 S�1 0 0 0 0 0 0 0 00 0 0 0 I 0 0 0 0 0 0 00 0 0 0 0 R�11 0 0 0 0 0 00 0 0 0 0 0 R�12 0 0 0 0 00 0 0 0 0 0 0 I 0 0 0 00 0 0 0 0 0 0 0 I 0 0 00 0 0 0 0 0 0 0 0 I 0 00 0 0 0 0 0 0 0 0 0 I 00 0 0 0 0 0 0 0 0 0 0 I
37777777777777777775

and �nally to 
on
lude, pre and post multiplying the 
on-ditions given in (62) i = 1 � � � 6 by
diagfQT ; V �1g; diagfQT ; S�1g; diagfQT ; S�1g;diagfQT ; Ig; diagfQT ; R�11 g; diagfQT ; R�12 g

and their transposes, respe
tively. Thus, we dedu
e thatthe H1 performan
e is guaranteed if the following matrixinequalities hold:
r3(�) < �T1 S�1 (108)" X1 Y T1Y 1 Z1 # > 0;" X2 Y T2Y 2 Z2 # > 0;" X3 Y T3Y 3 Z3 # > 0" X4 Y T4Y 4 Z4 # > 0;" X5 Y T5Y 5 Z5 # > 0;" X6 Y T6Y 6 Z6 # > 0(109)

wherer3(�) =26666666666666666664
�2 � � � �(2:1) �V �1+Z1 � � �(3:1) 0 Z2+R3�S�1 � �(4:1) 0 0 Z3�R3 �(5:1) 0 LwDTwS�1 0 Z4+LwLTw�
2I(6:1) 0 0 0 0(7:1) 0 0 0 0(8:1) 0 DTp S�1+Y Ta 0 0h I 0 iQ 0 0 0 0h 0 I iQ 0 0 0 0(11:1) 0 0 0 0(12:1) 0 DTwS�1 0 0� � � � � � �� � � � � � �� � � � � � �� � � � � � �� � � � � � ��R�11 +Z5 � � � � � �0 �R�12 +Z6 � � � � �0 0 �S�1 � � � �0 0 0 �R�11 � � �0 0 0 0 �V �1 � �0 0 0 0 0 �R�12 �0 0 0 0 0 0 �I

37777777777777777775(110)�2 = � 0 IAT1 �I �Q+QT � 0 IAT1 �I �T +X1+X2 +X3 +X4 +X5 + (�2 � �)X6 (111)(2:1) = Y 1 + V �1 h 0 bE i (112)(3:1) = Y 2 + S�1 � D1 0 � � 0 I � (113)(4:1) = Y 3 + S�1 � Dd 0 � � 0 I � (114)(5:1) = Y 4 + � L�K K � � 0 I �+ Lw bBTw � I 0 �Q (115)(6:1) = Y 5 + R�11 A2 � 0 I � (116)(7:1) = p�2 � ��Y 6 �R�12 A3 � 0 I � � (117)(8:1) = bBTp � I 0 �Q (118)(11:1) = p�2 � � � 0 I �Q (119)(12:1) = bBTw � I 0 �Q (120)�1 = � 0 0 Y Ta 0 0 0 0 0 0 0 �whereXk = QTXkQ; k = 1 : : : 6 (121)Y 1 = V �1Y1Q; Y 2 = S�1Y2Q; Y 3 = S�1Y3Q (122)Y 4 = Y4Q; Y 5 = R�11 Y5Q; Y 6 = R�12 Y6Q (123)Z1 = V �1Z1V �1; Z2 = S�11 Z2S�11 ; Z3 = S�11 Z3S�11(124)
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Z5 = R�11 Z5R�11 ; Z6 = R�12 Z6R�12 ; Ya = S�1TS�1(125)Remark that Ya 2 T�T . Indeed: lets S 2 S�, a simple preand post multipli
ation of both sides of S�(t) = �(t)Sby S�1, (S�1 exist sin
e S > 0), allows us to dedu
e thatS�1 2 S� and equivalently that S�1 2 S�T . Therefore,for T 2 T�T , we have:Ya�T (t) = S�1TS�1�T (t) = S�1T�T (t)S�1= S�1�(t)TS�1 = �(t)S�1TS�1 = �(t)Yaand it is readily 
he
ked that Y Ta = �Ya.Now, to 
omplet the linearization purpose, and thus renderthe problem an LMIs feasible problem, we have just to takeQ1 = � Q11 00 Q22 � > 0; R1=� R11 00 Q22 ��1(126)V = � V1 00 V2 � > 0: (127)and expanding the terms of r3(�). Until now, we haveproved that the H1 performan
e is guaranteed for a givendelay � . To 
ope with all delays evolving in the interval[�1; �2℄, we shall see that this is guaranteed if 
onditions(108), (109) hold for � = �1. To see that, �rst let h(�) =p�2 � � . It is readily 
he
ked that 0 � h(�) � h(�1) andthus if 
onditions (108), (109) are guaranteed for � = �1,then by 
onvexity of the set fh(�) : (h(�))2A+ h(�)B +C < 0g if A � 0, and in our 
aseA = diagfX6; 0; 0; 0; 0; 0; 0; 0; 0; 0g � 0
onditions (108), (109) remain true for all h = p�2 � �evolving in the interval [0; p�2 � �1℄, whi
h is equivalentto � evolving in the interval [�1; �2℄. Therefore, to sum-marize the problem be
omes one of satisfying 
onditions(108), (109) for � = �1. It is worth noting that by theproposed method, we 
an ensure that the performan
e index(68) holds just inside the interval of evolution [�1; �2℄, andoutside this interval one 
an guarantee anything. To see that,let us take for instan
e an interval of evolution where thelower bound �1 is non null and its size �2��1 is equal to themaximal allowable size obtained by 
onditions (108), (109)with � = �1. Thereafter, suppose that, for instan
e, these
onditions remain true for � evolving in [0; �1[, this implythat 
ondition (108) holds for p�2 � �1 � h(�) � p�2whi
h is in 
ontradi
tion with the fa
t that �2 � �1 is themaximal allowable size of the interval of evolution of thedelay. On the other hand, one 
an see that r3(�1) is linearmatrix whi
h is required to be less than a positive termgiven by �T1 S�1. Hen
e, suf�
ient 
ondition to solve this
ondition is to seek a 
riterion that will ensure that thelinear matrix inequalityr3(�1) < 0 holds, whi
h leads afterdeveloping terms to the LMI (28). This 
ompletes the proofof theorem III.1.Remark III.2 It is readily seen that the LMIs in TheoremIII.1 depend on the size of the interval of evolution of the

delay (�2 � �1) and not on the maximal allowable delay�2 as it is used in the 
lassi
al delay dependent approa
h.We 
an re
over this 
ase by taking �1 = 0. Thus, the goalbe
omes one of seeking the largest interval [�1; �2℄ underwhi
h the LMIs (27) and (28) hold. Furthermore, sin
e theproblem did not depend on the delay, but on the size ofits interval of evolution. We 
an take any interval in IR+where the size is less than the maximal allowable size valueobtained while solving the LMIs in Theorem III.1, then the�ltering based syn
hronization pro
ess 
an be guaranteedfor any delay evolving in this interval sin
e the LMIs remaintrue. IV. ILLUSTRATIVE EXAMPLEConsider a system with the same stru
ture as in (1)-(6),whereE =� 0:3 00:2 0:2 � ; A = � �3 0�1 �2 �Ad =� 1 0�1 1 � ; Bw = � 0:20 � ; C = � 1 0 �Cd = � 0 1 � ; Cp = � 0:3 0 � ;D1=� 0:1 00 0:5 � ; Dd = � 0:1 00 0:2 �Dp=� 0:5 00 0:1 � ; L = � 1 0 � ; Lw = 0:1;Bp =� 0:5 00 0:1 � ; Cw = 0:2; Dw = � 0:3 0 �after solving LMIs (27) and (28) of theorem III.1, we obtainthe following resultsQ11 = � 5:2782 0:00050:0005 0:0003 � ; R11 = � 5:0368 0:00100:0010 0:0004 �Q22 = 1:0e�005 � 0:1136 0:00250:0025 0:0001 �Ya = 1:0e� 005 � 0 0:1063�0:1063 0 �V1 = � 0:0718 �0:0538�0:0538 206:2 �V2 = � 136:0869 �92:3852�92:3852 756:1726 �For the sake of brevity, we will not present all the obtainedresults. The �lter (11)-(13) parameters are given by:N = 1:0e+ 003 � �0:6288 0:00739:8577 �0:6648 �K = 1:0e� 004 � 0:5424 0:0092 � ; D = � �0:2156�15:8949 �The minimal attenuation level obtained is given by 
min =0:3979. The maximal allowable size of the interval ofevolution of the delay obtained is (�2 � �1)max = 0:98.Whi
h means that the obtained �lter 
an guarantee the�ltering based syn
hronization pro
ess of the 
onsideredsystem for any interval in IR+ representing the interval ofevolution of the delay where the size is less than 0:98.
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DISCUSSIONThe new delay dependent �ltering based syn
hronizationapproa
h proposed in this paper 
an be 
lassi�ed betweenthe two 
lassi
al delay independent and dependent �lteringbased syn
hronization approa
hes from 
onservative degreepoint of view. Indeed, it is less 
onservative than the delayindependent approa
h sin
e the information of the delay,given by its interval of evolution is taking into a

ount, andmore 
onservative than the delay dependent approa
h, sin
eit guarantees the �ltering based syn
hronization pro
ess forany interval of evolution of the delay in IR+ with the sizeless than the maximal allowable size value of the interval ofthe evolution of the delay obtained. This is in 
ontrast to the
lassi
al delay dependent approa
h, where the lower boundof the interval of evolution of the delay is always frozen tozeros. More expli
itly, the proposed approa
h 
an espe
iallyapplied to the 
ases of delays for whi
h, the 
lassi
al delaydependent �ltering based syn
hronization approa
h 
an notbe applied. Namely, if d is the maximal allowable delayunder whi
h the �ltering based syn
hronization pro
ess 
anbe guaranteed by the 
lassi
al delay dependent approa
h, for� > d, our approa
h 
an be applied and this by just 
hosenan interval of evolution whi
h 
ontains the 
orrespondingdelay and where the size is less than the maximal allowablesize value of the interval of evolution of the delay obtainedwhile solving our problem. Hen
e, the 
omparaison to theothers existing methods is not utile.V. CONCLUSIONIn this paper, simple and useful te
hniques to deal withthe robust H1 �ltering based syn
hronization problem forlinear neutral systems subje
ted to stru
tured un
ertaintieswith unknown delays has been provided. Owing to thedes
riptor model transformation and a new delay dependentapproa
h, sweet 
onditions have been provided in terms of alinear matrix inequalities to redu
e the effe
t of the externaldisturban
es on the �ltering based syn
hronization error toa 
ertain pres
ribed level.REFERENCES[1℄ L. Ko
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ABSTRACT

In this paper, we deal with some specific domains of ap-
plications to game theory. This is one of the major class
of models in the new approaches of modelling in the eco-
nomic domain. For that, we use genetic automata which
allow to buid adaptive strategies for the players. We ex-
plain how the automata-based formalism proposed - ma-
trix representation of automata with multiplicities - allows
to define a semi-distance between the strategy behaviors.
With that tools, we are able to generate an automatic pro-
cessus to compute emergent systems of entities whose be-
haviors are represented by these genetic automata.

1. Introduction: Adaptive Behaviour Modeling for Ga-
me Theory

Since the five last decades, game theory has become a ma-
jor aspect in economic sciences modelling and in a great
number of domains where strategical aspects has to be in-
volved. Game theory is usually defined as a mathematical
tool allowing to analyse strategical interactions between
individuals.

Initially funded by mathematical researchers, J. von
Neumann, E. Borel or E. Zermelo in 1920s, game theory
increased in importance in the 1940s with a major work
by J. von Neumann and O. Morgenstern and then with
the works of John Nash in the 1950s [9]. John Nash has
proposed an original equilibrium ruled by an adaptive cri-
terium. In game theory, the Nash equilibrium is a kind of
optimal strategy for games involving two or more players,
whereby the players reach an outcome to mutual advan-
tage. If there is a set of strategies for a game with the prop-
erty that no player can benefit by changing his strategy
while the other players keep their strategies unchanged,
then this set of strategies and the corresponding payoffs
constitute a Nash equilibrium.

We can understand easily that the modelization of a
player behavior needs some adaptive properties. The com-
putable model corresponding to genetic automata are in

this way a good tool to modelize such adaptive strategy.

The plan of this paper is the following. In the next sec-
tion, we present some efficient algebraic structures, the au-
tomata with multiplicities, which allow to implement pow-
erful operators. We present in section 3, some topological
considerations about the definition of distances between
automata which induces a theorem of convergence on the
automata behaviors. Genetic operators are proposed for
these automata in section 4. For that purpose, we show
that the relevant “calculus” is done by matrix represen-
tions unravelling then the powerful capabilities of such al-
gebraic structures. In section 5, we focus our attention on
the ”iterated prisonner dilemma” and we buid an original
evolutive probabilistic automaton for strategy modeling,
showing that genetic automata are well-adapted to model
adaptive strategies. Section 6 shows how we can use the
genetic automata developed previously to represent agent
evolving in complex systems description. An agent behav-
ior semi-distance is then defined and allows to propose an
automatic computation of emergent systems as a kind of
self-organization detection.

2. Automata from boolean to multiplicies theory (Au-
tomata with scalars)

Automata are initially considered as theoretical tools. They
are created in the 1950’s following the works of A. Tur-
ing who previously deals with the definition of an abstract
”machine”. The aim of the Turing machines is to define
the boundaries for what a computing machine could do
and what it could not do.

The first class of automata, called finite state automata
corresponds to simple kinds of machines [21]. They are
studied by a great number of researchers as abstract con-
cepts for computable building. In this aspect, we can re-
call the works of some linguist researchers, for example N.
Chomsky who defined the study of formal grammars.

In many works, finite automata are associated to a rec-
ognizing operator which allows to describe a language [2,
10]. In such works, the condition of a transition is simply
a symbol taken from an alphabet. From a specific state S,
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the reading of a symbol a allows to make the transitions
which are labeled by a and come fromS (in case of a
deterministic automaton - a DFA - there is only one tran-
sition - see below). A whole automaton is, in this way,
associated to a language, the recognized language, which
is a set of words. These recognized words are composed
of the sequences of letters of the alphabet which allows to
go from a specific state called initial state, to another spe-
cific state, called final state.

A first classification is based on the geometric aspect :
DFA (Deterministic Finite Automata) and NFA (Nonde-
terministic Finite Automata).

• In Deterministic Finite Automata, for each state there
is at most one transition for each possible input and
only one initial state.

• In Nondeterministic Finite Automata, there can be
none or more than one transition from a given state
for a given possible input.

Besides the classical aspect of automata as machines
allowing to recognize languages, another approach con-
sists in associating to the automata a functional goal. In
addition of accepted letter from an alphabet as the condi-
tion of a transition, we add for each transition an infor-
mation which can be considered as an output data of the
transition, the read letter is now called input data. We de-
fine in such a way an automaton with outputs or weighted
automaton.

Such automata with outputs give a new classification
of machines. Transducers are such a kind of machines,
they generate outputs based on a given input and/or a state
using actions. They are currently used for control appli-
cations. Moore machines are also such machines where
output depends only on a state, i.e. the automaton uses
only entry actions. The advantage of the Moore model is
a simplification of the behaviour.

Finally, we focus our attention on a special kind of au-
tomata with outputs which are efficient in an operational
way. This automata with output are called automata with
multiplicities. An automaton with multiplicities is based
on the fact that the output data of the automata with out-
put belong to a specific algebraic structure, a semiring
[13, 22]. In that way, we will be able to build effective
operations on such automata, using the power of the alge-
braic structures of the output data and we are also able to
describe this automaton by means of a matrix representa-
tion with all the power of the new (i.e. with semirings)
linear algebra.

Definition 1 (Automaton with multiplicities)
An automaton with multiplicities over an alphabet A and
a semiring K is the 5-uple (A, Q, I, T, F ) where

• Q = {S1, S2 · · ·Sn} is the finite set of state;

• I : Q 7→ K is a function over the set of states, which
associates to each initial state a value of K, called
entry cost, and to non- initial state a zero value ;

• F : Q 7→ K is a function over the set states, which
associates to each final state a value of K, called
final cost, and to non-final state a zero value;

• T is the transition function, that is T : Q×A×Q 7→

K which to a state Si, a letter a and a state Sj as-
sociates a value z of K (the cost of the transition) if
it exist a transition labelled with a from the state Si

to the state Sj and and zero otherwise.

Remark 1 Automata with multiplicities are a generalisa-
tion of finite automata. In fact, finite automata can be
considered as automata with multiplicities in the semiring
K, the boolan set B = {0, 1} (endowed with the logical
“or/and”). To each transition we affect 1 if it exists and 0
if not.

Remark 2 We have not yet, on purpose, defined what a
semiring is. Roughly it is the least structure which allows
the matrix “calculus” with unit (one can think of a ring
without the ”minus” operation). The previous automata
with multiplicities can be, equivalently, expressed by a ma-
trix representation which is a triplet

• λ ∈ K1×Q which is a row-vector which coefficients
are λi = I(Si),

• γ ∈ KQ×1 is a column-vector which coefficients are
γi = F (Si),

• µ : A∗ 7→ KQ×Q is a morphism of monoids (in-
deed KQ×Q is endowed with the product of matri-
ces) such that the coefficient on the qith row and qj th
column of µ(a) is T (qi, a, qj)

3. Topological considerations

If K is a field, one sees that the space A(n) of automata
of dimension n (with multiplicities in K) is a K-vector
space of dimension k.n2 + 2n (k is here the number of
letters). So, in case the ground field is the field of real
or complex numbers [3], one can take any vector norm
(usually one takes one of the Hölder norms ||(xi)i∈I ||α :=
(
∑

i∈I |xi|
α
)

1

α for α ≥ 1, but any norm will do) and the
distance is derived, in the classical way, by

d(A1,A2) = norm(V (A1) − V (A2)) (1)

where V (A) stands for the vector of all coefficients of
A = (λ, µ, γ) arranged in some order one has then the
result of Theorem 1. Assuming that K is the field of real or
complex numbers, we endow the space of series/behaviours
with the topology of pointwise convergence (Topology of
F. Treves [23]).
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Theorem 1 Let (An) be a sequence of automata with limit
L (L is an automaton), then one has

Behaviour(L) = lim
n→∞

Behaviour(An) (2)

where the limit is computed in the topology of Treves.

4. Genetic automata as efficient operators

We define the chromosome for each automata with multi-
plicities as the sequence of all the matrices associated to
each letter from the (linearly ordered) alphabet. The chro-
mosomes are composed with alleles which are here the
lines of the matrix [6].

In the following, genetic algorithms are going to gener-
ate new automata containing possibly new transitions from
the ones included in the initial automata.

The genetic algorithm over the population of automata
with multiplicities follows a reproduction iteration broken
up in three steps [14, 18, 17]:

• Duplication: where each automaton generates a clone
of itself;

• Crossing-over: concerns a couple of automata. Over
this couple, we consider a sequence of lines of each
matrix for all. For each of these matrices, a permu-
tation on the lines of the chosen sequence is made
between the analogue matrices of this couple of au-
tomata;

• Mutation: where a line of each matrix is randomly
chosen and a sequence of new values is given for
this line.

Finally the whole genetic algorithm scheduling for a
full process of reproduction over all the population of au-
tomata is the evolutionary algorithm:

1. For all couple of automata, two children are cre-
ated by duplication, crossover and mutation mech-
anisms;

2. The fitness for each automaton is computed;

3. For all 4-uple composed of parents and children, the
performless automata, in term of fitness computed
in previous step, are suppressed. The two automata,
still living, result from the evolution of the two ini-
tial parents.

Remark 3 The fitness is not defined at this level of ab-
stract formulation, but it is defined corresponding to the
context for which the automaton is a model, as we will do
in the next section.

5. Applications to competition-cooperation modeling
using prisoner dilemma

We develop in this section how we can modelize competition-
cooperation processes in a same automata-based represen-
tation. The genetic computation allows to make automatic
transition from competition to cooperation or from coo-
peartion to competition. The basic problem used for this
purpose is the well-known prisoner dilemma [1].

5.1. From adaptive strategies to probabilistic automata

The prisoner dilemma is a two-players game where each
player has two possible actions: cooperate (C) with its ad-
versary or betray him (C). So, four outputs are possible
for the global actions of the two players. A relative payoff
is defined relatively to these possible outputs, as described
in the following table where the rows correspond to one
player behaviour and the columns to the other player one.

C C
C (3,3) (0,5)
C (5,0) (1,1)

Table 1. Prisoner dilemma payoff

In the iterative version of the prisoner’s dilemma, suc-
cessive steps can be defined. Each player do not know
the action of its adversary during the current step but he
knows it for the preceding step. So, different strategies
can be defined for a player behaviour, the goal of each one
is to obtain maximal payoff for himself.

In Figures 1 and 2, we describe two strategies with
transducers. Each transition is labeled by the input cor-
responding to the player perception which is the prece-
dent adversary action and the output corresponding to the
present player action. The only inital state is the state 1,
recognizable by the incoming arrow labeled only by the
output. The final states are the states 1 and 2, recognizable
with the double circles.

In the strategy of Figure 1, the player has systemati-
cally the same behaviour as its adversary at the previous
step. In the strategy of Figure 2, the player chooses defini-
tively to betray as soon as his adversary does it. The previ-
ous automaton represents static strategies and so they are
not well adapted for the modelization of evolutive strate-
gies. For this purpose, we propose a model based on a
probabilistic automaton described by Figure 3 [5].

This automaton represents all the two-states strategies
for cooperation and competitive behaviour of one agent
against another in prisoner’s dilemma.

The transitions are labeled in output by the probabili-
ties pi of their realization. The first state is the state reached
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C:C
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C:C

C:C

   C

Figure 1. Tit-for-tat strategy automaton

C:C

C:C

1 2

C:C

C:C

  C

Figure 2. Vindictive strategy automaton

C:p2

C:1−p4
C:p4

C:1−p2

C:p5

C:1−p3
C:1−p5

C:p3

21 1−p1p1

Figure 3. Probabilistic multi-strategies two-states au-
tomaton

after cooperation action and the second state is reached af-
ter betrayal.

For this automaton, the associated matrix representa-
tion, as described previously, is:

I = ( p1 1 − p1 ) ; (3)

F =

(

p6

1 − p6

)

; (4)

T (C) =

(

p2 1 − p2

p3 1 − p3

)

; (5)

T (C) =

(

p4 1 − p4

p5 1 − p5

)

(6)

5.2. From probabilistic automata to genetic automata

With the matrix representation of the automata, we can
compute genetic automata as described in previous sec-
tions. Here the chromosomes are the sequences of all the
matrices associated to each letter. We have to define the
fitness in the context of the use of these automata. The
fitness here is the value of the payoff.

5.3. General Genetic Algorithm Process for Genetic
Automata

A population of automata is initially generated. These au-
tomata are playing against a predefined strategy, named
S0.

Each automaton makes a set of plays. At each play, we
run the probabilistic automaton which gives one of the two
outputs: (C) or (C). With this output and the S0’s output,
we compute the payoff of the automaton, according with
the payoff table.

At the end of the set of plays, the automaton payoff is
the sum of all the payoffs of each play. This sum is the
fitness of the automaton. At the end of this set of plays,
each automaton has its own fitness and so the selection
process can select the best automata. At the end of these
selection process, we obtain a new generation of automata.

This new generation of automata is the basis of a new
computation of the 3 genetics operators.

This processus allows to make evolve the player’s be-
havior which is modelized by the probabilistic multi-stra-
tegies two-states automaton from cooperation to compe-
tition or from competition to cooperation. The evolution
of the strategy is the expression of an adaptive computa-
tion. This leads us to use this formalism to implement
some self-organisation processes which occurs in complex
systems.
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6. Extension to Emergent Systems Modeling

In this section, we study how evolutive automata-based
modeling can be used to compute automatic emergent sys-
tems. The emergent systems have to be understood in the
meaning of complex system paradigm that we recall in the
next section. We have previously defined some way to
compute the distance between automata and we use these
principles to define distance between agents behaviours
that are modeled with automata. Finally, we defined a spe-
cific fitness that allows to use genetic algorithms as a kind
of reinforcement method which leads to emergent system
computation [15].

6.1. Complex System Description Using Automata-Ba-
sed Agent Model

According to General System Theory [4, 19], a complex
system is composed of entities in mutual interaction and
interacting with the outside environment. A system has
some characteristic properties which confer its structural
aspects, as schematically described in part (a) of Figure 4:

• The set elements or entities are in interactive depen-
dance. The alteration of only one entity or one in-
teraction reverberates on the whole system.

• A global organization emerges from interacting con-
stitutive elements. This organization can be identi-
fied and carries its own autonomous behavior while
it is in relation and dependance with its environ-
ment. The emergent organization possesses new prop-
erties that its own constitutive entities don’t have.
”The whole is more than the sum of its parts”.

• The global organization retro-acts over its constitu-
tive components. ”The whole is less than the sum of
its parts” after E. Morin.

The interacting entities network as described in part
(b) of Figure 4 leads each entity to perceive informations
or actions from other entities or from the whole system
and to act itself.

A well-adapted modeling consists of using an agent-
based representation which is composed of the entity called
agent as an entity which perceives and acts on an environ-
ment, using an autonomous behaviour as described in part
(c) of Figure 4.

To compute a simulation composed of such entities,
we need to describe the behaviour of each agent. This one
can be schematically described using internal states and
transition processes between these states, as described in
part (d) of Figure 4.

There are several definitions of “agents” or “intelligent
agents” according to their behaviour specificities [11, 24].
Their autonomy means that the agents try to satisfy a goal

and execute actions, optimizing a satisfaction function to
reach it.

For agents with high level autonomy, specific actions
are realized even when no perception are detected from
the environment. To represent the process of this delib-
eration, different formalisms can be used and a behaviour
decomposed in internal states is an effective approach. Fi-
nally, when many agents operate, the social aspects must
also be taken into account. These aspects are expressed
as communications through agent organisation with mes-
sage passing processes. Sending a message is an agent ac-
tion and receiving a message is an agent perception. The
previous description based on the couple: perception and
action, is well adapted to this.

6.2. Agent Behavior Semi-Distance

We describe in this section the bases of the genetic algo-
rithm used on the probabilistic automata allowing to man-
age emergent self-organizations in the multi-agent simula-
tion.

For each agent, we define e an evaluation function of
its own behaviour returning the matrix M of values such
that Mi,j is the output series from all possible successive
perceptions when starting from the initial state i and end-
ing at the final state j, without cycle. It will clearly be 0
if either i is not an initial state or j is not a final one and
the matrix Mi,j is indeed a matrix of evaluations [2] of
subseries of

M∗ := (
∑

a∈A

µ(a)a)∗ (7)

Notice that the coefficients of this matrix, as defined,
are computed whatever the value of the perception in the
alphabet A on each transition on the successful path1. That
means that the contribution of the agent behaviour for col-
lective organization formation is only based, here, on prob-
abilities to reach a final state from an initial one. This al-
lows to preserve individual characteristics in each agent
behaviour even if the agent belongs to an organization.

Let x and y two agents and e(x) and e(y) their respec-
tive evaluations as described above. We define d(x, y) a
semi-distance (or pseudometrics, see [3] ch IX) between
the two agents x and y as ||e(x) − e(y)||, a matrix norm
of the difference of their evaluations. Let Vx a neighbour-
hood of the agent x, relatively to a specific criterium, for
example a spatial distance or linkage network. We define
f(x) the agent fitness of the agent x as :

f(x) =















card(Vx)
∑

yi∈Vx

d(x, yi)
2

if
∑

yi∈Vx

d(x, yi)
2 6= 0

∞ otherwise

1A succesful path is a path from an initial state to a final state
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(a) Global complex system (b) Interacting entities network

(c) Agent−based model for entity (d) automata−based model for agent behaviour

Figure 4. Multi-scale complex system description: from global to individual models

6.3. Evolutive Automata for Automatic Emergence of
Self-Organized Agent- Based Systems

In the previous computation, we defined a semi-distance
between two agents. This semi-distance is computed using
the matrix representation of the automaton with multiplic-
ities associated to the agent behaviour. This semi-distance
is based on successful paths computation which needs to
define initial and final states on the behaviour automata.
For specific purposes, we can choose to define in some
specific way, the initial and final states. This means that
we try to compute some specific action sequences which
are chararacterized by the way of going from some spe-
cific states (defined here as initial ones) to some specific
states (defined here as final ones).

Based on this specific purpose which leads to define
some initial and final states, we compute a behaviour semi-
distance and then the fitness function defined previously.
This fitness function is an indicator which returns high
value when the evaluated agent is near, in the sense of
the behaviour semi-distance defined previously, to all the
other agents belonging to a predefined neighbouring.

Genetic algorithms will compute in such a way to make
evolve an agent population in a selective process. So dur-
ing the computation, the genetic algorithm will make evolve
the population towards a newer one with agents more and
more adapted to the fitness. The new population will con-
tain agents with better fitness, so the agents of a population
will become nearer each others in order to improve their
fitness. In that way, the genetic algorithm reinforces the
creation of a system which aggregates agents with similar
behaviors, in the specific way of the definition of initial
and final states defined on the automata.

The genetic algorithm proposed here can be consid-
ered as a modelization of the feed-back of emergent sys-
tems which leads to gather agents of similar behaviour,
but these formations are dynamical and we cannot predict
what will be the set of these aggregations which depends
of the reaction of agents during the simulation. Moreover
the genetic process has the effect of generating a feed-
back of the emergent systems on their own contitutive ele-
ments in the way that the fitness improvement lead to bring
closer the agents which are picked up inside the emergent
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aggregations.

For specific problem solving, we can consider that the
previous fitness function can be composed with another
specific one which is able to measure the capability of the
agent to solve one problem. This composition of fitness
functions leads to create emergent systems only for the
ones of interest, that is, these systems are able to be de-
veloped only if the aggregated agents are able to satisfy
some problem solving evaluation.

7. Conclusion

The aim of this study is to develop a powerful algebraic
structure to represent behaviors concerning cooperation-
competition processes and on which we can add genetic
operators. We have explained how we can use these struc-
tures for modeling adaptive behaviors needed in game the-
ory. More than for this application, we have described
how we can use such adaptive computations to automat-
ically detect emergent systems inside interacting networks
of entities represented by agents in a simulation.
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ABSTRACT 

 
The purpose of the study consists in the development of a 

medical diagnosis system capable of solving difficult 
diagnosis problems. In this paper, we propose a novel 
medical diagnosis system. The medical diagnosis system 

is a heterogeneous system with human and artificial 
agents members specialized in medical diagnosis and 
assistant agents. The proposed diagnosis system can solve 

difficult medical diagnosis problems that cannot be 
solved by doctors or artificial systems specialized in 

medical diagnoses that operate in isolation. The problem 
solving by the diagnosis system is partially based on the 
blackboard-based problem solving. 

 
 
 

1. Introduction 
 
In the medical domains, many medical diagnosis systems 

that operate in isolation or cooperate are proposed and 
used [8, 1, 10, 2, 12, 14, 9, 11, 4]. The paper [12] 

describes the state of the art medical information systems 
and technologies at the beginning of the 21st century. The 
complexity of construction of full-scaled clinical 

diagnoses is also analyzed as the basis of medical 
databases. In the following, we enumerate some medical 
diagnosis systems. 

Various diagnosis technologies are studied and used. 
It is necessary to develop automatic diagnosing 
processing systems in many medical domains. The paper 

[9] presents a cardiac disease analyzing method using 
neural networks and fuzzy inferences. 

The paper [1] analyzes different aspects of the 

multiagent systems specialized in medical diagnosis. The 
understanding of such systems needs a high-level visual 

view of the systems’ operation as a whole to achieve 
some application related purpose. The paper analyzes a 
method of visualizing, understanding, and defining the 

behaviour of a medical multiagent system. 
The paper [10] presents a holonic medical diagnosis 

system that combines the advantages of holonic systems 

and multiagent systems. The presented multiagent system 
is an Internet-based diagnosis system for diseases. The 
proposed holonic medical diagnosis system consists of a 

tree-like structured alliance of agents specialized in 

medical diagnosis that collaborate in order to provide a 

viable medical diagnosis. 
The paper [8] proposes a methodology, based on 

Computer Algebra and implemented in CoCoA language, 
for constructing rule-based expert systems that can be 
applied to the diagnosis of some illnesses. 

The paper [2] describes intelligent medical diagnosis 
systems with built-in functions for knowledge discovery 
and data mining. The implementation of machine learning 

technology in the medical diagnosis systems seems to be 
well suited for medical diagnosis in specialized medical 
domains. 

The paper [11] presents a self-organizing medical 
diagnosis system, mirroring swarm intelligence to 

structure knowledge in holonic patterns. The system sets 
up on an alliance of agents specialized in medical 
diagnoses that self-organize in order to provide a viable 

medical diagnosis. 
The paper [14] presents a cooperating expert system 

called FELINE composed of five autonomous intelligent 

agents. These agents cooperate to identify the causes of 
anemia at cats. The paper presents a tentative 
development methodology for cooperating expert 

systems. 
The paper [4] presents a cooperating heterogeneous 

multiagent system specialized in medical diagnoses. The 

diagnosis system is composed from human and artificial 
agents. The knowledge necessary to an overtaken 

diagnosis problem solving is not specified in advance. 
The members of the diagnosis system must discover 
cooperatively the problem solving. 

 

2. Assistant agents, expert system agents 
 

Systems that operate in isolation cannot solve many 
difficult problems [3, 13, 5]. These problems solving 

require the cooperation of more systems with different [6] 
capabilities and capacities. The capability of a system 
consists in the specializations detained by the system. A 

specialization is a problem solving method [3]. The 
capacity of a system consists in the amount of problems 
that can be solved in deadline by the system using the 

detained resources. The capacity of a system defines the 
quantity of resources that can be used in the problems 
solving. The agents represent systems with proprieties 

like: increased autonomy in operation, capability of
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communication and cooperation with other systems. In 
the following, we call agents the humans and the artificial 

systems with agents’ capabilities. The systems composed 
from more agents are called multiagent systems. 

 
Expert systems can be endowed with medical 

diagnosis capability. We propose the endowment of the 

expert systems specialized in medical diagnosis with 
agents’ capabilities. We call these agents, expert system 

agents [6]. Expert system agents can solve a larger variety 

of problems in a more flexible way than the traditional 
expert systems. 

As examples of the advantages of the expert system 

agents as opposed to the expert systems, we mention: 

- the expert system agents can perceive and 

interact with the environment. They can learn 
and execute different actions in the environment 
autonomously; 

- the expert system agents can communicate with 
other agents or humans, which allows the 
cooperative problem solving. 

 
The knowledge-based agents can be endowed with 

capabilities to assist the agents (human and artificial) 

specialized in medical diagnosis in the problem solving 
processes [6]. We call the agents mentioned before 
assistant agents. 

As examples of the assistance that can be offered by 
an assistant agent to a medical specialist (artificial or 

human) we mention: 

- the assistant agent can analyze details that are 
not observed by a doctor. For example, we 

mention the suggestion of a doctor for a patient 
to use a medicine without analyzing some 
important contraindications of the medicine; 

- the assistant agent can verify the correctitude of 
a problem’s solution obtained by the specialist. 
The assistant agent knows the problem that is 

solved by the specialist. This way, the specialist 
and the assistant agent can solve the same 
problem simultaneously using different problem 

solving methods. For example, a doctor 
specialized in cardiology and an assistant expert 

system agent specialized in cardiology can try to 
identify simultaneously a cardiology related 
illness. The same solution obtained by the 

assistant agent and the medical specialist 
increases the certitude in the correctitude of the 
obtained solution. The accuracy in detecting the 

same illness by different agents may be different; 

- the specialist can require the assistant agent’s 
help in solving subproblems of an overtaken 

problem. This cooperation allows faster the 
problem solving. 

 

3. The proposed medical diagnosis system 
 

A medical diagnosis problem consists in the description 
of one or more illnesses. The solution of the problem 
represents the identified illness or illnesses. A person may 

have more illnesses each of them with specific symptoms. 

The symptoms of more illnesses may have some 
similarities, which make their identification difficult. The 

symptoms of the same illness may be different at different 
persons. In the case of some illnesses, the causes of the 

illnesses are not known. A medicine to an illness may 
have different effects at different persons that suffer from 
the illness. 

In this paper, we propose a cooperative heterogeneous 
medical diagnosis system for difficult medical diagnosis 
problems solving. Some difficult medical diagnosis 

problems cannot be solved by a doctor or an expert 
system agent that operates in isolation [5]. In many 
medical diagnosis problems solving knowledge from 

more medical domains have to be used. The problem 
solving by the proposed diagnosis system is partially 

based on the blackboard-based problem solving [7, 13]. 
Figure 1 illustrates the proposed medical diagnosis 
system. 

 

 
Figure 1. The proposed medical diagnosis system  

 

The proposed medical diagnosis system MDS is 
composed from a set of agents. 
 

MDS = MS ∪ {M} ∪ AS. 

 

MS = {MS1, MS2, … MSn} represent agents (human 
and artificial) specialized in medical diagnosis called 

knowledge sources. As examples of knowledge sources, 
we mention: the doctors and the expert system agents. M 
represents a doctor called moderator. AS = {AS1, AS2, … 

ASk} represent the assistant agents (human and artificial). 
The artificial assistant agents are knowledge-based 
agents. As examples of artificial assistant agents, we 

mention the Internet agents and the assistant robots. An 
Internet agent may collect knowledge from distributed 

knowledge bases. As an example of knowledge that can 
be collected by an Internet agent, we mention the 
description of the symptoms of an illness. Assistant robots 

can realize different medical analyzes. As examples of 
human assistants, we mention the medical assistants. As 
an example of assistance, an expert system agent can 

require from a human medical assistant the realization of 
some medical analysis necessary in increasing the 
accuracy in the identification of an illness. An assistant 

interface agent can assist a doctor in the communication 
with the artificial agents. As examples of assistance 

offered by an interface agent to a doctor, we mention: the 
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translation of the knowledge communicated by artificial 
agents specialized in medical diagnosis into an 

understandable form to the doctor, the indication of the 
assistant agents that has a specialization, the indication of 

the human and artificial agents. 
The agents’ members of the diagnosis system have 

different capabilities. Each agent is endowed with a 

specialization set SP = {S1, S2, … Sk}. An agent can be 
endowed with a limited number of specializations [3, 6]. 
Each knowledge source is specialized in some aspects of 

the problems solving that can be solved by the diagnosis 
system. The knowledge sources have different 
specializations sets in medical domains. The moderator is 

specialized in the coordination of the problems solving. 
The agents from the set AS have different specializations 

sets that allow the assistance of the agents from the set 

MS ∪ {M}. The specializations set of an agent can be 

different from the specializations set of the other agent. If 
the agent AGi is endowed with the specializations set SPi, 
there may exist an agent AGj with the specializations set 

SPj, where SPi ≠ SPj. 

The algorithm Problem Solving describes how the 
knowledge sources and the moderator solve an overtaken 
medical diagnosis problem at a problem solving cycle. 

 
Algorithm - Problem Solving 

The problem P that has to be solved is written onto the 
blackboard. 

While ((the problem is not solved) and (the problem 
solving can continue)) do 

{ 

- Each knowledge source watches the blackboard and 
sends a message to the moderator that contains the 

specification of its capability and capacity to process 
the result from the blackboard. 

- The moderator using the knowledge contained in the 

received messages from the knowledge sources 
choose the best-fitted knowledge source MSi capable 
to process the result from the blackboard. 

- The moderator allows the writing right to the selected 
knowledge source MSi. 

- The knowledge source MSi processes the result from 
the blackboard. The obtained result is written onto 
the blackboard. 

- After the knowledge source MSi finishes the result 
processing, the moderator retracts the writing right 
from the knowledge source MSi. 

} 

End. 

 
A problem solving cycle consists in overtaking and 

solving a problem. The problem is solved onto a 
blackboard. The blackboard represents a memory shared 
by all the members of the diagnosis system. A problem 

solving begins when the problem is written onto the 
blackboard. The knowledge sources watch the 
blackboard, looking for an opportunity to apply their 

expertise to develop the solution. When a knowledge 
source finds sufficient information to contribute, he 

records the contribution onto the blackboard. This 

additional information may enable other knowledge 
sources to apply their expertise. This process of adding 

contributions to the blackboard continues until the 
problem is solved or the problem cannot be solved. The 

moderator supervises the problem solving process. The 
assistant agents may assist the knowledge sources and the 
moderator during their operation. All the members of the 

medical diagnosis system solve the diagnosis problem 
cooperatively. 

The announcement, in which a knowledge source MSi 

specifies how it can contribute to a problem solving, has 
the following parameters: 
 

<Capability,  Capacity,  Relevance>. 
 

Capability represents the capability of the agent MSi 
(the specialization that can use MSi in the problem 
processing). Capacity represents the processing capacity 

of MSi (the problem processing time). Relevance specifies 
the estimated importance of the processing that can be 
realized by MSi (the measure in which the processing 

approaches the problem solution). 
The artificial software agents can access the content 

of the blackboard (memory). The humans can view the 

content of the blackboard via output devices. Only the 
knowledge sources can write onto the blackboard. The 
writing onto the blackboard consists in adding, changing 

or retracting knowledge from the blackboard. A 
knowledge source can write onto the blackboard if it has 

writing right. The right for the knowledge sources to write 
onto the blackboard is allowed and retracted by the 
moderator. In the selection of the best-fitted knowledge 

source to process a problem result, the moderator uses the 
informations contained in the announcements parameters. 

As examples of the knowledge that can be added 

onto the blackboard by a knowledge source at a problem 
solving cycle we mention: 

- the results of some medical analysis; 

- a new illness. The knowledge source supposes 
that the patient has an illness; 

- new questions that must be answered by other 

knowledge sources. The knowledge source is 
limited in knowledge, he is specialist in a certain 

medical domain; 

- new questions that must be answered by the 
patient. 

As examples of the knowledge that can be eliminated 
from the blackboard by a knowledge source at a problem 
solving cycle, we mention: 

- useless informations. Some information written 
onto the blackboard are not relevant in the 
diagnosis process; 

- a supposed illness. The knowledge source 
demonstrates that the patient does not have the 
supposed illness written onto the blackboard. 

As examples of the knowledge that can be modified 
onto the blackboard by a knowledge source at a problem 
solving cycle, we mention: 

- the knowledge that is changed in time. Some 
medical analysis results are changing in time (a 
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diagnosis process may have a longer duration). 
Some patients do not describe correctly the 

symptoms of their illness. 

The artificial agents can write directly onto the 

blackboard. If a doctor wants to write onto the 
blackboard, than he can transmit the knowledge to an 
artificial agent that will write the transmitted knowledge 

onto the blackboard. The knowledge from the blackboard 
must be understandable to all the members of the 
diagnosis system (human and artificial). For the 

representation of the knowledge written onto the 
blackboard, the agents must use the same knowledge 

representation language and must share the same 

ontology (dictionary of the used terms). The notions of 
knowledge representation language and ontology are 

defined in the papers [13, 3]. 
 

4. An example of a problem solving 
 
In the following, we present a scenario that illustrates how 
a proposed medical diagnosis system MDS solves an 

overtaken medical diagnosis problem P (the patient 
suffers from two illnesses, a cardiology and an urology 
related illness). 

 

P = <description of a cardiology related illness, 

description of an urology related illness>. 
 

MDS = {AGg, AGc, AGu} ∪ {M} ∪ {ASi}. 
 

AGg, AGc and AGu represent the knowledge sources. 

AGg represents an expert system agent specialized in 
general medicine. AGc represents a doctor specialized in 

cardiology. AGu represents a doctor specialized in 
urology. M represents a moderator doctor specialized in 
the coordination of the problem solving. ASi represents an 

assistant agent specialized in information search about the 
patients in distributed databases. 

The solution SOL of the problem that must be 

obtained represent the two illnesses of the patient. 
 

SOL = <the identified cardiology related illness, 

the identified urology related illness>. 
 
In the following, we describe step by step the scenario 

of the overtaken problem P solving by the medical 
diagnosis system MDS using the cooperative problem 

solving described in the previous section. 
 
Problem solving 

Step 1 

- The problem P is written onto the blackboard. 

Step 2 

- Each knowledge source watches the blackboard. 

- AGg requires the assistance of ASi in obtaining the 
description of the patient’s prior illnesses. ASi 
transmits the required information to AGg. 

Step 3 

- Each knowledge source announces its capability and 

capacity to contribute to the problem P processing. 

- M based on the announcements parameters values 
chooses the best-fitted knowledge source. Let AGg 

be the selected knowledge source (the contribution of 
AGg is the most relevant, AGg can write onto the 

blackboard the patient’s prior illnesses and different 
observations related to the patient’s current 
illnesses). 

- M allows the writing right to AGg.  

- AGg processes the problem P obtaining the result P1 
(P1 represents a new problem) that is written onto the 

blackboard. 

- M retracts the writing right from AGg. 

Step 4 

- Each knowledge source announces its capability and 
capacity to contribute to the problem P1 processing. 

- M chooses the best-fitted knowledge source capable 
to contribute to the problem P1 solving. Let AGc be 
the selected knowledge source (AGc can establishes 

the patient’s cardiology related illness). 

- M allows the writing right to AGc.  

- AGc processes the problem P1 obtaining the result 
P2 that is written onto the blackboard.  

- M retracts the writing right from AGc. 

Step 5 

- Each knowledge source announces its capability and 

capacity to contribute to the problem P2 processing. 

- M chooses the best-fitted knowledge source AGu 
capable to contribute to the problem solving (AGu 

can establishes the patient’s urology related illness). 

- M allows the writing right to AGu.  

- AGu processes the problem P2 obtaining the solution 

SOL that is written onto the blackboard.  

- M retracts the writing right from AGu. 

End. 

 
The problem P solving process can be described as 

follows: 

 

AGg (P)  ⇒  AGc (P1)  ⇒  AGu (P2)  ⇒  SOL. 

 
The result P1 represents the patient illnesses 

symptoms, the descriptions of the patient’s prior illnesses 
and different general observations related to the patient’s 
current illnesses elaborated by AGg. The result P2 

represents the cardiology related illness of the patient 
identified by AGc, the symptoms of the patient’s illnesses, 
the description of the patient’s prior illnesses and 

different general observations related to the patient’s 
current illnesses elaborated by AGg. The result SOL 

represents the identified two illnesses of the patient. The 

urology related illness is identified by AGu. 
 

5. Advantages of the proposed diagnosis system 
 
The elaboration of a medical diagnosis by a doctor or an 

expert system that operates in isolation may have many 
difficulties [5]. Many difficult medical diagnosis 
problems solving require cooperation in their solving. 

The main advantage of the proposed medical diagnosis 
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problem solving consists in the solving of difficult 
diagnosis problems, whose solving require knowledge 

from different medical domains. The problems solving 
specializations in the diagnosis system are distributed 

between the systems’ member agents (human and 
artificial). The knowledge necessary to the diagnosis’ 
problems solving are not specified in advance, the 

diagnosis system members must discover cooperatively 
the problems solving. 

The problems solving difficulty is distributed 

between the agents members of the diagnosis system. 
Each knowledge source can use its specializations in 
certain circumstances, when it finds knowledge on the 

blackboard that can process. The moderator is responsible 
to decide which knowledge source will overtake a 

problem result processing at a moment of time. A 
knowledge source can require the help of assistant agents. 
This way, the problem solving difficulty is distributed 

between the knowledge source and the assistant agents 
who help it. 

The artificial agents’ members of the medical 

diagnosis system can be endowed with new 
specializations. The inefficient specializations can be 
eliminated or improved. The adaptation of a cooperative 

multiagent system in the efficient solving of a problem 
many times is easier than the adaptation of an agent that 
solves the same problem [13, 3, 6]. New agents can be 

added in the diagnosis system, the inefficient agents can 
be eliminated. 

 

6. Conclusions 
 

We propose the endowment of the expert systems with 
agents’ capabilities. We call these agents expert system 
agents. Knowledge-based agents can be endowed with the 

capability to assist the agents (doctors, expert system 
agents) specialized in medical diagnosis in the diagnosis 

problem solving processes. In this paper, we have 
proposed a novel cooperative heterogeneous medical 
diagnosis system composed from agents (human and 

artificial) specialized in medical diagnosis and assistant 
agents (human and artificial). The cooperative problem 
solving by the proposed diagnosis system combine the 

human and artificial agents advantages in the problems 
solving. The humans can elaborate decisions using their 
knowledge and intuition. The intuition allows the 

elaboration of the decisions without the use of all the 
necessary knowledge, this way sometimes problems for 
which does not exists elaborated solving methods can be 

solved. The artificial thinking allows the problems 
solving based on existent problem solving methods 

sometimes verifying many conditions. This way, the 
artificial agents can solve many times the problems 
precisely, verifying conditions that can be ignored by the 

humans. 
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ABSTRACT

The objective of this paper is to present the grand
schemes of a model to be used in an agricultural Decision
support System. We start by explaining and justifying the
need for a hybrid system that uses both Multi-Agent
System and Constraint Programming paradigms. Then we
show our approach for Constraint Programming and
Multi-Agent System mixing based on controller agent
concept. Also, we present some concrete constraints and
agents to be used in an application based on our proposed
approach for modeling the problem of water use for
agricultural purposes.
Keywords: Multi-Agent System (MAS), Constraint
Programming (CP), Decision Support System (DSS),
controller agent, water management.

1. Introduction

Water is the most vital resource in human life and a
critical economic factor in the developing countries. And
Yemen is considered as one of the most water-scarce
countries in the world. According to worldwide norms,
domestic uses and food self-sufficiency require up to
1100 m3/capita/year. However, in Yemen the available
water quantity amounts to little more than 130
m3/capita/year [12]. Moreover, resources are unevenly
distributed, 90% of the population has access to less than
90 m3/capita/year. Table 1 shows a comparison of annual
quota per capita between some countries in the region and
the global average.

The decrement in annual water quota per capita in
Yemen is due to (among other causes) the high population
growth rate which has been about 3.7% (1980-1997
average) and is expected to be about 2.6% (1997-2015)
[12].

Most water use goes for irrigation purposes [10]. The
average share of agriculture in total water use is about
92% because of the rapid progress of irrigated agriculture
in Yemen at a pace faster than any comparator country
(see Table 2).

Table 1 Renewable Water Resources Per Capita
Country

name
Renewable Water Resources Per Capita

(m3/capita/year)
1980 1997 2015

Egypt 1,424 966 735
Jordan 396 198 128
Morocco 1,531 1,088 830
Saudi Arabia 257 120 69
Yemen 246 130 82
World 10,951 8,336 6,831

Sa’dah basin is one of the four principle basins in
Yemen and one of the most touched regions by water
crises. Well inventory [11] shows a total of 4589 water-
points in Sa’dah Region, of which 99.78% wells and the
rest represents springs and other water-point (tanks,
dams). These water-points are either owned by one owner
(46.61%) or shared between two or more owners
(53.39%). Agricultural wells represent over 90% of the
annual water abstraction of the Basin.

Table 2 Water use share
Country

name
Agriculture

%
Industry

%
Domestic

%
Egypt 86 8 6
Jordan 75 3 22
Morocco 92 3 5
Saudi Arabia 90 1 9
Yemen 92 1 7
World 69 22 9

Well inventory shows also that for 82% of the wells
is used for irrigation, while 1% is used for domestic needs
and 0.5% for feeding water supply networks. About
16.5% of the inventoried wells are not in use. In which
consider irrigation status we can find that only 2.64% of
the sampled farmland is rainfed land while the rest
(97.36%) is irrigated land.

The complexity of such situation requires reflect the
need for a good decision support system. Such system has
to take into account all necessary constraints such as the
respect of shared water-points using agreement. It has
also to model and to simulate the interaction between the
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different actors in the whole process such as the
negotiations between consumers and water suppliers, and
to model decision taking process, like the criteria and
strategy of water allocation that are used by water
suppliers. By making an analogy, constraint
programming, therefore, looks a good approach in order
to help finding a solution that satisfies the constraints of
the problem, while multi-agent system approach can help
in describing the interaction between the various actors in
the model.

In the next sections we give a short introduction to
the constraint programming and multi-agent system, after
that we describe our approach for mixing both paradigms
in order to model the problem of water using for irrigation
purposes.

2. Constraint Programming
2.1. Introduction

Constraint programming is an emergent software
technology for declarative description and effective
solving of large, particularly combinatorial, problems. It
is a programming paradigm in which a set of constraints
that a solution must meet are specified rather than set of
steps to obtain such a solution. A constraint is simply a
logical relation among several unknowns (or variables),
each taking a value in a given domain. A constraint thus
restricts the possible values that variables can take; it
represents some partial information about the variables of
interest. The idea of constraint programming is to solve
problems by stating constraints (conditions, properties)
which must be satisfied by the solution.

2.2. Constraint Satisfaction Problem (CSP)

A Constraint Satisfaction Problem (CSP) consists of:
1. a set of n variables X = { x1, x2, …, xn },
2. for each variable xi, a finite set Di of possible values

(its domain),
3. and a set of constraints restricting the values that a set

of variables can take simultaneously.
A solution to a CSP is an assignment of a value to

every variable from its domain, in such a way that every
constraint is satisfied. We may want to find: (i) just one
solution, with no preference as to which one, (ii) all
solutions, or (iii) an optimal, or at least a good solution,
given some objective function defined in terms of some or
all of the variables.

Thus, the CSP is a combinatorial problem which can
be solved by search. Clearly, with a large number of
variable simple algorithms of searching all possible
combinations take a long time to run. So the researches in
the constraint satisfaction area concentrate on finding ad-
hoc algorithms which solve the problem more efficiently,
especially by using techniques like global constraints.

2.3. Global constraint

A global constraint encapsulates several simple
constraints [2], [3] and by exploiting semantic information
about this set of constraints it can achieve stronger

pruning of domains. Filtering algorithms for global
constraints are based on methods of graph theory, discrete
mathematics, or operation research so they make the
bridge between these mathematical areas and search-
based constraint programming with origins in artificial
intelligence. [2] has proposed a dynamic view of global
constraints. Such a dynamic global constraint allows
adding a new variable(s) during the course of problem
solving and removing this variable(s) upon backtracking.
Thus, a dynamic global constraint can be posted before
all the constrained variables are known which brings the
advantage of earlier domain pruning mainly for a system
where not all information is necessarily known a priori.

2.4. Over-Constrained Problems and Constraint
Hierarchies

In many cases, a solution of CSP does not exist, and we
can not make a valuation of variables that satisfies all the
constraints. Constraint hierarchies [9] were introduced for
describing such over-constrained systems by specifying
constraints with hierarchical strengths or preferences. It
allows us to specify declaratively not only the constraints
that are required to hold, but also weaker constraints at an
arbitrary but finite number of strengths. Weakening the
strength of constraints helps to find a solution of
previously over-constrained system of constraints.
Intuitively, the hierarchy does not permit to the weakest
constraints to influence the result. Constraint hierarchies
define the so called comparators aimed to select solutions
(the best assignment of values to particular variables) via
minimizing errors of violated constraints.

2.5. Constraint Programming and agricultural water
management

Jaziri [7] has proposed a methodology for constraints and
optimization modeling. We can note that the constraints
in the classical definition of CSP are relations between
sample variables. However, in a complex system like
agricultural water uses, the constraints represent relations
between different instances of the system (parcels,
resources …) acting on the variables that characterize
these instances (parcel crop, demanded water quality …).

According to [1] we can distinguish three layers:
constraints, instances and variables. These layers are
divided according two different points of view: user level
and system level. At user level, a constraint represents a
condition that links some system instances. At system
level, the constraint is defined as a restriction over the
values of a set of simple variables that characterize the
instances linked by this constraint.

In the case of agricultural water use, the user
expresses the system constraints such as water provision
which is a relation between the supplier and the
consumer. This relation is translated at system level as
constraints relating various variables such as consumer
required water, supplier available water quantity,
transport mean capacity, etc…
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3. Multi-Agent System
3.1. Introduction

The Agent-Oriented (AO) approach gives the ability to
construct flexible systems with complex and sophisticated
behavior by combining highly modular components.
These components represent agents having autonomy and
interaction characteristics.

What is an agent? The term agent has many
definitions. According to Wooldridge [13] an agent is a
software system that is (i) situated in some environment,
(ii) capable of autonomous actions in order to meet its
objectives and (iii) capable of communicating with other
agents. From this definition we can say that an agent is an
entity that can act and react in his environment and
interact with other agents.

A multi-agent system is made up of a set of several
agents (representing different tasks and/or entities in the
system) that exist at the same time, share common
resources and communicate with each other. For
simplicity a multi-agent system can be viewed as a
network of agents (problem solvers) coupled lightly, who
work together to solve problems that are beyond their
individual capacities [5].

The research on the agents is also a research on: (i)
Decision - what are the mechanisms of the agent
decision? What is relation between their perception, their
representations and their actions? How the agents break
down their goals and tasks? (ii) Control - what are the
relations between agents? How are they coordinated?
This coordination can be represented as a cooperation to
fulfill a common task or as a negotiation between agents
having different interests. (iii) Communication - what
types of message do they exchange? What syntax these
messages obey?

3.2. MAS and the simulation of resource management

The simulation of the management of common resources
poses the problem of correlation between groups of
agents and dynamic resources. In the multi-agent system
paradigm we look at the simulated system from a
distributed and cooperative point of view.

In the domain of water use for agricultural purposes,
we can find various actors (different farmers, resource
managers …). Using multi-agent system paradigm allows
us to simulate these actors’ decision mechanisms and their
evolution, the interactions, the negotiations, and the
cooperation between these actors in the model.

4. MAS & CP mixing approach
4.1. Introduction

We can notice that the model of the simulated system
using Constraints Programming is built as a set of
variables that represent the simulated system variables,
and different constraints relating between these variables.
All these constraints will be inserted into a solver to be
manipulated and treated together as a whole unit in order
to find and assign values to the system variables. In the
other side, in the multi-agent system, agents are mainly

characterised by the autonomy, i.e. each agent tries
independently to achieve its own goal. The agent could
interact, cooperate and/or negotiate with other agents
either directly or via its effects on the environment.
Combining the both paradigm defines the Distributed
CSP.

4.2. Distributed CSP

Distributed constraint satisfaction problems (DCSP) are
an appropriate abstraction for multi-agent cooperative
problem solving [6]. They are characterized by multiple
reasoning agents making local independent decisions
about a global common constraint satisfaction problem
(CSP).

In a DCSP, the variables are distributed among
agents (see Figure 1). Yokoo [14], [15] has proposed
solving distributed CSP by using an asynchronous
backtracking algorithm. This can be done by allowing
agents to run concurrently and asynchronously. Each
agent give values for its own variables and communicates
these values with relevant agents.

We can note from Figure 1 that the constraints are
represented by oriented arcs between the agents. Agents
propose their variables values according to the oriented
arcs. In this example A3 receives values propositions from
both agent A1 and A2 and test them according their
respective constraints with its own variable possible
value. Its response is a result

Figure 1 an example of DCSP

4.3. Another approach of MAS & CSP mixing

We propose here another approach for DCSP resolution.
It consists of adapting the methodology like that proposed
by [7] for constraints modelling with multi-agent system
paradigm. Our approach is based on a special kind of
agents called controller agent that takes in charge the
responsibility of verifying the constraint satisfaction. We
will show this approach through the following sections:

4.3.1. Our model

Our approach [1] of mixing MAS and CSP uses the
concept of a controller agent to verify the constraint
satisfaction. If we compare between Figure 1 and Figure 2
we can note that the agents in the system (A1, A2, and A3)
do not communicate directly the proposed values of their
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variables. Instead, they send these values to controller
agents (C1 and C2) who verify these values according to
the constraint which they hold.

Controller agents report variable agents of the
constraints satisfaction state and inform them of the
accepted or refused values. If we take the example shown
in Figure 2, at first (a) the variable agents send their value
proposition to the controller agents. Then (b) each
controller agent verifies the validity of its own constraint
according these propositions. C2 accepts the values sent
by A2 and A3; therefore it sends back an acceptance
message. While the values sent by A1 and A3 do not
satisfy the controller C1, therefore it sends a message of
refuse back to them and wait for other propositions. In (c)
A3 has already satisfied a constraint and prefers to wait a
little before proposing another value that may affect both
constraints, while A1 can freely propose another value
from its variable domain. This new value is verified by C1
(d) which sends back an acceptance message.

Using a controller agent for verifying a constraint
satisfaction allows separating constraints verifying
process from the functionality of other agents.

Figure 2 an example of our mixing approach

4.3.2. Approach application for agricultural water use
management

Agricultural water use management implies various actors
constrained by different constraints. The constraints in
such domain are represented by relations between the

different actors (or actors’ attributes). For example,
shared water-points user should have an agreement for
water use (they are constrained by this agreement).
Applying our approach for agricultural water use is
described as follows:

4.3.2.1 Approach application for agricultural water
use management

In Sad’ah basin we can find:
 Different modes of water consuming: agricultural

(crop et livestock), domestic, industrial, urban et
municipal …

 Different types of water resources (water-points),
some of them are owned by farm owner and others
are shared between several farmers.

 Several means of water transport.
 Several irrigation techniques.

We can note here that there are a lot of parameters
need to be manipulated in order to achieve a stable and
durable situation of water consuming. To simplify and
minimize the problem parameters we can note that the
agricultural water use represents about 92% of the total
water use in Sad’ah basin, so we can consider (for the
moment) the use of water for agricultural purposes only.
Another note is coming from the fact that wells represent
99.7% of water-points used for irrigation purposes. So we
can neglect other water-points. This can help to reduce
first and second points of the above description into: Two
ownership types of wells used for irrigation purposes.
Figure 3 shows a general UML diagram of the proposed
model.
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+waterRequest()
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Figure 3 General UML diagram of the proposed model

Water authorities want to keep water use at its
durable limits. Farmers who own their water resources
want firstly to increase their profits and try not to
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overexploit their own water resources. While farmers who
share common water-points want to have more convenient
access to water with acceptable costs and keep their
profitability. Other farmers need only to be satisfied by
the proposed solution. Water and local authorities
encourage the use of more efficient water transport means
and irrigation techniques. Framers are willing to use water
saving technique but they do not want to affect their
profitability with extra costs.

We can cite here the needs of the different deciders
in the system:

4. Increasing the profitability (water owner farmers).
5. Limiting water overexploiting (water owner farmers).
6. More convenient water access (shared-water

farmers).
7. Keeping the profitability (shared-water farmers).
8. Framers satisfaction (farmers).
9. Achieving durable water use (water authorities).

10. encouraging the use of water saving techniques
(water and local authorities, …)
These needs can be translated into the following

objectives:
1. Enhancing water exploiting (needs 1, 3, 6, and 7).
2. Keeping the profitability (needs 1 and 4).
3. Framers satisfaction (need 5).

The aspects of these objectives can be shown as
follows:

1. Enhancing water exploiting: can be view from two
different aspects.

 Reducing water wastage at irrigation technique level
(aspect 1).

 Reducing water wastage at the transport means level
(aspect 2).

 Enhancing water sharing agreement (aspect 3)
2. Keeping the profitability: one aspect (aspect 4)
3. Framers satisfaction: satisfaction in profitability

(same aspect 4).
These aspects have the following criterions:

1. Reducing water wastage at irrigation technique level:
the waste water can be estimated by considering the
water used for irrigation and the actual crop water
requirements. It is also related to the efficiency of
irrigation techniques.

2. Reducing water wastage at the transport means level:
it is a function of the efficiency of transport means.

3. Enhancing water sharing agreement: it can be
calculated by considering farmer budget and shared
water cost.

4. Keeping the profitability: it is a function of crop yield
and planted area in each farm and the cost of
irrigation and transport means.
We can deduce finally the attributes of the system for

evaluating these criterions:
1. Crop water needs:

crop.waterNeed (criterion 1).
2. Parcel water use:

totalWaterUse (criterion 1).
3. Irrigation method efficiency:

irrigationMethod.efficiency (criterions 1 and 4).

4. Irrigation method cost:
irrigationMethod.cost (criterion 4).

5. Transport means efficiency:
transportMean.efficiency (criterions 2 and 4).

6. Transport means cost:
transportMean.cost (criterion 4).

7. Farmer budget:
farmer.budget (criterion 3).

8. Shared water price:
supplier.waterPrice (criterion 3).

9. Crop yield:
crop.yieldMax, crop.yieldMin (criterion 4).

10. Parcel planted area:
parcel.area (criterion 4).

4.3.2.2 The constraints in the application

As we mentioned in section 2.5, the constraints in our
case represent relations between different instances of the
system. We can cite here some constraints in the model:

1. Crop water requirement: every crop has its own water
requirement that must be satisfied. This requirement
varies according to the start date and the current
stage of crop evolution.

2. Compatible soil type: the soil type of a parcel
determines what kind of crop can be planted on this
parcel.

3. Parcel crop type preference: some farmer can accept
only planting specific types of crop, but he may also
accept a reasonable proposition out of these choices
(constraint relaxation). This constraint can be seen as
specifying a specific domain for each parcel.

4. Profitability of crop type: farmers privilege the crops
with the highest profitability. This implies the water
prices and crop planting cost (land preparation, seed
cost, labor cost …).

5. Crop succession: some type of crops can not be
planted in the same land without knowing the
previous planted crop type in the same land.

6. Water sharing agreement: shared water points can not
be used except in a certain quantity and in a certain
slice of time.

7. Transport means capacity: even if we have sufficient
quantity of water we can not transport a quantity
superior to transport mean capacity.

4.3.2.3 The agents in the application

The objective of the model is to assign a crop to every
parcel in a way that respects the constraints of the system
and try to optimize water exploitation. We can distinguish
here three main types of agents:

1. Farmer agent: this agent takes in charge the following
tasks:

 Choosing its parcels’ crops type and calculating their
water requirements.

 Choosing the irrigation method.
 Negotiating with other farmer agents (who share the

same water-points).
 Demanding water supplying from supplier agents.
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2. Supplier agent: it represents the water resources
manager. It decides water quantity and quality to be
provided to each consumer (farmer in this case).

3. Controller agent: they are the agents who control the
validation of constraints of the system. In the
following section we will explain controller agent
functionality in more details.

4.3.3. Controller agent in our approach

Controller agent represents essential party of our
approach in mixing Multi-Agent System and Constraints
programming paradigms. We have seen in Figure 3 a
general UML diagram of proposed model. In our
approach, each controller agent is attached to a constraint
in the system. The controller agent has the responsibility
to assure the satisfaction its constraint according to the
constraint strength level (see section 2.4). It has the
ability to decide if either (i) the constraint is satisfied, (ii)
the constraint is not satisfied, or (iii) the constraint is not
totally satisfied but it is accepted (for the constraints with
a low level hierarchy or week strength). This gives the
model a kind of flexibility because the system can achieve
a stable state and have evaluation values for its variable
even if some of its (week) constraints are not satisfied.

Supplier Controller

Agent

Farmer

Constraint

1

1

****

Figure 4 model agents and their inter-connection

As shown in Figure 4, the system agents are inter-
connected between them. They are associated by
constraint that rules the relation between them. Farmer
and supplier agents send their variables values to a
controller agent according to their respective constraints.
Each controller agent communicates then its constraint
satisfaction state with both consumer and/or supplier
agents.

Note that a constraint does not link only farmers and
suppliers; it may link between different suppliers or
different farmers only. In fact it joins only the agents who
are related to (or constrained by) the controller constraint.
For instance, crop succession is represented by a
controller who is linked to the only one farmer but it
constrains the farmer decision on what crop to be chosen
for the next period of plantation.

Assigning a controller agent for a constraint makes it
easy to manipulate system constraints. When a constraint
is defined we actually define not only the variables and

the constraint relation between them, but also the agents
which are involved in this constraint. In other word, the
agents which are intended to participate in a constraint
have to provide the variable required by this constraint.

If we take the transport means capacity for example
we can define this constraint as follows: the sum of water
allocated by the water supplier (k) to all consumers
connected by the same transport mean should not exceed
this last one capacity. In this case, controller agent that
checks this constraint would have a water supplier and
some consumer (farmers in our case) as participants and
every time a supplier try to provide his consumers with a
quantity greater than transport mean capacity the
controller send a message to it refusing this value.

The modelled constraints take many variables and
have a sort of symmetry. This symmetry allows us to
investigate the use of global constraint in order to make
the resolution process more efficient. For example,
although we have defined one constraint representing
crop water requirement, this constraint will be instantiated
for every simulated parcel. So the verification of this
constraint satisfaction is in fact the verification of all
instants of this constraint type. This implies the
processing of very large number of constraints, and this is
another aspect of the usefulness of global constraint
techniques. Equally, as proposed by [2], [3], the use of
dynamic global constraint allows adding new variables to
the system dynamically. This looks very useful for a
system where not all the information and variables values
are entirely known.

5. Conclusion and perspectives

Mixing the capabilities of Constraint Programming and
Multi-Agent System represents an interesting approach
for constructing a decision support system for the
management of water use for agricultural purposes. The
advantage of this approach is the fact of dealing with CSP
is not done as a group of constraints and variables that
have to be processed as a whole together. The solution of
the system is emerged by the interactions between the
different actors. Such approach allows endowing
controller agents with the ability of controlling system
constraints and –as a result- satisfying the constraints
locally. It facilitates adding not only new constraints in
the system, but also other sort of consuming mode.

We have the intention to detail and extend the system
components (the different constraints to be implemented,
and the various agents to be added). Completing this
model allows us not only to implements this model and to
test it on the real situation of Sa’dah, but also to extend
the model in order to be used with other types of
consumer (domestic, industrial …) and their relative new
constraints.
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PART 5

Spline Functions
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 Abstract

This work presents the principal algebraic,
arithmetic and geometrical properties of the kC    spline
functions  as well in the temporal space as in the
frequencies space. Thanks to their good properties of
regularity, of smoothness and compactness in both
spaces,  precise and powerful computations  implying

kC  spline  functions can be considered.
The main property of kC spline functions is to have

for coefficients of their functional expansion of a
considered function, the whole set of partial or
complete derivatives up to the order k of the considered
function.

This fundamental property allows a much easier
representation of complex systems as well in the linear
case as in the nonlinear case. Then traditional
differential and integral calculations leads in the space

kC  spline  functions space to new functional and
invariant calculations.

Key Words
Fourier transforms, kC  spline functions, kC  wavelets,
interpolation, linear system, nonlinear system,
functional analysis.

1.  Introduction

The kC spline functions appear now as a powerful
tool, not only for numerical computation, but also for
the formal calculation. The basic property of these
functions is to have for coefficients of functional
development of a considered function, the whole partial
or complete derivatives of this function until the order
k.
Thus the kC  spline functions expansion can be view as
interpolating functions of local Taylor-Maclaurin
expansions up to the order k defined at each point of

discretization of the considered function whereas the
known traditional splines (B splines....) are in general

preset functions. This property which is specific of the
kC  spline functions leads to a uniform convergence of

the solution in function of k and the number of point of
dicretization. This uniform convergence is to our
knowledge only seen in kC spline functions
computations

Moreover, the Fourier transforms of  these  kC
splines are kC   wavelets which have  the same
remarkable property   to have for coefficients of  the
spectrum functional  development   of a  function    in
their space  the partial  or  complete derivatives of the
considered function until the order k  i.e.  the same ones
as those obtained  in  the temporal  kC  splines space.
This fact opens the way, for example, to a new time-
frequency signal analysis and especially to a new
functional and invariant calculation replacing the
differential and integral calculus by simple index
manipulation. This allows to simplify representation of
complex system as well linear as non linear.

An other important advantage of these functions
(splines or wavelets) is their remarkable property to
obtain a functional representation with a very high
accuracy with a small number of coefficients, and this
in both spaces with the same precision.

In this article, first we present the main properties of
kC Spline functions in the direct space.
 In a second part, we gather the properties of

kC Splines spectra or kC  wavelets.
In the third part, an example of kC wavelet

expansion applied to sin(x) is shown and provides the
uniform convergence with excellent rate and accuracy.
Only one dimensional kC spline functions are
considered but they can be easily extended to
multivariate case.

Finally in the fourth part, we show that the
representation of the state equations of as well linear
systems as nonlinear systems leads, in the space of

kC splines, to a functional and invariant calculation at
place of the classical differential and integral calculus.

Complex systems representation by kC  spline functions
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2.  kC  Spline functions. Temporal space

2.1  The equally spaced nodes representation

Let u(x) be a k time continuous and differentiable
one-dimensional function defined on an appropriate set
Ω , which contains I+1 equally spaces nodes

0 1 Ix x … x, , , .

( )k Iu x,  the kC  approximation of this function on

Ω   is written as,
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( )
k

k I

k k
R I LI

I
k

i i
i

u x

u P x u P x

u S x
ν

ν ν ν ν

ν ν
,

=

, ,

−
,

=

=

+ +

∑∑

where iuν  is the thν  derivate of u(x) with respect to x

at the node ix , ( )k
iS xν, is the thν kC  Spline function

centered at the node ix  and defined on the set

( 1) ( 1)[ ]i ix x− +, , ( )k
RiP xν, and ( )k

LiP xν, are respectively

the right and left sides of the kC  Spline function
( )k

iS xν, and are defined respectively on the intervals

( 1)[ ]i ix x +, and ( 1)[ ]i ix x− , . These definitions are done

[0 ]i I∀ ∈, ,  [0 ]kν∀ ∈ , .

2.2  The unequally spaced nodes representation

Under an arbitrary nodes distribution on the set Ω ,
i.e. I+1 unequally spaced nodes 0 1 Ix x … x, , , ,  ( )k Iu x,

can be written as,

( )1 ( 1)
0 1

( ) ( ) ( )   (2)
k I

k k
k I i R i i Li

i
u x u P x u P xν ν ν ν

ν

, ,
, − −

= =

= +∑∑

where  ( )1 ( )k
R iP xν,

−  and ( )k
LiP xν,  have the same support

( 1)[ ]i ix x− , .

2.3   Algebraic properties

Referring to [1], the kC  Spline functions are
defined by,

( ) [ ] [ ]
j

l
k v
il

x x

d S x i j l
d x

δ δ ν,

=

≡ − −

witch leads to,

( 1)

2 1
1 ( 1)0

( )   on[ ]   (3)i

i

dk x xk
i d i ixd

S x a x xν ν
+

+ −,
− +∆=

⎡ ⎤= , , ,⎣ ⎦∑

( 1)

2 1
( 1)0

( )   on[ ]   (4)i

i

dk x xk
Ri Rd i ixd

P x a x xν ν
+

+ −,
+∆=

⎡ ⎤= , , ,⎣ ⎦∑
2 1

( 1)0
( )   on[ ]   (5)i

i

dk x xk
Li Ld i ixd

P x a x xν ν+ −,
−∆=

⎡ ⎤= , , ,⎣ ⎦∑
And,

( 1) ( 1)( ) ( ) ( )  on[ ]  (6), , ,
− += + , , ,k k k

i Ri Li i iS x P x P x x xν ν ν

where the v
da  or the Rdaν  and Ldaν  are the polynomial

coefficients generating the kC  Spline functions and

( 1)i i ix x x −∆ = − . The main properties of these

coefficients are,

• [0 ] [0 2 1]Ld Rd da a a k d kν ν ν ν= ≡ ,∀ ∈ , ,∀ ∈ , +

• Ld Rd da a aν ν ν= ≡    and

( )
!

,  [0 ] [0 ]d

x
a d k d k

ν
ν δ ν

ν
ν∆

= − ,∀ ∈ , ,∀ ∈ ,

• ( )1 [0 ] [ 1 2 1]d k
Rd Lda a k d k kν ν ν−= − ,∀ ∈ , ,∀ ∈ + , + •

• ( )
1 1

and  7
∆ = ∆ =

= ∗∆ = ∗∆Ld Ld Rd Rdx x
a a x a a xν ν ν ν ν ν

The Ldaν , Rdaν , AND daν
 ∈  ¤

For example, the following list gives the Rdaν and

the Ldaν  for k=2 and 1∆ =x .

0 1 2 0 1 2
0 0 0 0 0 01   0   0   1   0   0      R R R L L La a a a a a= = = = = =

0 1 2 0 1 2
1 1 1 1 1 10   1   0   0   1   0      R R R L L La a a a a a= = = = = =

0 1 2 0 1 2
2 2 2 2 2 2

1 10   0      0   0         
2 2R R R L L La a a a a a= = = = = =

0 1 2 0 1 2
3 3 3 3 3 3

3 310   6      10   6         
2 2R R R L L La a a a a a= − = − = − = = − =

0 1 2 0 1 2
4 4 4 4 4 4

3 315   8      15   8         
2 2R R R L L La a a a a a= − = = = = − =

0 1 2 0 1 2
5 5 5 5 5 5

1 16   3      6   3         
2 2R R R L L La a a a a a= − = − = − = = − =
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2.4   Representation of the kC Spline functions

Let us consider using Figure 1 the four 3
0 ( )S xν, ,

[ ] [ ]0,3 ,   1,1xν ∈ ∩ ∈ − ∩¥ ¡  centered at the

point 0 0x = .

[ ]   3,
0Figure1: , 0,3The Four S ν ν ∈

We can see easily that

3
0 ( ) [ 0] [ ]

j

l
v

l
x x

d S x j l
d x

δ δ ν,

=

≡ − −

i.e.  each spline function assumes the representation of a
fixed derivative 1 at the point O and has a zero
derivative for  iν ≠  and for  0jx ≠   ( orthogonality

).

On the figure 1, the 3
0 ( )RP xν, and the 3

0 ( )LP xν,  can
be defined as respectively the right and the left sides of
the  3

0 ( )S xν,   i.e. as the polynomial functions defined

respectively on [0,1]  and[ 1,0]−  for each  3
0 ( )S xν,    .

3.   kC  Spline Spectra. Frequency space

Let u(x) be a k time continuous and differentiable
one-dimensional function defined on an appropriate set
Ω , which contains I+1  nodes 0 1 Ix x … x, , , .

Defining ( )k Iu θ, , the Fourier Transform of

( )k Iu x,  where θ  is the dual Fourier variable of x, we

have,

( ) ( ) ( ), ,
0

    8−= ∫
X

i x
k I k Iu u x e dxθθ

3.1 The equally spaced nodes spectra interpolation

When the I+1 nodes 0 1 Ix x … x, , , of the set Ω  are

equally spaced, we can replace ( )k Iu x, by (1), we

obtain,

( ) ( )
}

1

,
0

0 1

0 00 0

( )

 ( ) ( )

k I X k i x
k I n n

n

X Xk i x k i x
R I LI

u u S x e dx

u P x e dx u P x e dx

ν ν θ

ν

ν ν θ ν ν θ

θ
−

, −

= =

, − , −

⎧= ⎨
⎩

+ +

∑ ∑ ∫

∫ ∫

Therefore,

( )(0

00

1

1
( ) ( )( ) ( )

k k

nn

k
R

I

n

k
LIk I Iu S u P u Pu

ν

νν νν ννθ θθ θ
=

, ,−

=

,
, +

⎞
= + ⎟

⎠
∑∑

where the ( )k
nS

ν θ, , 0 ( )k
RP

ν θ, ,and ( )
k
LIP

ν
θ

,
 are

respectively the Fourier Transform of ( )k
nS xν, ,

0 ( )k
RP xν, and ( )k

LIP xν, .

Finally,

( )(
) ( )

0

                           

00

0

0

1

1
( )

                                    9( )

( )( )
=

,

, − ∆

, − ∆

+

−

=
, += ∑∑

k k
R

k iI x
LI

k in x
n

I

n
k I u P

u P e

u S eu
ν

νν

νν θ

νν θ
θ

θ

θθ

where the 0 ( )k
S

ν θ, , 0 ( )k
RP

ν θ, ,and 0 ( )
k
LP

ν
θ

,
 are

respectively the Fourier Transform of 0 ( )kS xν, ,

0 ( )k
RP xν, and 0 ( )k

LP xν, defined at the node 0x   and

1 0 2 1 1I Ix x x x x x x −∆ = − = − = ⋅⋅⋅ = − .

3.2 The unequally spaced nodes spectra
interpolation

Under an arbitrary nodes distribution i.e. unequally
spaced nodes 0 1 Ix x … x, , ,  by the same way than in

3.1, ( )k Iu θ, can be written as,

( )( 1)1
0 1

( ) ( ) ( )   (10)
, ,

−, −
= =

= +∑∑
k I k k

R i Lik I i i
i

u u P u P
ν νν ν

ν

θ θ θ

3.3    kC  Spline Spectra

3,2
0  SSpline

3,3
0  SSpline

3,0
0  SSpline 3,1

0  Spline S
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As we saw in section 3.1 and 3.2, calculating
( )k Iu θ,  the Fourier Transform of ( )k Iu x, , leads to

study both the 0 ( )k
S

ν θ, , ( )k
RiP

ν θ, , and  ( )
k
LiP

ν
θ

,

respectively the Fourier Transform of 0 ( )kS xν, ,

( )k
RiP xν,  and ( )k

LiP xν, .

3.3.1  kC  Spline 0 ( )k
S

ν θ,
relations

The following Lemmas result from kC Spline
properties section 2-3 and from classical algebraic
computations.

LEMMA 3.3.1.1 :   Let 0 ( )k
S

ν θ,  be the Fourier transform

of 0 ( )kS xν, , we have,
for ν  even,

1
2

2 2
1 1

0
1

2 1
2 2

[ ]

cos( 2)( ) 2( 1) [ ]

(2 1) ( 1)
                              

k

kk k

jk j

j E

xS

a j
a

ν ν

ν

θ πθ α ν
θ

+

+
, + +

=

+
+

=

⎧⎪
⎨
⎪⎩

⎫
⎪
⎬
⎪
⎭

+ /= − ∆ , −

+ ! −

∑

∑

l
l

l

l l

and for ν odd,

2

2 1
21

0 2 1
1 [ ] 1

(2 ) ( 1)sin( 2)( ) 2 ( 1) [ ]
k

jk k
jk k

j E

a j
xS a

ν
ν ν θ πθ ι α ν

θ

+
, +

+
= = +

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

! −+ /= − ∆ , −∑ ∑l l
l

l& l

with,
2 1

1 [ 2 0]

( 1) ( 1) [ 1 ][ ]
( 1 ) ( 1 )

j kk
j

j k max k

a j U
j

ν να ν
ν

+

= + + − − ,

! − − + −
, = +

+ − ! + − !∑
l

l
l

l l

where [ ]U . , max(.,.) and E[.] are respectively the
Heaviside, the maximum and the Floor functions. ι& is
defined as 2 1ι = −& .

LEMMA 3.3.1.2:  0
k

S
ν, defined by the lemma 3.3.1.1 is

singular at 0θ = . Near this point we have for ν  even
the following Taylor development,

( ) 1 2
0

0
( 1) 2 ( 1) [ ]l l

l

lk k
exS ν νθ θ β ν

+∞
, +

=
= − ∆ − ,∑

with,

                                           

2

1
2

2

[ ] 1

2 1
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(2 2 )( 1) (2 )[ ] (2 1) (2 ) (2 2 1) (2 )

(2 2 1)
(2 2 2) (2 )
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k

k k j
e

j E

k j

j E

a ja
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a j
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β νν
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= +

+

=

+ !− + !, = +
+ + ! ! + + ! !

+ + !
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+ + ! !
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∑

lll
l l l l

l

l l

for ν  odd we have,

( ) 1 1 2 1
0

0
( 1) 2 ( 1) [ ]l l

l

& lk k
oxS

ν νθ ι θ β ν
+∞

, + + +

=

= − ∆ − ,∑
with,

1
2

2

2 1

[ ]

2

[ ] 1

                                             
(2 2 2)

(2 2 3) (2 1)

(2 2 1)( 1) (2 1)[ ] (2 2) (2 1) (2 2 2) (2 1)

k

k

k j

j E

kk j
o

j E

a j
j

a ja
j

ν

νν
νβ νν ν

+

+

=
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+ + !
−

+ + ! + !

+ + !− + + !, = +
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∑
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l

l l

lll
l l l l

Clearly [ ]eβ ν,l  and [ ]oβ ν,l  ∈ ¤ ,

[ ] [1 2 2] [0 ]k kν∀ , ∈ , + × ,l .

3.3.2   Representations of 0 ( )k
S

ν θ,

The Fourier transform of these kC  Spline functions
are Ck wavelets, and are given Figure 2 for k=3.The

( )k
iS

ν θ, are real functions for v even and imaginary
functions for v odd.

( )
3,
02:   , 0,3Figure The four S

ν
θ ν ∈⎡ ⎤⎣ ⎦

We can notice their excellent localization properties.

3.3.3  ( )k
RiP

ν θ,
 and ( )

k
LiP

ν
θ

,
relations

In this case, we define in Ω  a series of intervals

0 0( 1)i i ix x x −∆ = − . Same considerations as in

paragraph 3.3.1.1. lead to the following lemmas:

( )3,0
01) Re    al part of S θ ( )3,1

02) Im    aginary part of S θ

( )3,2
03) Re    al part of S θ ( )3,3

04) Im    aginary part of S θ
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Lemma 3.3.3.1:  Let  ( )k
RiP

ν θ,  be the Fourier

transform of ( )k
RiP xν, ,  for ν  even we have,

2

2
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1 2

1 2 1
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For  ν   odd we have,
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+

= + + − + ,
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= +

+ − ! + −∑
l

l
l

l l

The various coefficients of these functions belong
clearly to ¤ .

Lemma 3.3.3.2:  ( )k
RiP

ν θ, is singular at 0θ = . Near
this point, we have for all ν  the following Taylor
development,

1 2 2 1

0 0

( ) [ ] [ ]k
i r iRi xP

ν νθ θ δ ι θ δ
+∞ +∞

, + +

= =

⎧ ⎫⎛ ⎞ ⎛ ⎞= ∆ −⎨ ⎬⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎩ ⎭
∑ ∑l l

l l

&l l

with,
2 1

1

( 1) (2 ) ( 1) (2 )[ ]
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a a d
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ν ν
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− + ! − + !
= +

+ + ! ! + + ! !∑
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l l l l

2 1

1
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d kk
d

i
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d

νν
ν νδ
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+ ++

= +

− + + !− + + != +
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ll ll
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l l l l

The [ ]rδ l and the [ ]iδ l belong to ¤
.

Lemma 3.3.3.3:  Let ( )
k
LiP

ν
θ

,
be the Fourier transform

of ( )k
LiP xν, ,

For ν even we have,

[ ( ) ] [ ( ) ]k ki i
Li Rie e e eP P

ν νθ θθ θ, ,ℜ = ℜ
and,

[ ( ) ] [ ( ) ]k ki i
Li Rim e m eP P

ν νθ θθ θ, ,ℑ = −ℑ

For  ν  odd we have,

[ ( ) ] [ ( ) ]k ki i
Li Rie e e eP P

ν νθ θθ θ, ,ℜ = −ℜ
and,

[ ( ) ] [ ( ) ]k ki i
Li Rim e m eP P

ν νθ θθ θ, ,ℑ = ℑ

Then as in the lemma 3.3.2.1., the various
coefficients of these functions belong also to ¤ .

( )  
3,0

01) RP θ                         ( )  
3,0

02) LP θ

( )  
3,1

03) RP θ                            ( )  
3,1

04) LP θ

( ) ( )
( ) ( ) [ ]

          

                

3,0 3,0
0 0

3, 3,
0 0

3: .

, 2,3 .

R L

R L

Figure The real and imaginary parts of P and P

The other P and P are not represented
ν ν

θ θ

θ θ ν∈

3.3.4 Representation of the ( )k
RiP

ν θ,
and the ( )

k
LiP

ν
θ

,

The real parts and imaginary parts of spectra
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 ( )k
RiP

ν θ, and ( )
k
LiP

ν
θ

,
for k=3 and 1x∆ =  are shown

in   Figure 3.We can easily verify properties 3.3.2.3
and

4. Example: kC  wavelets representation of
Sinus.

Figure 4 gives, left, the exact representation of the
Fourier transform of Sin(x) on [0 10]Ω = ,   and right,
its wavelets representation for k=5 , I=5 and with

equally spaced nodes (
5

2
∆ =x ).The wavelets

interpolation of sin(x) is done with the use of  (9).

( ) [ ] ( )
( )

        

                          

4: sin 0,10
k

Figure Exact Fourier Transform of x x left

and its C wavelet representation right

∈

We can notice the very good precision of the kC
wavelets representation for a small numbers of k and I.

In fact the draw on a three-dimensional plot of

10 ( )og e ε=l  versus I  and k  shows a uniform

convergence of ε  to −∞ , as k  and I  grow (see
figure 5).

        5 :Figure Error versus k and Iε

{ }{ }2
( ) ( )k Ie TF Sin x du θ θ

+∞

,−∞
= −∫ .

5. Representation of complex systems

The main property of  spline functions is to have for
coefficients of development of a function the whole
partial or complete derivative up to k order of the
considered function. This allows to simplify the
representation of state or differential equations of as
well linear or nonlinear systems by transposing the
classical differential and integral calculus in a
functional and invariant calculation.

5.1. Linear systems

Let us consider a linear system represented by ;
x Ax Bu= +&

where x is the state vector of dimension N , u is the
control vector of dimension m,  A is the dynamical real
matrix of dimension NxN ,  B is the control real matrix
of dimension Nxm.

( ),k Ix t  the kC approximation of the state vector

( )x t can be written as

( ) ( ),
,

0 0

k I
k

k I i i
i

x t x S tν ν

ν = =

= ∑∑
where ixν  is the thν  derivate of  x(t) with respect to t

at the node it , ( )k
iS tν, is the thν kC  Spline function

centered at the node it  and defined on the set

( 1) ( 1)[ ]i it t− +, .

 Using the state equation (),the thν  derivate of  x(t)
can be expressed as,
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( )

0

1

1
1

0

.

.

i i

i i i i

jj
i i i

j

x x

x x Ax Bu

x A x A Bu
ν

νν ν
−

− −

=

=

= = +

= + ∑

&

Finally the state vector expression  becomes,

( ) ( ) ( )
1

1 ,
,

0 0 0

I k
jj k

k I i i i
i j

x t A x A Bu S t
ν

νν ν

ν

−
− −

= = =

⎧ ⎫
= +⎨ ⎬

⎩ ⎭
∑∑ ∑

and depends only on ix  i.e. the amplitude of ( )x t at

the discretized time it  and of ( )1ν −  derivatives of

the control vector u(t). and the precision  depends on k
and  ν .

5.2. Differential nonlinear  explicit  systems

Let us consider a differential nonlinear explicit
system defined by,

( )x F x=&
Where x is a state vector of dimension N and F is

generally an analytic or C∞  nonlinear function of the
state.

 We define the vector field [ ]F associated to [ ]F x
such as:

[ ]
0

N
i

i i

F
x=

∂
=

∂∑F

We have:
[ ]

[ ] [ ]

[ ]

2

..

x x

x x x

x xν ν

=

⎡ ⎤= =⎣ ⎦

=

&

&&

F

F F F

F

The kC  Spline expansion of x (t) is:

( ) ( ),
,

0 0

k I
k

k I i i
i

x t x S tν ν

ν = =

= ∑∑
Where ixν  is the thν  derivate of x (t) with respect to

t at the node it , ( )k
iS tν, is the thν kC  Spline function

centered at the node it  and defined on the set

( 1) ( 1)[ ]i it t− +, .

We obtain:

( ) [ ] ( ),
,

0 0

k I
k

k I i i
v i

x t x S tν ν

= =

= ∑∑F

Which depends only on ix  i.e. the amplitude of x (t)

at discretized time it .

Example: One-dimensional differential nonlinear
system 2x x=& .

( ) ( )( ) ( )1 ,
,

0 0
!

k I
k

k I i i
v i

x t x S tν νν −

= =

= ∑∑

5.3. Differential nonlinear implicit systems

Let us consider a differential nonlinear implicit
system defined by,

( ), , 0F x x u =&

where x is the state vector, of dimension N, x& the
derivative of state vector, u the control vector of
dimension m and F  is an analytic or C∞ nonlinear
function.

Same considerations than in paragraphs 5.1, 5.2 lead
to,

( ) ( ),

0 0
, , 0

I k
k
ii

i
F x x u S t

t

ν
ν

ν
ν= =

∂
=

∂∑∑ &

6. Conclusion

We have presented in this paper the main algebraic
expressions and properties of the one-dimensional kC
spline functions as well in temporal space as in
frequency space. We have also shown that for as well
linear as non linear systems , the classical differential
and integral calculus can be replaced in kC  splines
space by functional and invariant calculation.  The
major advantages of kC  spline functions can be
summarized as follows:

-Coefficients of functional expansion by kC  splines
are the same as well in time space as in frequency
space. These coefficients are the k derivatives of the
considered function, at each point of discretization.

- kC  spines have excellent approximation

properties. Interpolation by kC  Spline converges
uniformly with excellent rate and precision. We have
shown that with K=5 and I=10 the error estimate of
sinus spectra approximation is around 3010− .

Interpolation by kC  Spline is also available for non
uniformly spaced data without any inconvenience.

- kC  splines and their wavelets have excellent
localization properties. They open a new way for time-
frequency signal analysis.

- The representation of as well linear as non linear
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complex systems in the space of kC  splines leads to an
functional and invariant calculation at place of  the
classical differential and integral calculus.

The method is to our knowledge the only one
which generates a functional space stable through the
integral and differential operators and open the way to a
new numerical analysis.

This allows to simplify and to rewrite a large
number of classical problems, as for example nonlinear
optimal control, where the transposition of this
differential problem leads to a functional problem in the

kC  spline functions spaces, permitting easily the
complete elimination of the adjunct vector with the well
know associated numerical or differential troubles.
Dynamical equations, differential constrains or
boundary conditions can be introduced in the kC
spline functional space as algebraic relation
transforming the initial space in a dedicated manifolds.

- The Fourier transforms of  kC  splines are  kC
wavelets with the same good properties  opening the
way to a new frequency analysis of nonlinear systems.
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Abstract-- In this article, we describe a method to solve the 
Differential Equations involved in Dynamical Nonlinear 
Problem with Ck spline functions and their algebraic 
properties. Spline functions generate k time continuous and 
derivable approximations. These functions seem to be very 
efficient in several applied nonlinear differential problems. 
The computation of these functions use the algebraic 
methods known as Gröbner Bases, which are more robust , 
more precise and often more efficient than the purely 
numerical methods. An example on solving nonlinear 
differential equations using these methods is presented. 
 
Keywords: Differential Equations, Dynamical Nonlinear 
Problem Ck spline functions, Gröbner basis, Algebra 
computation. 

I. INTRODUCTION 

The idea of computing an approximated solution of 
differential problem is not new. Since Fourier and his heat 
equations, various functions have been proposed for this 
task, trigonometric functions of course, exponential 
functions, various polynomials functions like Legendre, 
Chebitcheff, Laguerre or spline functions, and some 
discontinuous functions like Walsh functions. 
 
In the first time, we present in this article the Ck spline 
functions which generate k time continuous and derivable 
approximations. These functions seem to be a very tool for 
various applied nonlinear differential problems, and 
particularly in nonlinear control, functional differential 
equations problems, delayed differential equations, etc. 
 
In the second time, in order to obtain an approximated 
solutions, we solve these spline functions wih computer 
algebra and Gröbner bases techniques. 
 
The plan of the paper is as follows. The main Section II is 
devoted to presenting the general form of the Differential 
Equations and their approximations by Ck spline functions, 
we review the necessary mathematical background. Section 
III contains an introduction to computer algebra and 
Gröbner bases techniques. In section IV we report an 
evaluation of this approach by presenting an example. 
Finally, in section V we outline the main features of the 
combination of Ck spline functions and algebra computation 
in order to solve Ordinary Differential Equations (ODE) and 
open issues.  

 

II. GENERAL FORM OF THE ODE’S AND SPLINE FUNCTIONS  
Let us consider the following nonlinear differential system 
of dimension N on [0,T] 
 

� ( )q F q=  
 
The representation of Ck spline functions of q(t) in the base 
k is given by, 
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where i is the discretization index on [0,T] and, 
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with the F( )q� ν  iteration of the vector fields defined by : 
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Then by derivation we have, 
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and, 
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Then in this kind of problems the Ck

  functional expansion 
of q(t) involves only the values of q at each point of 
discretization, and not their derivatives, and k can be 
understood as the induced topology in the functional space 
of the solution of (1). 
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The algorithm used in this paper is based on minimisations 
of canonical functional distances represented by H the error 
of the method on [0, T] quadratic error defined as quadratic 
functional 
 

[ ]H q q F q dti
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H can be written as, 
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This quadratic error can be solve by two methods, a first 
one consists to use numerical methods as simulated 
annealing, a second one which use algebraic methods. 
 
In this paper, we use Gröbner bases methods ( algebraic 
methods) to compute these functions, in this case we use the 
minimisation of this quadratic error given by the following 
condition: 
 

0)( =∂
∂

ν

ν

i

i

q
qH  

This condition allows to obtain a polynomial system witch 
can be solve by Gröbner bases. 

III. COMPUTER ALGEBRA AND GRÖBNER 
In order to give an intuitive presentation of these notions, 
we frequently use analogies with linear algebra well known 
concepts. In the following, a polynomial is a finite sum of 
terms, and a term is the product of a coefficient and a 
monomial. Refer to [5,6,7,8] for a more detailed 
introduction. 

A. Simplification Of Polynomial System 
Solving linear systems consists of studying vector spaces, 
and similarly, solving polynomial systems consists of 
studying ideals. More precisely, we define a system of 
polynomial equations P1 = 0,……PR = 0 as a list of 
multivariate polynomials with rational coefficients in the 
algebra Q [X1,……, XN]. To such a system, we associate I, 
which is the ideal generated by P1 ,….., PR; it is the smallest 
ideal containing these polynomials, as well as the set of 

, UPUk kk

R

=∑ 1 k are in Q [X1,……, XN]. Since the Pk vanish 

exactly at points where all polynomials of I vanish, it is 
equivalent to studying the system of equations or the ideal I.  
 
For a set of linear equations, one can compute an equivalent 
triangular system by "canceling" the leading term of each 
equation. A similar method can also be done for 
multivariate polynomials. Of course, we have to define the 
leading term of a polynomial or, in other words, order the 

monomials. Thus, we choose an ordering on monomials 
compatible with the multiplication. In this paper, we only 
use three kinds of ordering: 
 

• “lexicographic” order: (Lex) 
x x x xN N

Lex
α α α β β β= < =( ,..., ) ( ,..., )1 1 ⇔  

0 00 01... ,  and i i i ii i i α β α β∃ ∀ = = <  
 

• “degree reverse lexicographic” order: (DRL) 
x xN N

DRL
( ,..., ) ( ,..., )α α β β1 1< ⇔  

x xk N
k

k N
k

Lex

[( ), ,..., ] [( ), ,..., ]α β β β α α1 1∑ < ∑  
 

• “DRL by blocks” order: (DRL, DRL) 
We split variables into two blocks 1( ,..., )Nα α α= =  

1 ' 1 '[( ,...,  ),( ,..., )] ( ', '')N N Nα α α α α α− = for some N’ < N. 
 

x xDRL DRL
( ', '')

,
( ', '')α α β β< ⇔

 ' ' '' ''( ) [( ' ')DRL DRL ]x x or and x xα β αα β< = < β  

Now, we can define the leading monomial (resp., term) of a 
polynomial as its monomial (resp., term) with highest 
degree. 
 

B. Gröbner Bases 
For solving systems of algebraic equations, we use Gröbner 
bases. Let us recall very briefly what it is, leaving details 
and precise definitions to [11, 8]. 
 
Given a set of polynomials, a Gröbner basis is another set of 
polynomials which has the same common roots in a very 
strong sense (the multiplicities are the same, the generated 
ideal is the same). A Gröbner basis may be viewed as a 
compiled form for a system of equations in the sense that no 
information is lost and, on the opposite, many properties of 
the solutions, such as their number or their values may 
easily be deduced from the Gröbner basis. 
 
A Gröbner basis is a canonical form for a system of 
equations which depends only on the input equations and on 
a total ordering on the monomials (power products). Two 
orderings are especially important, the degree-reverse-
lexicographical one, which leads to rather easy 
computations and the purely lexicographical one for which 
the Gröbner basis is more difficult to compute, but for 
which the information is more accessible. 
 
We can now give a sketch of the Buchberger [2]-[4] 
algorithm, which can be seen as a constructive definition of 
Gröbner bases, 
 
Gröbner ( polynomials f1,…,fn,< a monomial ordering) 

{ }Pairs f f i j ni j= ≤ <[ , ],1 ≤  

while Pairs ≠ 0  do 
Choose and remove a pair [fi, fj] in Pairs.  
fn+1=Reduce(S-pol(fi , fj ,<), [f1,…,fn],) 

if f n+ ≠1 0  then 
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n=n+1 
{Pairs Pairs f f i ni n= ∪ [ , ],1 }≤ ≤  

end if 
end while 
return [f1,…,fn] 

 
Definition 1: The output G of the algorithm is called a 
Gröbner base of I for the order <. 
 
Theorem 1: G has the following properties : 
 

1) G is an equivalent set of generators of I . 
 

2) A polynomial p belongs to I if and only if Reduce (p, 
G) =0. 

 
3) The output of Reduce (p, G) does not depend on the 
order of the polynomials in the list. Thus, this is a 
canonical reduced expression modulus I, and the 
Reduce function can be used as a simplification 
function. 

 
4) From G, it is easy to compute the number of 
complex solutions (counted with multiplicities) of the 
input system. 

 
5) If < is lexicographic, G has a "simple form" . 

 
Solutions of an algebraic system could be of a variety of 
kinds that can be classified their algebraic dimension. For 
example 
 

• finite number of isolated points, in which case 
we say that the dimension is 0; 

• curves, where the dimension is 1; 
• surfaces, where the dimension is 2. 

 
If a system has different kinds of solutions (e.g., isolated 
points and curves), then the global dimension is the 
maximum dimension of each component. 
 
Another meaningful interpretation of the dimension is that it 
corresponds to the remaining free degrees when all of the 
equations are satisfied. 
 

C. Lexicographic Gröbner Bases 
The computation time depends strongly on the monomial 
order that is used. In general, Gröbner bases for a 
lexicographic ordering are much more difficult to compute 
than the corresponding DRL Gröbner base. On the other 
hand, this computational cost is, however, worth it because 
the lexicographic Gröbner bases has a more or less 
triangular structure that is suitable for further processings. 
Fortunately we can compute efficiently lexicographic 
Gröbner bases with a different method. 

D. Computer Algebra System 
There is a Gröbner function in every computer algebra 
system (Maple, Mathematica, Axiom,...), but it must be 
emphasized that these implementations are very inefficient 

compared with recent software; even the specialized 
software (Magma, Singular, Macaulay, Asir) are unable to 
solve the most difficult systems. In this paper, we use FGB, 
an efficient C/C++ software developed by J.C Faugère [9], 
it includes a new generation of algorihms for solving 
polynomial systems. 

IV. AN EXAMPLE 
Let us consider the following Ordinary Differential equation 
given by : 
 

�q q= − 2  with initial condition q(0) = 1.00 
 
The theoretical solution of this ODE is : 
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1

q t
t

=
+

 ; 2

1( )
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q t
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q t
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On [0,1] interval, we obtain the exact solution of this 
differential equation represented by Fig. 1. 
 
q(t) 

0 0.2 0.4 0.6 0.8 1
0.5

0.6

0.7
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0.9

1

(t) 
Fig. 1. Curve of the exact solution of  2q q= −�

 
An approximation of this ODE by Ck spline functions (k=2) 
under the computation of 
 

0)( =∂
∂

ν

ν

i

i

q
qH  

 
gives a polynomial system (6 equations). Taking into 
account the initial value q(0)=1, this system is reduce to 5 
equations given as follow(a, b, c, d, e) : 
 
(((6042 + 249q[0,1]² + 24q[0,1]3 + 600q[0,2] + 1320q[1,0] -
1818q[1,0]² - 2112q[1,1] + 652q[1,0]q[1,1] - 39q[1,1]² 
+275q[1,2] - 39q[1,0]q[1,2] + 2*q[0,1]*((3621 + 12q[0,2] 
+181q[1,0]² - 143q[1,1] + 10q[1,1]² - 2q[1,0]((-330 
+52q[1,1] - 5q[1,2])) + 11q[1,2])))) = 0, 

(a) 
 
((281 + 600q[0,1] +12q[0,1² + 56q[0,2] + 330q[1,0] - 
149q[1,0]² - 275q[1,1]+ 39q[1,0]q[1,1] - q[1,1]² + 33q[1,2] - 
q[1,0]q[1,2])) = 0, 

(b) 
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(((-25740) + 17880q[1,0] + 41580q[1,0]² + 21720q[1,0]3 - 
492q[1,1] - 7260q[1,0]q[1,1] - 11196q[1, 0]²q[1,1] + 
660q[1,1]² + 2226q[1,0]q[1,1]² - 138q[1,1]3 + q[0,1]((1320 - 
3636q[1,0] + 652q[1,1] - 39q[1,2])) - 149q[1,2] 
+660q[1,0]q[1,2] + 843q[1,0]²q[1,2] - 276q[1,0]q[1,1]q[1,2] 
+ 12q[1,1]²q[1,2] + 12q[1,0]q[1,2]² - q[0,2](((-330) 
+298q[1,0] - 39q[1,1] + q[1, 2])) + 2q[0, 1]²((330 + 
181q[1,0]- 52q[1,1] + 5q[1,2])))) = 0, 

(c) 
 
((2310 - 492q[1,0] -3630q[1,0]² - 3732q[1, 0] 3 + 2q[0,1]((-
1056 + 326q[1,0] -39q[1,1])) + q[0,2]((-275 + 39q[1,0] - 
2q[1,1])) + 5378q[1,1] + 1320q[1,0]q[1,1] + 
2226q[1,0]²q[1,1] - 165q[1,1]² -414q[1,0]q[1,1]² + 24q[1,1]3 
+ q[0,1]²((-143 - 104q[1,0] + 20q[1,1])) - 462q[1,2] - 
138*q[1,0]²q[1,2] + 24q[1,0]q[1, 1]q[1,2])) = 0, 

(d) 
 
 ((q[0,1]((275 - 39q[1,0])) - q[0,2]((-33 + q[1,0])) - 
149q[1,0] + 330q[1,0]² + 281q[1,0]3 +q[0,1]²((11 + 
10q[1,0])) - 462q[1,1] - 138q[1,0]²q[1,1] +12q[1,0]q[1,1]² + 
44q[1,2] + 12q[1,0]²q[1,2]))) = 0, 

(e) 
We have 5 unknowns values q[0,1] (derivative of q), q[0,2] 
(curvative of q), q[1,0] (position of q), q[1,1] and q[1,2].  
 
The Computation of this example using Gröbner bases gives 
47 square root ( 3 reels, 44 complexes). Only reels square 
root are use to obtain the global extrema (minima).  
 
The following Figure shows the performance results of the 
computation with FGB software .  
 
ˆ( )q t  
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Fig. 2. Curve of the approximated solution of  �q q= − 2

 
The error e(t) between q(t) and  on [0,1] interval is 
given by Fig. 3. 
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Fig. 2. Curve of the e(t)= q(t) - on [0,1] ˆ( )q t

 
The computation of quadratic error of this approximation is: 
 

( )
1 2

0
ˆ( ) ( ) 0.00000018q t q t dtε = − =∫  

 
This error shows the powerful and precise approximation 
using Ck spline functions and algebraic methods. 

V. CONCLUSION  
We have presented in this paper a method to solve the 
Ordinary Differential Equations (ODE) with Ck spline 
functions and algebra computation. Ck spline functions on 
combination with Gröbner bases computation seem to be a 
new powerful tool in the investigation of nonlinear 
differential problems. 
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PART 6

Control
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Decoupling partially unknown dynamical systems by state feedback equations
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ABSTRACT

One problem for efficient control of complex systems is to
take into account secondary time varying parameters
behaviour coming from coupling partially unknown
dynamics.  Under the assumption of robust model,
nonlinear state feedback decoupling methods can be used
for the control of such systems.

We show in our paper, that if these parameters are slowly
varying in time before the main dynamics (the exact
mathematical meaning of this notion is given in the
article), the classical decoupling methods remain valid
with parameterized laws, but if parameters dynamic are
non negligible before the main dynamic, we are in the fast
varying parameters case, and we show that in this case
decoupling methods operators must be changed in order to
include these dynamical effects.

We show also that in this case the use of classical
decoupling methods, leads to non efficient control and
multiple spurious effects.

The computation of the static and dynamic feedback laws,
in case of fast varying parameters, are given, for nonlinear
decoupling methods, linearization and rejection of
perturbations, as the research of the functional invariants
of the output.

A robust example in robotics is given, and the contribution
of parameters dynamic is shown.

KEY WORDS
Complex systems, robust control, state feedback control,
high speed robotics, fast varying parameters, decoupling
method

1 - Introduction

Complex systems are caracterised by the interaction,
through parameters, of many dynamics well or partially
know.
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2

assuming that these laws are parametred. On contrary if
these time varying parameters are quickly varying
compared to the dynamical behaviour of the partial state
space equation, new dynamical terms appear in the
computation of the feedback laws which modify
drastically the behaviour of the system.

 We propose in this article the computation of the static
and dynamic feedback laws for quickly varying
parameters in case of the decoupling and/or linearization
method and rejection of perturbations. section 2 presents
the basic idea and algebraic properties of these
computations for static decoupling and linearization. The
extension to dynamic feedback decoupling and
linearization are given in section 3. section  4 and section
5 give respectivelly, the static and dynamic state feedback
laws in the case of rejection of mesurable perturbations.
An example in robotics is given in section 6.

We consider here a one degree of freedom robot
manipulator with its associated one degree of freedom
effector, as partial state space equation we consider the
dynamic of the grand motion axe, and the time varying
parameter is the position of the effector. The static
feedback laws are given in this example and the
contribution of these new dynamical terms are discussed.

2 -  Static state feedback decoupling method with
quickly varying parameters

Let us consider the following parametrised nonlinear
affine system,

1

m
o j

j
j

q( t ) A ( q( t ) x( t )) u A ( q( t ),x( t ))
=

= , +∑&      (1)

( ( ), ( ))y h q t x t=

where q(t) is the state vector of dimension N, x(t) is a
parameter vector of dimension o, both q and x are
analytical function of the time variable t.

Aj, j ∈ [0,m] are m+1 nonlinear vectorial functions of the
variables  q and x, and of dimension N, uj is the jth

component of the control vector  u of dimension m.  y is
the output vector of dimension r and  h is a nonlinear
vectorial analytical function of the dynamical variables  q
and  x, of dimension r.

Let us now introduce the following differential operators,

1
[ ]

N
j j k

k kqA
=

∂
=

∂∑A

where [Aj]k is the kth component of the vectotial function
Aj(q(t),x(t)) and qk is the kth component of the state vector
q,

( )

1

o
n n

k
k k

x
x=

∂
=

∂∑X

where ( )n
kx is the nth time derivative of the  kth component

of the parameters vector x and,

t
∂
∂

which is the partial time differential operator acting only
on elementary time functions as  x(t), u(t) or p(t) (see the
following sections).

Let us consider the φs+1 successive time derivatives of the
output  ys, where φs is the characteristic number of the sth

output,
  s ∈ [1,r], define as the smallest integer as,

∀j, j ∈ [1,m], ∀ν ∈ [0,φs-1], 0j o
shν =A A

and

[ ], 1, , / 0so
sm hφ∃ ∈ ≠ll l A A

φs+1  can be defined as the smallest degree of derivation
which remains invariant the algebraic structure of the
output.

We have,
( , )s sy h q x=

(1)o
s sy h

t
∂⎛ ⎞= + +⎜ ⎟∂⎝ ⎠

A X

2
(2) (1)A Xo

s s sy y h
t
∂⎛ ⎞≡ = + +⎜ ⎟∂⎝ ⎠

&&

3
(3) (1)A Xo

s s sy y h
t
∂⎛ ⎞≡ = + +⎜ ⎟∂⎝ ⎠

&&&

M
1

( 1) (1)

1
( )

s

s s

m
oo j

s s j s
j

y h u t h
t

φ
φ φ

+
+

=

∂⎛ ⎞= + + +⎜ ⎟∂⎝ ⎠
∑A X A A

Then, the vector

( )1 2
1 ( 1) ( 1) ( 1)

1 2, ,...., r
ry col y y yφ φ φ φ+ + + +≡

can be written as,

1
1 (1)oy h u

t

φ
φ

+
+ ∂⎛ ⎞= + + +⎜ ⎟∂⎝ ⎠

ΩA X
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where the vector,

1
(1) ( , )o h q x

t

φ+
∂⎛ ⎞+ + ≡⎜ ⎟∂⎝ ⎠

A X

                    
1 1

(1)
1( , ),...,ocol h q x

t

φ +⎛ ∂⎛ ⎞+ +⎜⎜ ⎟⎜ ∂⎝ ⎠⎝
A X

                   
1

(1) ( , )
r

o
rh q x

t

φ + ⎞∂⎛ ⎞+ + ⎟⎜ ⎟ ⎟∂⎝ ⎠ ⎠
A X

and the matrix,
( , ) soj

sq x hφ⎡ ⎤≡ ⎣ ⎦Ω A A
where s and j are respectively the row and column indexes.
If we take control laws of type,

( , ) ( , )u q x q x vα β= +                    (2)
where α and β are respectively m and m×m nonlinear
analytic functions of q and x, v is the new control vector of
dimension m, the dynamical system (1) can be decoupled
and/or linearized through its input-output behaviour by
assuming that r=m and that Ω is inversible.

If

(0 (1)..., o
scol h

t
∂⎛ ⎞= + + +⎜ ⎟∂⎝ ⎠

Γ A X

(1)

1 0
,...

j kr
o

sjk j
j k

h
t

φ

σ
= =

⎞∂⎛ ⎞+ + ⎟⎜ ⎟ ⎟∂⎝ ⎠ ⎠
∑∑ A X

with  s ∈ [1,r], and  1 2[ ] ( ) [1 ]j
ig i j mΓ = , , ∈ ,

where the ,  j
sjk igσ  are arbitrariy constants choosing by

the designer. The feedback laws linearizing the system are
obtained by

1 0( , )q xα −=Ω Γ

1 1( , )q xβ −=Ω Γ
Through these new feedback laws the input-output
dynamical behaviour of the system can be written as,

( 1) ( )

1 0 1

j

s

r m
k j

s sjk j s j
j k j

y y g v
φ

φ σ+

= = =

= +∑∑ ∑                 (3)

s ∈ [1,r], which are linear differential equations of the
output y and of the input 1( )mv col v … v≡ , ,

The decoupling conditions are given by,
[ ]sjk ssks jσ δ σ=  

[ ]j i
i ig s j gδ=  

where ( , )q col q ξ=% , and δ  is the Kronecker symbol.
We can now easily see the influence of fast varying
parameters.

The slowly varying parameters assumption leads to
neglect

(1)

t
∂⎛ ⎞+⎜ ⎟∂⎝ ⎠

X  before 0A

3 - The dynamic state feedback approach

If systems of type (1) could not be linearized and/or
decoupled by static state feedback laws, i.e. φs does not
exist, or r ≠ m, or Ω  is not invertible, or if we consider
systems of type (4),

      ( ) ( ( ), ( ), ( ))q t F q t x t u t=&                   (4)

( ( ), ( ))y h q t x t=

dynamics state feedback laws of type ,

              ( , , ) ( , , ) ( )m
j jj

u q x q x v tξ ξα β= +∑         (5)

             ( , , ) ( , , ) ( )m
j jj

q x q x v tξ ξ ξα β= +∑&

can be used to "repear" the system and to transform it in a
nonlinear affine system of type (1) linearizable and/or
decouplable by static state feedback laws of type (2).

The basic idea of this method is to enhance the state vector
of (1) or (4) by the dynamic state feedback laws in order to
create a new nonlinear affine system of type (1) with
appropriate properties. In this way (1) can be written as,

(
1

m
o

j
j

q( t ) A ( q x ) ( q,x, )ξα
=

= , + +∑&

                              )
1

m
j

j i
i

( q,x, )v A ( q x )ξβ
=

,∑

1
( ) ( , ) ( , , )

m

j j
j

t q x q x vξ γ ξβ
=

= +∑&&

y(t)=h(q,x)

So, with ( , )q col q ξ=% , (1) can be written as,
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1

m
o j

j
j

q( t ) A ( q x ) A ( q x )v
=

= , + ,∑& % %% % %

y=h(q,x)

with,

1

m
o j

jo
j

 A ( q x ) ( q,x, )A ( q x )
A ( q x )

( q,x, )

ξ

γ ξ

α
=

⎛ ⎞
, + ,⎜ ⎟, = ⎜ ⎟

⎜ ⎟
⎝ ⎠

∑% %

1

m
i

jj
i

j

 ( q,x, )A ( q x )
A ( q x )

( q,x, )

i ξ

δ ξ

β
=

⎛ ⎞
,⎜ ⎟, = ⎜ ⎟

⎜ ⎟
⎝ ⎠

∑% %

By the same way (4) can be written as,

q( t ) F( q,x, ( q,x, ))α ξ=&

1

m

j j
j

( t ) ( q x, ) ( q x, )vξ γ ξ δ ξ
=

= , + ,∑&

y=h(q,x)

So, with ( , )q col q ξ=% , (4) can be written as,

1

m
o j

j
j

 q=A ( q x ) A ( q x )v
=

, + ,∑& % %% % %

y=h(q,x)

with

o F( q,x, ( q,x, ))
A ( q x )

( q x, )
α ξ

γ ξ
⎛ ⎞

, = ⎜ ⎟,⎝ ⎠
% %

0j

j

A ( q x )
( q x, )δ ξ

⎛ ⎞
, = ⎜ ⎟,⎝ ⎠

% %

4 - Rejection of mesurable perturbations by static state
      feedback laws

Let us consider nonlinear affine dynamical systems of the
following type,

1 1

pm
o i

i i
i j

q( t ) A ( q x ) u ( t )A ( q x ) p ( t )P( q x )
= =

= , + , + ,∑ ∑&

y=h(q,x)

and let us introduce the characteristic numbers φs and φps.
φs is the characteristic number associated to the control

vector u  and to the sth  output ys.  φs is defined as in
section 2 as the smallest integer as,

∀j, j ∈ [1,m], ∀ν ∈ [0,φs-1], 0j o
shν =A A

and
[ ], 1, , / 0so

sm hφ∃ ∈ ≠ll l A A

φps is the characteristic number associated to the
perturbation vector p and to the output defined as the
smallest integer as

∀j, j ∈ [1,p], ∀ν ∈ [0,φps-1], 0j o
shν =P A

and

[ ], 1, , / 0pso
sp hφ∃ ∈ ≠ll l P A

Clearly the computation of the successive time derivatives
of the output vector depends on the three cases,
              ps s ps s ps sφ φ φ φ φ φ= , > , <

First, if  ps sφ φ=  the ( )n
sy  can be written as

( , )s sy h q x=

(1)o
ss hy

t
⎛ ⎞∂

= + +⎜ ⎟∂⎝ ⎠
& A X

2
(2) (1)o
s ss y hy

t
⎛ ⎞∂

≡ = + +⎜ ⎟∂⎝ ⎠
&& A X

3
(3) (1)o
s sy h

t
⎛ ⎞∂

= + +⎜ ⎟∂⎝ ⎠
A X

M
( 1)

( 1) (1)
s

s o
s sy h

t

φ
φ

+

+ ⎛ ⎞∂
= + + +⎜ ⎟∂⎝ ⎠

A X

1 1

( ) ( )s s

pm
j o j o

j s j
j j

u t h p t Aφ φ

= =

+∑ ∑A A P

where

1
[ ]Nj j k

k qk=
∂= ∂∑ PP  and  [P ]j k  is the 

thk

component of the vectorial function  ( , )j q xP defined in
(4).
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If we take,
1

(1)
s

o o
scol … h

t

φ +⎛ ⎛ ⎞∂⎜Γ ≡ ,− + + +⎜ ⎟⎜ ∂⎝ ⎠⎝
A X

(1)

1 0

j
kr

o
sjk j

j k

h
t

φ

σ
= =

⎛ ⎞∂
+ +⎜ ⎟∂⎝ ⎠

∑∑ A X

1
( ) s

p
j o

j s
j

p t h …φ

=

⎞
− , ⎟

⎠
∑ P A

and
1 2[ ] ( ) [1 ]j

ig i j mΓ ≡ , , ∈ ,

where the sjkσ  and j
ig  are arbitrary constants choosen

by the designer.

 We can easily see that static feedback laws of type,

( , , ) ( , )u q x p q x vα β= +

linearize the system et reject the mesurable perturbations p
with,

1( , , ) oq x pα −= Ω Γ
1 1( , )q xβ −= Ω Γ

Secondly let us consider the case ps sφ φ>

We have then,
( , )s sy h q x=

(1)o
ss hy

t
⎛ ⎞∂

= + +⎜ ⎟∂⎝ ⎠
& A X

2
(2) (1)o
s ss y hy

t
⎛ ⎞∂

≡ = + +⎜ ⎟∂⎝ ⎠
&& A X

3
(3) (1)o
s sy h

t
⎛ ⎞∂

= + +⎜ ⎟∂⎝ ⎠
A X

M

( 1)
( 1) (1)

s

s o
s sy h

t

φ
φ

+

+ ⎛ ⎞∂
= + + +⎜ ⎟∂⎝ ⎠

A X

1

( ) s

m
j o

j s
j

u t hφ

=
∑ A A

Clearly, if we take,
1

(1)
s

o o
scol … h

t

φ +⎛ ⎛ ⎞∂⎜Γ = ,− + + +⎜ ⎟⎜ ∂⎝ ⎠⎝
A X

(1)

1 1

j
kr

o
sjk j

j k

h …
t

φ

σ
= =

⎛ ⎞∂
+ + ,⎜ ⎟∂⎝ ⎠

∑∑ A X

and
1 2[ ] ( ) [1 ]j

ig i j mΓ ≡ , , ∈ ,

where the sjkσ  and j
ig  are the usual arbitrary constants,

the linearizing and rejecting laws are given by,

( , , ) ( , )u q x q x vα β= +

with
1( , ) oq xα −= Ω Γ
1 1( , )q xβ −= Ω Γ

The perturbations p are rejected without the knowledge of
p.

Finally we consider the case s psφ φ>  .
We have,

( , )s sy h q x=
M

( 1)
( 1) (1)A X

ps

ps o
s sy h

t

φ
φ

+
+ ⎛ ⎞∂

= + + +⎜ ⎟∂⎝ ⎠

1

( )P A ps
p

j o
j s

j

p t hφ

=
∑

M
( )

( 1) (1)

1

( )A P X
s ps

ps
p

o j
s j

j

y p t
t

φ φ
φ

−
+

=

⎛ ⎞∂
= + + +⎜ ⎟∂⎝ ⎠

∑
( 1)

(1)

1
( )A X P A

ps

ps
p

o j o
s j s

j
h p t h

t

φ
φ

+

=

⎧ ⎫⎛ ⎞∂⎪ ⎪+ + + +⎨ ⎬⎜ ⎟∂⎝ ⎠⎪ ⎪⎩ ⎭
∑

1

( )A A ps
p

j o
j s

j

u t hφ

=
∑

By assuming that,
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( )

0 (1)

1
..., ( )A P X

s psp
o j

j
j

col p t
t

φ φ−

=

⎧ ⎛ ⎞∂⎪Γ = − + + +⎨ ⎜ ⎟∂⎝ ⎠⎪⎩
∑

( 1)
(1)

1
( )A X P A

ps

ps
p

o j o
s j s

j
h p t h

t

φ
φ

+

=

⎛ ⎞⎛ ⎞∂⎜ ⎟+ + + +⎜ ⎟⎜ ⎟∂⎝ ⎠⎝ ⎠
∑

(1)

1 1
A X

j
kr

o
sjk j

j k
h …

t

φ

σ
= =

⎫⎛ ⎞∂ ⎪+ + , ⎬⎜ ⎟∂⎝ ⎠ ⎪⎭
∑∑

and
1 2[ ] ( ) [1 ]j

ig i j mΓ ≡ , , ∈ ,

with the sjkσ  and j
ig , the usual arbitrary constants, we

can easily see that static feedback laws of type,

( )( , , ,..., ) ( , ) ( )s psu q x p p q x v tφ φα β−= +

reject the mesurable perturbations and linearize the system
with,

with
( ) 1( , , ,..., )s ps oq x p p φ φα − −= Ω Γ

1 1( , )q xβ −= Ω Γ

4 - Rejection of mesurable perturbations by dynamic
      state feedback laws
Like in section 3, if systems of type (6) could not be
decoupled and/or linearized by static state feedback laws,
or if we consider systems of the following type,

1 1

pm
o i

i i
i j

q( t ) A ( q x ) u ( t )A ( q x ) p ( t )P( q x )
= =

= , + , + ,∑ ∑&

y=h(q,x)

dynamic state feedback laws of type (5) can be used to
"repear" the system, i.e. in order to create appropriate
characteristic numbers, and/or make Ω invertible, and/or
make the system nonlinear affine, and/or modify  φs before
φps  .

5 - Example in robotics
As example of this appoach we will consider the control
by linearization of a one degree of freedom motorized
robot manipulator with compliance [2] and realistic
friction model [3]. As in many cases in robotics the
parameter of this dynamical model is the position of the
effector. See figure 1 for a schematic representation of this
structure.

 Figure 2 : Schematic representation of a one degree of freedom
                  robot manipulator

 The Lagrangian approach of the mechanical structure
leads to the following dynamical equation,

1 1 1 2 1 1 2 1 1( ) ( ( ) ( ))g m cos m g cos cosθ θ θ θ− + +l l l

2
1 2 21 2 2 2 1 2 2 22 ( ) ( )m sin m sinθ θθ θ θ+ +& & &l l l l

2 2 2
11 1 2 1 2 1 2 2( ( 2 ( )))m m cos θ θ+ − − + + −&&l l l l l

22 2 2 1 2( ( )) 0m cos fθ γθ+ − + =&&l l l

where 1 2 1 2 1 2, , , ,   m et mθ θ l l  are respectively the angular
position, the length of the arm, and the localized mass, for
the robot manipulator subscript 1 and for the parametrised
effector subscript 2. g is the gravity constant, γ is the
applied torque, and  f  is the friction torque.
The dynamical behaviour of the motor is given by the
following equation,

m
diu Ri L kdt θ= + + &

k iγ ′′=
where u, i, R, L, θm  are respectively the voltage control of
the motor, the induction current, the resistance of the
inductor, the inductance of the inductor, and the angular
position of the motor.

k and k'' are two positive constants.

The dynamical behaviour of the compliance is given by
the following equation [2],

11( ) ( )mmk cγ θ θ θ θ′= − + −& &

where γ is the motor torque and, k' and c are two positive
real constants. The dynamical behaviour of compliance is
given by the following equation.

Y

X
1θ

2θ
2l

1l

2m

1m
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0 1 2 1f z zσ σ α θ= + + && %% %

( )
0

2
01

0 1

1 1ve
z z

θ

σ

α α
θ θ

−⎛ ⎞
⎜ ⎟+
⎜ ⎟
⎝ ⎠

/
= −

&

%

% %

& &&

where 0 1 0 1 2 0, , , , ,vσ σ α α α% % % % %  are real positive constants,
e is the exponential function.

By assuming that,

1i q= , 2m qθ = , 1 3qθ = , 1 4qθ =& , 5z q= , and

2 xθ = ,
the dynamical behaviour of the whole system can be
written in the form (1), with

1 2 3 4 5( )q col q q q q q≡ , , , ,
(1) (2)( )x col x x x≡ , ,

1 3 2 3( ) ( )h h cos q cos q x≡ = + +l l

The output  y is here the projection of the end of the
effector on the  X axis ( see figure 2), and we have N=5,
o=3, m=1, r=1, and

1

0 5 41
2( )4 0

0 1

0
2( )4 0

0 1

2 3 4 1

4 2 3 1

0 4

4
( )

4 5 4( )

( ( ) )
( )

( )
q v

q v

k qk k u R
L c c L L

k k
c c

q q
D e

e

q q q q
q q q q

q
A

q f D

q q q

σσ

α α

σ

α α

− /

− /

′′ ′

′ ′′

+

+

⎛ ⎞− − − + + −
⎜ ⎟

− − +⎜ ⎟
⎜ ⎟

= ⎜ ⎟
⎜ ⎟− − + /
⎜ ⎟
⎜ ⎟−⎜ ⎟
⎝ ⎠

%

1

1
0
0
0
0

L

A

/⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

with

1 1 3 2 1 3 2 3( ) ( ( ) ( ))f g m cos q m g cos q cos q x= − − + +% l l l
(1) (1)2

1 2 2 3 4 1 2 22 ( ) ( )m sin q q x m sin x x+ + −l l l l
(2)

2 2 2 1 1 0 5 2 4( ( ))m cos x x k q q qσ α′′+ + − −l l l

2 2 2
1 1 2 1 2 1 2( 2 ( ))D m m cos x= + + +l l l l l

Let us first compute the linearizing feedback law by the
classical method , i.e. by assuming that 0A  is parametred
by x without any consideration of the successive
derivatives of  x.

Then the computation of the characteristic number leads
to,

4
3

A o hh q
q
∂

=
∂

2
2 42

4 2
3 3

A O oh hh q A
q q
∂ ∂⎡ ⎤= + ⎣ ⎦∂ ∂

3 1 4 4 5 4

3 4 5

A O o o o o oh k h hh A A A A A
q D q q
⎛ ⎞′′∂ ∂ ∂⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + +⎜ ⎟⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦∂ ∂ ∂⎝ ⎠

4
3 243

4 4 43 2
3 3 3 3

3
o

o
Ah h hq q A q

q q q q

⎡ ⎤∂∂ ∂ ∂⎣ ⎦ ⎡ ⎤+ + + ⎣ ⎦∂ ∂ ∂ ∂

01A h ≡ ,    01A A oh ≡ ,    2

3

1A A o k hh
LD q
′′ ∂

=
∂

The characteristic number is 2 and this lead to the
following matrix Ω and to the following linearizing
feedback law,

3

k h
LD q
′′ ∂

Ω =
∂

( )3 2
0 1 2

3

o o oA A Ao o o

h

q

LD h h h h
k

α σ σ σ
∂

∂

= + + +
′′

3

h

q

LD

k
β

∂

∂

=
′′

Then, the input-output equation is,

(3) (1) 2 (2)
0 1y y y y vσ σ σ= + + + +

2 (1) (1)2 (1)3
2 3 4 4( )(3 3 )sin q x q x q x x+ + +l

(2) (1) 0 4 (1) (2)
3 43 ( )( [ ] )cos q x q x x A x x− + + + +

0 4 0 4 0 4
(1) (2) (3) (3)

(1) (2)
3

[ ] [ ] [ ]( )h A A Ax x x x
q x x x
∂ ∂ ∂ ∂

+ + +
∂ ∂ ∂ ∂

(1) (1)
1 2 3 2 2 3 4( ) (2 ( )sin q x x cos q x q xσ σ+ + + + +l l

(1)2 (2)
2 3 2 3( ) ( ) )cos q x x sin q x x+ + +l l
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We can easily see that in the case of slowly varying
parameter, ( ) 0 [1 3]ix i,∀ ∈ ,� , this system is linearized,
and can be written as,

3 (1) (2)
0 1 2y y y y vσ σ σ= + + +

But if the ( ) [1 3]ix i, ∈ ,  is not negligeable the system is
clearly nonlinear.

We will now show that by the use of our approach the
system is perfectly linearized for all ( )ix .

In our approach the characteristic number Ω and β remain
the same as the preceeding approach, and α is written as,

3
(1)

0

3

o

h

q

LD h h
tk ∂

∂

⎧ ⎛ ⎞∂⎪= − + + + +⎨ ⎜ ⎟∂⎝ ⎠⎪′′ ⎩
A Xα σ

2
(1) (1)

1 2
o oh h

t t

⎫⎛ ⎞ ⎛ ⎞∂ ∂ ⎪+ + + + + ⎬⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠ ⎪⎭
A X A Xσ σ

with
3(1) (1)

3

o o h hh A x
t q x

⎛ ⎞∂ ∂ ∂⎡ ⎤+ + = +⎜ ⎟ ⎣ ⎦∂ ∂ ∂⎝ ⎠
A X

2 24(1) 2
4 2

3 3

o o h hh A q
t q q

⎛ ⎞∂ ∂ ∂⎡ ⎤+ + = + +⎜ ⎟ ⎣ ⎦∂ ∂ ∂⎝ ⎠
A X

2 2
(1) (1)2 (2)

4 2
3

2 h h hq x x x
q x x x
∂ ∂ ∂

+ +
∂ ∂ ∂ ∂

3
1(1)

3

o o k hh A
t D q

′′⎛ ⎞∂ ∂⎡ ⎤+ + = +⎜ ⎟ ⎣ ⎦∂ ∂⎝ ⎠
LA X  

With the same computation, our approach leads to an
exact linearization of the input-output behaviour for all x,
and the input-output dynamical equation is

3 (1) (2)
0 1 2y y y y vσ σ σ= + + +

6 - Conclusion

We have presented in this paper, a new algorithmic
approach, for computing in the framework of the nonlinear
decoupling method, the feedback laws of parametrized
dynamical systems.

This approach can be used with static as with dynamic
state feedback laws and leads to an exact linearization and
decoupling for all behaviours of the parameters as well as
their derivatives. The only condition is that the parameters
as well as their derivatives are mesurable. Rejection of
mesurable perturbations can be also considered with the
same exact approach.

Our example shows clearly the important influence of the
derivatives of the parameters on the input-output
dynamical behaviour of the linearized system and shows
that, neglecting these derivatives is an important cause of
disfunctionment of the decoupling method.

Our approach is perfectly algorithmic and can be easily
translated in a formal language computer program.
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ABSTRACT

We present here in the framework of resonnant behaviours
an eigenfrequency invariance properties for loaded flexu-
ral and torsional deformable bodies. We found that under a
preload condition each eigenfrequency is invariant versus
the load mN . For the mode 7 and beyong the preload con-
ditions are less than mN = 1, and the seven first modes
(form 0 to 6) can be easily modelled by polynomial func-
tions of mN in the neighbourhood of useful mN . These
properties open the way to new finite dimension controllers.

1. Introduction

The research of higher performances in speed and preci-
sion for industrial systems has been leading to lightweight
mechanical structures [1]. Such structures cannot be main-
tained as rigid bodies and deformations take place which
considerably modify their behavior. As the system be-
comes now infinite dimensional, the control to be applied
for stabilizing its trajectory becomes itself infinite dimen-
sional, which fundamentally changes its nature. First sens-
ing the modes and computing the corresponding control
rapidly reaches the limits of existing technology, and sec-
ond actuators themselves cannot deliver the required power
in the high frequency range corresponding to these modes.
It is very important to research a way to approach differ-
ently the problem. In a first step, it is interesting to identify
system properties allowing to determine in which cases, if
any, the infinite dimensional deformable system reduces
to a finite dimensional one controlled by a finite dimen-
sional controller. Here specializing to the most penalizing
case of initially rigid one link system, it is shown that past
a fixed order (typically 7) the modes are totally invariant
as a fonction of the applied tip load, and for lower order
(< 7), are exhibiting a smooth behavior easily modelled
by simple rational function of the load.

Thanks to FEDER european agency for funding.

2. The equation of degeneration

Applying Lagrangian Formalism the complete equations
of one link deformable mechanical system, is in the fol-
lowing form,

ρA(x
d2θ

dt2
+

∂2u(t, x)
∂t2

) = − ∂2

∂x2
EI

∂2u(t, x)
∂x2

(1)

ρK2 ∂2γ(t, x)
∂t2

=
∂

∂x
GJ

∂γ(t, x)
∂x

(2)

m
∂2X

∂t2
=

∂

∂x
EI

∂2u(t, x)
∂x2

∣∣∣∣
x=L

(3)

mlf
∂2X

∂t2
+ Jf (x

d2θ

dt2
+

∂3u(t, x)
∂t2∂x

)
∣∣∣∣
x=L

= −EI
∂2u(t, x)

∂x2

∣∣∣∣
x=L

(4)

mlt
∂2X

∂t2
+ Jt

∂2γ(t, x)
∂t2

∣∣∣∣
x=L

= −GJ
∂γ(t, x)

∂x

∣∣∣∣
x=L

(5)

with θ, u(t, x), γ(t, x) respectively the articular variable,
and the deformation, flexion and torsion, variables, (lf , lt)
the coordinates of the tip mass m with respect to the end of
the link, L is the length of the body, and the various other
coefficients characterizing the beam are as usual within
Euler-Bernouilli approximation [2]. Boundary Conditions
are given by eqns(3,4,5), and,

X = (L + lf )θ + lf
∂u(t, x)

∂x

∣∣∣∣
x=L

+ ltγ(t, x)
∣∣∣∣
x=L

+ u(t, x)
∣∣∣∣
x=L

(6)
We want to study the resonant behaviour of this non dis-
sipative system, and we pose for that,θ̇ ≡ 0, we suppose
also for reasons of simplicity that EI and GJ do not de-
pend on x. By assuming that, ζ = x/L, λf = lf/L, λt =
lt/L, ũ = u/L, ω2

f = EI/ρAL4, ω2
t = GJ/ρK2L2,

λω = ωf/ωt, λm = K2/AL2, mN = m/ρAL, JfN =
Jf /ρAL3, JtN = Jt/ρK2L, τ = tωf , we found the fol-
lowing normalized equations of motion,

∂2ũ

∂τ2
+

∂4ũ

∂ζ4
= 0 (7)

∂2γ

∂τ2
− (

1
λω

)2
∂2γ

∂ζ2
= 0 (8)
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with, for all τ ,the following normalized boundary condi-
tions,

ũ(0, τ ) = 0 (9), ũ′(0, τ ) ≡ ∂ũ

∂ζ

∣∣∣∣
ζ=0

= 0 (10)

γ(0, τ ) = 0 (11)

ũ′′(1, τ ) ≡
∂2ũ

∂ζ2

∣∣∣∣
ζ=1

= −λf ũ′′′(1, τ ) − JfN
∂3ũ

∂τ2∂ζ

∣∣∣∣
ζ=1

(12)

u′′′(1, τ ) ≡ ∂3ũ

∂ζ3

∣∣∣∣
ζ=1

= mN

(
∂2ũ

∂τ2
+ λf

∂3ũ

∂ζ∂τ2
+ λt

∂2γ

∂τ2

)

ζ=1

(13)

(
1

λω
)2γ′(1, τ ) ≡ (

1
λω

)2
∂γ

∂ζ

∣∣∣∣
ζ=1

= −(
λt

λm
)u′′′(1, τ ) − JtN

∂2γ

∂τ2

∣∣∣∣
ζ=1

(14)

In the case of stationary resonant behaviours ũ(ζ, τ ), so-
lution of (7), can be written as,

ũ(ζ, τ ) = ũ1(ζ) cos(ωN τ ) (15)

with ωN = ω/ωf , where ω is the frequency variable, and,

ũ1(ζ) = a cosh(ω1/2
N ζ) + b sinh(ω1/2

N ζ)

+c sin(ω1/2
N ζ) + d cos(ω1/2

N ζ) (16)

γ(ζ, τ ), solution of (8), can be written as,

γ(ζ, τ ) = γ1(ζ) cos(ωN τ ) (17)

with,

γ1(ζ) = ā cos(ωN λω ζ) + b̄ sin(ωN λω ζ) (18)

Introducing (15) and (17) into the six boundary conditions
of the problem, equations (9) to (14), leads by the elim-
ination of cos(ωN τ ) to a set of 6 linear equations of the
six initial values (a, b, c, d, ā, b̄). While this linear system
is degenerated the only condition of existence of resonant
mode is that the determinant of this linear system equals
zero. This leads to the following equation of degeneration,

cos(λω ωN )
(
−2ω4

N

λω
− 2JfN mN ω6

n

λω

)

+sin(λω ωN )
(

2JtNω5 +
2λ2

t ω
5

λm
+ 2JfNJtNmN ω7

N

)

+cos(ω1/2
N − λωωN )cosh(ω1/2

N )
(
−ω4

N
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− JtNmN ω

11/2
N +

JfN mN ω6
N
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− JfN JtNω

13/2
N

−JtN λ2
fω

13/2
N −

JfN λ2
t ω

13/2
N
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)
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N )
(

λf ω5
N

λω
+
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N
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13/2
N
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fω

13/2
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t ω

13/2
N
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)
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+ JtNmN ω
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N
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+ JfN JtNω

13/2
N

+JtN λ2
fω

13/2
N +
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13/2
N
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)
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(

λf ω5
N
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λf mN ω5
N

λω
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+
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11/2
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+
λ2

f ω
11/2
N

λω
− JfN JtNmN ω7

N

)
= 0 (19)

This equation gives implicitly, for a given geometry, the
eigenfrequency ωN versus the load mN , thus permitting
the study of the resonnant mode versus the load.
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3. Invariance properties

The study of (19) in the limit of large ωN gives two in-
teresting results. First the case of large mN leads to the
equation

ωN =
Arctg

λω




−2ω
9/2
N

λω
+ 2JfN ω6

N

λω

2JfNJtNω7
N − 2JtNω

11/2
N


 +

kπ

λω

where k, k ∈ IN , is the mode index, for large values of
ωN we have,

ωN =
kπ

λω

Secondly the case mN = 0 leads for large ωN to the equa-
tion,

ωN =
Arctg

λω(
2ω4

N
λω

+
2JfN ω

11/2
N

λω
−

λ2
t

ω
11/2
N

λω

2jtN ω5
N

+2
λ2

t
ω5

N
λm

−2JfN JtN ω
13/2
N

−2JtN λ2
t

ω
13/2
N

−2
JtN λ2

t
ω
13/2
N

λω

)
+ kπ

λω

i.e. for large values of ωN ,

ωN =
kπ

λω

We found then that ωN = f(mN ) has a constant be-
haviour (invariance property) for large values of mN , and
that each mode is separated from his neighbour by ∆ωN =
π/λω. We see also that for large values of ωN this in-
variance property do not depends on the geometry of the
system but only on λω. For a more precise approach of
these phenomena we have computed using (19) the curves
ωN = f(mN ) for the eight first modes see figures 1 to
6. We see that as predicted theoretically every mode af-
ter preload condition converges to a constant value (invari-
ance). For the mode k = 0 this mode converges to 0 for
only mN > 10000 not presented in our figure. We see also
that for k ≥ 7 the preload condition is less than mN = 1,
so the infinite subset of the eigenfrequnecies k ∈ [7, +∞]
can be represented by precalculated constants opening the
way to new finite dimension controllers. The seven first
mode k ∈ [0, 6] can be easily modelled by polynomial
functions of mN in the neighbourhood of the usefull mN .

4. Conclusion

Analysis of resonant solutions of one link deformable sys-
tem shows that, as a function of the applied tip load, the
resonant frequencies are distributed in equally spaced lay-
ers splitted by a distance πωt/ωf , where ωt and ωf are the
characteristic torsion and flexion frequencies of the sys-
tem. Furthermore, the modes of order k > 7 are typically
converging to the layer boundary kπωt/ωf for normalized
tip load equal to 1, and have for k < 7 a very smooth
behavior representable by simple rational fraction of tip
load, allowing to easily predict the location of resonances
for well defined system parameters, and to determine the
domains in which they are invariant, a property which will
be used later for control.
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Figure 1. mode k = 0, mN ∈ [0, 1000]
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Figure 2. mode k = 3, mN ∈ [0, 100]
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Figure 3. mode k = 6, mN ∈ [0, 10]
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Figure 4. mode k = 1, mN ∈ [0, 1000].
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Figure 5. mode k = 4, mN ∈ [0, 10]
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Figure 6. mode k = 7, mN ∈ [0, 10]
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