
HAL Id: hal-03317051
https://hal.science/hal-03317051v1

Preprint submitted on 6 Aug 2021 (v1), last revised 10 Mar 2023 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Minimax Boundary Estimation and Estimation with
Boundary

Eddie Aamari, Catherine Aaron, Clément Levrard

To cite this version:
Eddie Aamari, Catherine Aaron, Clément Levrard. Minimax Boundary Estimation and Estimation
with Boundary. 2021. �hal-03317051v1�

https://hal.science/hal-03317051v1
https://hal.archives-ouvertes.fr


Minimax Boundary Estimation and Estimation with Boundary

Eddie Aamari* Catherine Aaron� Clément Levrard�

Abstract

We derive non-asymptotic minimax bounds for the Hausdorff estimation of d-dimensional
submanifolds M ⊂ RD with (possibly) non-empty boundary ∂M . The model reunites and
extends the most prevalent C2-type set estimation models: manifolds without boundary, and
full-dimensional domains. We consider both the estimation of the manifold M itself and that of
its boundary ∂M if non-empty. Given n samples, the minimax rates are of order O

(
(log n/n)2/d

)
if ∂M = ∅ and O

(
(log n/n)2/(d+1)

)
if ∂M ̸= ∅, up to logarithmic factors. In the process, we

develop a Voronoi-based procedure that allows to identify enough points O
(
(log n/n)2/(d+1)

)
-

close to ∂M for reconstructing it.

1 Introduction

Topological data analysis and geometric inference techniques have significantly grown in importance
in the high-dimensional statistics area, both in its theoretical and practical aspects [42, 18]. Unlike
Lasso-type methods [31] which strongly rely on a specific coordinate system, geometric inference
techniques naturally yield features that are invariant through rigid transformations of the ambient
space.

A central problem in this field is manifold estimation [8, 30, 29, 3, 39, 28]. Assuming that
data Xn = {X1, . . . , Xn} originate from some unknown distribution P on RD, these works study
the estimation of its support M = Supp(P ) ⊂ RD, assumed to be a submanifold of dimension
d ≪ D. This provides a non-linear dimension reduction, that can allow to mitigate the curse
of dimensionality, and helps for data visualization [34]. Manifold estimation is also of crucial
importance for inferring other geometric features of M , as it appears as a critical intermediate step
in a growing series of plugin strategies. See for instance [17] for persistent homology, [9] for the
reach, or [23] for density estimation.

1.1 Support Estimation

Overview So far, the statistical study of support estimation in Hausdorff distance has been
carried out within two somehow orthogonal settings: Full dimensional domains dim(M) = D
on one hand — which necessarily have non-empty boundary ∂M ̸= ∅ —, and low-dimensional
submanifolds dim(M) = d < D without boundary ∂M = ∅ on the other hand. More precisely:

(i) Assuming that M = Supp(P ) ⊂ RD is full-dimensional dim(M) = D (i.e. roughly everywhere
of non-empty interior) and that P has enough mass in every neighborhood of its support, [25,
19] derive error bounds of order (log n/n)1/D. Here, a rate-optimal estimator simply consists
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of the sample set M̂ = Xn itself. Even under the additional geometric restriction of S being
convex, this rate is still the best possible, due to the possible outward corners a convex set may
contain. Beyond convexity, faster rates can actually be attained with additional smoothness
constraints: if the (topological) boundary ∂̄M of the convex M is C2-smooth, [25] derives
a convergence rate of order (log n/n)2/(D+1) by considering the convex hull M̂ = Hull(Xn),
which also allows to estimate ∂̄M with ∂̄M̂ at the same rate. This phenomenon was also
exhibited by [37, 41, 5] in similar convexity-type settings. Note that despite a nearly quadratic
gain in the rate for smooth cases, this framework still remains a hopeless scenario for high
dimensional datasets, as it heavily suffers from the curse of dimensionality, both statistically
and computationally.
This paper extends these results in a setting where M possibly is of lower dimension d ≪ D
and curved.

(ii) To overcome the curse of dimensionality, assuming that M = Supp(P ) ⊂ RD is a C2 submani-
fold of dimension dim(M) = d < D with empty (differential) boundary ∂M = ∅, [30, 33] show
that the minimax rate of estimation of M is of order (log n/n)2/d. The estimator of [30] being
intractable in practice, [2] later proposed an optimal algorithm that outputs a triangulation
of the data points which is computable in polynomial time. Using local polynomials, faster
estimation rates of order (log n/n)k/d were also shown to be achievable over Ck-smooth sub-
manifolds [3]. Although insensitive to the ambient dimension D ≫ d, these results highly rely
on the fact that ∂M = ∅.
This paper extends these results in a setting where M possibly has non-empty boundary.

Background By definition, a submanifold M ⊂ RD of dimension d is a smooth subspace that
can be parametrized locally by Rd. Hence, neighborhoods of points inM all look like d-dimensional
balls. In contrast, a manifold with boundary is a smooth space that can be parametrized locally
by Rd or by Rd−1 × R+. If not empty, the boundary of M , denoted by ∂M , is the set of points
nearby which M can only be parametrized by Rd−1 × R+. Informally, the class of manifolds with
boundary allows to take into account the possible “rims” a surface may contain (see Figure 1).

M

∂M

Figure 1: A surface M with non-empty boundary ∂M . Note that dim(∂M) = dim(M)− 1, so that
sample points from some roughly uniform distribution P on M almost surely never belong to ∂M .
However, points close to ∂M should be processed differently in the analysis of such a sample, since
they have an unbalanced neighborhood: they may cause boundary effects.

As mentioned above, most of the existing manifold estimation techniques require that ∂M = ∅,
which is very restrictive in view of real data [42]. When the empty boundary condition is dropped,
the location of ∂M is often assumed to be known via an oracle, able to correctly label points that lie
close to the boundary [40]. Prior to the present paper, a theoretically grounded construction of such
an oracle given unlabeled data was not known, since the optimal detection and estimation rates of
∂M in arbitrary dimension had not been studied. This is mainly due to the technicalities that the
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presence of a boundary usually gives rise to. For instance, the restricted Delaunay triangulation
to a surface with boundary may not even be homeomorphic to the surface [21]. Hence, Delaunay-
based reconstructions are not good candidates to handle boundary, which contrasts sharply with
the boundaryless case [11, 2]. Despite these barriers, a few interesting works on boundary inference
can be found in the literature.

For surfaces in space (d = 2, D = 3), the so-called peeling algorithm consists in pruning an
ambient triangulation (the α-shape of the point cloud) to handle boundary [21]. This method
leverages boundary triangles being flatter than inner triangles. Unfortunately, such a method is
limited to low dimensions, for the same instability problems described in [12].

On the other hand, in full dimension (d = D), [19] proposed a plugin estimator based on an
estimator of M itself: under technical constraints, if M̂ approximates M , then ∂M̂ approximates
∂M . Such an plugin strategy provides a wide range of very general consistent boundary estimators:
see for instance [41, 5] for convergence rates under additional assumptions. Note that naturally,
such an approach is very costly — as acknowledged by the authors themselves —, and does not
generalize easily to non-linear low-dimensional cases.

More recently, [6] designed an asymptotic boundary detection scheme based on local barycenter
displacements: if a point x ∈ M is close to ∂M , then the ball M ∩ B(x, r) around x will not be
balanced, and its barycenter would shift away from ∂M . This naturally yields a criterion to decide
whether x belongs to ∂M or not. Unfortunately, this method requires the sampling density over
M to be Lipschitz and fails otherwise, as discontinuities of f far from M may create artificial local
barycenter shifts, and hence false positives. Let us also mention that this local barycenter shift has
also been used in the context of density estimation on a manifold with boundary: [10] proposed a
method for estimating the distance and direction of the boundary in order to correct the extra bias
of a kernel density estimator near ∂M .

1.2 Contribution

This paper studies the minimax rates of estimation of d-dimensional C2-submanifolds M ⊂ RD

with possible C2 boundary ∂M (Definition 2.1), and the estimation of the boundary itself if not
empty. As now standard in the literature, the loss is given by the Hausdorff distance dH (a sup-
norm between sets, see Definition 2.12), and C2 regularity of sets is measured through their reach
τM , τ∂M > 0 (a generalized convexity parameter, see Definition 2.7).

Informally, we extend the known full-dimensional C2 support estimation rates to the case of
low-dimensional curved M with C2 boundary. Indeed, if M is contained in a d-dimensional affine
subspace of RD and has a C2 boundary, its estimation boils down to the full dimensional case
(Section 1.1 (i)), and can be done with rate (log n/n)2/(d+1) [41, 5]. The present article proves that
even if M is curved, the same rate drives the estimation hardness of M and ∂M . In addition, the
estimator adapts automatically to the possible emptiness of ∂M , in which caseM can be estimated
at rate (log n/n)2/d (see Section 1.1 (ii)).

More precisely, up to log n factors, we show that for n large enough,

inf
B̂n

sup
∂M ̸=∅

τM≥τmin
τ∂M≥τ∂,min

Ψn(∂M)−1EdH
(
∂M, B̂n

)
≍ 1, (Theorems 3.11 and 3.12)

and

inf
M̂n

sup
τM≥τmin

τ∂M≥τ∂,min

Ψn(∂M)−1EdH
(
M,M̂

)
≍ 1, (Theorems 3.14 and 3.15)
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where

Ψn(∂M) ≍

{
(log n/n)2/(d+1) if ∂M ̸= ∅,
(log n/n)2/d if ∂M = ∅.

1.3 Outline

We first describe the geometric framework and statistical setting we consider (Section 2). Then,
we state the main boundary detection and estimation results (Section 3) and discuss them (Sec-
tion 4). Finally, we present the key geometric lemmas (Section 5) and principal steps of the proofs
(Section 6). For sake of clarity, the minor intermediate lemmas and most technical parts of the
proofs are deferred to the Appendix.

2 Framework

Throughout, D ≥ 1 is referred to as the ambient dimension and RD is endowed with the Euclidean
inner product ⟨·, ·⟩ and the associated norm ∥·∥. The closed Euclidean ball of center x and radius
r is denoted by B(x, r), and its open counterpart by B̊(x, r). Given a linear subspace T ⊂ RD, we
also write BT (0, r) := T ∩ B(0, r) for the r-ball of T centered at 0 ∈ T .

2.1 Geometric Setting

2.1.1 Submanifolds with Boundary

By definition, the d-dimensional submanifolds M ⊂ RD with boundary are the subsets of RD that
can locally be parametrized either by the Euclidean space Rd, or the half-space Rd−1 × R+ [35,
Chapter 2].

Definition 2.1 (Submanifold with Boundary, Boundary, Interior). A closed subset M ⊂ RD

is a d-dimensional C2-submanifold with boundary of RD, if for all p ∈ M and all small enough
open neighborhood Vp of p in RD, there exists an open neighborhood U0 of 0 in RD and a C2-
diffeomorphism Ψp : U0 → Vp with Ψp(0) = p, such that either:

(i) Ψp

(
U0 ∩

(
Rd × {0}D−d

))
=M ∩ Vp.

Such a p ∈M is called an interior point of M , the set of which is denoted by IntM .

(ii) Ψp

(
U0 ∩

(
Rd−1 × R+ × {0}D−d

))
=M ∩ Vp.

Such a p ∈M is called a boundary point of M , the set of which is denoted by ∂M .

Remark 2.2 (Boundaries). The geometric (or differential) boundary ∂M is not to be confused
with the ambient topological boundary defined as ∂̄S := S̄ \ S̊ for S ⊂ RD, where the closure and
interior are taken with respect to the ambient topology of RD. Indeed, one easily checks that if
d < D, then ∂̄M =M . On the other hand, the two sets ∂̄M and ∂M coincide when d = D.

Then, submanifolds without boundary are thoseM that fulfill ∂M = ∅, i.e. that are everywhere
locally parametrized by Rd, and nowhere by Rd−1×R+. From this perspective — as confusing as this
standard terminology can be —, submanifolds without boundary are special cases of submanifolds
with boundary. Note that key instances of manifolds without boundary are given by boundaries of
manifolds, as expressed by the following result.

Proposition 2.3 ([35, Example 2.17]). If M ⊂ RD is a d-dimensional C2-submanifold with
nonempty boundary ∂M , then ∂M is a (d− 1)-dimensional C2-submanifold without boundary.
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Remark 2.4. If non-empty, this fact will allow us to estimate ∂M using the estimator designed
for manifolds without boundary from [2], that we will build on top of some preliminarily filtered
boundary observations (see Section 3.1).

2.1.2 Tangent and Normal Structures

In the present C2-smoothness framework, the difference between boundary and interior points
sharply translates in terms of local first order approximation properties of M either by its so-called
tangent cones or tangent spaces, which we now define.

Definition 2.5 (Tangent and Normal Cones and Spaces). Let p ∈M , and Ψp its local parametriza-
tion from Definition 2.1.

� The tangent cone Tan(p,M) of M at p is defined as

Tan(p,M) :=

{
d0Ψp(Rd × {0}D−d) if p ∈ IntM,

d0Ψp

(
Rd−1 × R+ × {0}D−d

)
if p ∈ ∂M,

where d0Ψp denotes the differential of Ψp at 0.
The tangent space TpM is then defined as the linear span TpM := span(Tan(p,M)).

� The normal cone Nor(p,M) of M at p is the dual cone of Tan(p,M):

Nor(p,M) := {v ∈ Rd | ∀u ∈ Tan(p,M), ⟨u, v⟩ ≤ 0}.

The normal space of M at p is defined accordingly by Np(M) := span(Nor(p,M)).

Whenever p ∈ IntM , it falls under the intuition that Tan(p,M) = TpM andNor(p,M) = NpM ,
while when p ∈ ∂M , NpM and TpM share one direction which is orthogonal to Tp∂M . These
properties are summarized in the following proposition.

Proposition 2.6 (Outward-Pointing Vector). Let M be a C2-submanifold with boundary.

� If p ∈ IntM , then Tan(p,M) = TpM and Nor(p,M) = NpM are orthogonal linear spaces
spanning RD.

� If p ∈ ∂M , then Tan(p,M) and Nor(p,M) are complementary half-spaces. In particular, TpM ∩
NpM is one-dimensional. The unique unit vector ηp in Nor(p,M)∩ TpM is called the outward-
pointing vector. It satisfies

Tan(p,M) = TpM ∩ {⟨ηp, .⟩ ≤ 0} , Nor(p,M) = NpM ∩ {⟨ηp, .⟩ ≥ 0} ,

and

Tp∂M
⊥
⊕ span(ηp) = TpM,

where
⊥
⊕ denotes the orthogonal direct sum relation.

The proof of Proposition 2.6 derives from elementary differential calculus and is omitted. The
above purely differential definition of the tangent and normal cones coincides with that of the general
framework of sets with positive reach [26] (to follow in Section 2.2). This general framework will
enable us to quantify how well M is locally approximated by its tangent cones.
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2.2 Geometric Assumptions and Statistical Model

Any C2-submanifold M of RD admits a tubular neighborhood in which any point has a unique
nearest neighbor on M [15, p.93]. However, the width of this tubular neighborhood might be
arbitrarily small. This scenario occurs when M exhibits high curvature or nearly self-intersecting
areas [1]. In this case, the estimation of M gets more difficult, since such locations require denser
sample to be reconstructed accurately. The width of such a tubular neighborhood is given by the
so-called reach ([26, Defintion 4.1]), whose formal definition goes as follows.

Given a closed set S ⊂ RD, the medial axis Med(S) of S is the set of ambient points that do
not have a unique nearest neighbor on S. More precisely, if

d(z, S) := min
x∈S

∥z − x∥

stands for the distance function to S, then

Med(S) :=
{
z ∈ RD|∃x ̸= y ∈ S, ∥z − x∥ = ∥z − y∥ = d(z, S)

}
. (1)

The reach of S is then defined as the minimal distance from S to Med(S).

Definition 2.7 (Reach). The reach of a closed set S ⊂ RD is

τS := min
x∈S

d (x,Med(S)) = inf
z∈Med(S)

d (z, S) .

Remark 2.8. � By construction of the medial axis Equation (1), the projection on S

πS(z) := argmin
x∈S

∥x− z∥

is well defined (exactly) on RD \ Med(S). In particular, πS is well defined on any r-
neighborhood of S of radius r < τS .

� One easily checks that S is convex if and only if τS = ∞ [26, Remark 4.2]. In particular, for
the empty set S = ∅, we have τ∅ = ∞.

Requiring a lower bound on the reach of a manifold amounts to bound its curvature [38, Propo-
sition 6.1], and prevents quasi self-intersection at scales smaller than the reach [1, Theorem 3.4].
Moreover, it allows to assess the quality of the linear approximation of the manifold by its tangent
cones. In fact, [26, Theorem 4.18] shows that for all closed set S ⊂ RD with reach τS > 0, its
tangent cone Tan(x, S) is well defined at all x ∈ S, and d(y − x, Tan(x, S)) ≤ ∥y − x∥2 /(2τS) for
all y ∈ S. This motivates the introduction of our geometric model below.

Definition 2.9 (Geometric Model). Given integers 1 ≤ d ≤ D and positive numbers τmin, τ∂,min,

we let Md,D
τmin,τ∂,min denote the set of compact connected d-dimensional C2-submanifolds M ⊂ RD

with boundary, such that
τM ≥ τmin and τ∂M ≥ τ∂,min.

Remark 2.10. � Let us emphasize that the model Md,D
τmin,τ∂,min includes both submanifolds with

empty and non-empty boundary ∂M , the main requirement being that τ∂M ≥ τ∂,min. If ∂M =
∅, this requirement is always fulfilled since τ∅ = ∞. Note also that Definition 2.9 does not
exclude the case d = D, in which case M consists of a domain of RD with non-empty interior.
Furthermore, since the boundary ∂M of a submanifold M is either empty or itself a submanifold
without boundary, a non-empty ∂M cannot be convex [32, Theorem 3.26]. As a result, Md,D

τmin,∞
is exactly the set of submanifolds M ∈ Md,D

τmin,τ∂,min that have empty boundary. In particular,
Definition 2.9 encompasses the model of [30, 33, 2].
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� Similarly, since τM = ∞ if and only if M is convex, Md,D
∞,τ∂,min is exactly the set of submani-

folds M ∈ Md,D
τmin,τ∂,min that are convex (and hence have non-empty boundary). In particular,

Definition 2.9 encompasses the model of [25].

� In full generality, the two lower bounds on the respective reaches ofM and ∂M are not redundant
with one another. As shown in Figure 2, τM and τ∂M are not related when d < D. However, for
d = D, ∂M is the topological boundary of M (Remark 2.2). In this case, [26, Remark 4.2] and
an elementary connectedness argument show that τM ≥ τ∂M . Said otherwise, this means that
the reach regularity of a full-dimensional domain is no worse than that of its boundary. Hence,
MD,D

τmin,τ∂,min = MD,D
τ∂,min,τ∂,min for all τmin ≤ τ∂,min, so that for d = D, one may set τmin = τ∂,min

without loss of generality.

M

∂M

(a) τ∂M < τM = ∞.

∂M

M

(b) τ∂M = τM .

∂M

M

(c) τ∂M > τM .

Figure 2: For d < D, the reach of a submanifold M and that of its boundary ∂M are not related.

The geometric model Md,D
τmin,τ∂,min being settled, we are now in position to define a generative

model on such manifolds. In what follows, we let Hd denote the d-dimensional Hausdorff measure
on RD (see e.g. [27, Section 2.10.2]).

Definition 2.11 (Statistical Model). Given positive numbers 0 < fmin ≤ fmax < ∞, we let

Pd,D
τmin,τ∂,min(fmin, fmax) denote the set of Borel probability distributions P on RD such that:

� M = Supp(P ) ∈ Md,D
τmin,τ∂,min ,

� P has a density f with respect to the volume measure volM = 1MHd on M , such that fmin ≤
f(x) ≤ fmax for all x ∈M .

From now on, we assume that we observe an i.i.d. n-sample X1, . . . , Xn with unknown common
distribution P ∈ Pd,D

τmin,τ∂,min(fmin, fmax), and denote the sample point cloud by

Xn := {X1, . . . , Xn}.

Based on Xn, the performance of the estimators ofM and ∂M will be assessed in Hausdorff distance,
which plays the role of a L∞-distance between compact subsets of RD.

Definition 2.12 (Hausdorff Distance). Given two compact subsets S, S′ ⊂ RD, the Hausdorff
distance between them is

dH(S, S
′) := max

{
max
x∈S

d(x, S′),max
x′∈S′

d(x′, S)
}
.

3 Main Results

This section gathers the main results of this article: construction of estimators of ∂M and M ,
bounds on their Hausdorff performance, and nearly matching minimax lower bounds. To cope with
the possible presence of a boundary, our first step is to determine which data points lie close to the
boundary, if any.
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3.1 Detecting Boundary Observations

3.1.1 Intuition

In the full-dimensional case (d = D), data points close to the boundary may be identified by how
(macroscopically) large their Voronoi cells tend to be [41]. That is, if ρ > 0 is a detection radius,
the boundary observations may be defined as

Yρ = {Xi ∈ Xn | ∃O ∈ RD, ∥O −Xi∥ ≥ ρ and B̊(O, ∥O −Xi∥) ∩ Xn = ∅}.

If Xi belongs to Yρ with associated O ∈ RD, then η̂i :=
O−Xi

∥O−Xi∥ apears to provide an consistent

estimator of the unit outer normal vector of ∂M at π∂M (Xi) [4]. The present work leverages the
above intuition and extends it to the case where M is a d-dimensional manifold with d < D. In
fact, the manifold M not being full-dimensional raises the following additional subtleties:

� Even if Xi is far from ∂M , its Voronoi cell is large in the directions of TXiM
⊥, as it actually

contains at least Xi + BTXi
M⊥(0, τmin). To detect points close to the boundary only, we

shall hence avoid these normal non-informative directions and solely focus on the tangential
components of the Voronoi cells. For instance, by first projecting points onto (an estimate
of) TXiM .

� If Xi is close to ∂M but M is folded over Xi, then the Voronoi cell of Xi in the Voronoi
diagram of the projected sample might be small (see Figure 3). To detect enough points close
to the boundary, not all the sample should thus be projected, but rather just a neighborhood
Xn ∩ B(Xi, R0) of Xi, for some localization radius R0 > 0 to be tuned.

∂M

M

Xi

Xi′

R0

Ω

Figure 3: An ambient Voronoi diagram built on top of observations Xn lying on an open plane
curve (d = 1, D = 2). The denser Xn in M , the narrower the Voronoi cell of the Xi’s in the
tangent directions TXiM . Observations close to ∂M yield cells that extend in the outward pointing
direction. Localization radius R0 > 0 prevents global foldings of M that would mix different
ambient neighborhoods of M when projecting onto TXiM .

These two remarks lead to the following first detection procedure: for a collection of estimated
tangent spaces T̂i’s, one may label Xi as being a boundary observation if it has a large Voronoi cell
within its R0-neighborhood, when projected onto Xi + T̂i. That is, if there exists O ∈ T̂i such that
∥O∥ ≥ ρ and B̊(O, ∥O∥) ∩ πT̂i

(Xn ∩ B(Xi, R0) − Xi) = ∅. Unfortunately, when 1 < d < D, this
intuitive detection method is not sufficient to detect enough observations close to the boundary.
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This issue can be overcome by investigating all the Voronoi cells of πT̂j
(Xi) for Xj ∈ B(Xi, r)∩Xn,

where r is a small scale parameter. The details of this detection procedure are given in Section 3.1.3.
As it is now clear how critical the knowledge of tangent spaces is to build a Voronoi-based

boundary detection scheme, let us first briefly detail how we estimate them.

3.1.2 Tangent Space Estimation

Following the ideas of [2], we will estimate tangent spaces using local principal component analysis.

Definition 3.1 (Tangent Space Estimator). For i ∈ {1, . . . , n} and h > 0, we introduce the local
covariance matrix

Σ̂i(h) :=
1

n− 1

∑
j ̸=i

(Xj −Xi)(Xj −Xi)
t
1B(Xi,h)(Xj),

and define T̂i as the linear span of the first d eigenvectors of Σ̂i(h).

Note that T̂i is a local estimator, in the sense that it is
(
(Xj −Xi)1Xj∈B(Xi,h)

)
1≤j≤n

-measurable.

For a suitable choice of h, the following proposition provides guarantees on the principal angle be-
tween TXiM and T̂i. In what follows, given two linear subspaces T, T ′ ⊂ RD, the principal angle
between them is

∠(T, T ′) := ∥πT − πT ′∥op ,

where ∥A∥op := sup∥x∥≤1 ∥Ax∥ stands for the operator norm of A ∈ Rn×n.

Proposition 3.2 (Tangent Space Estimation). Let h =
(
Cd

f4
max

f5
min

logn
n−1

) 1
d
, for a large enough constant

Cd. For n large enough so that h ≤ τmin
32 ∧ τ∂,min

3 ∧ τmin√
d
, with probability larger than 1− 2

(
1
n

) 2
d , we

have

max
1≤i≤n

∠(TXiM, T̂i) ≤ Cd
fmax

fmin

h

τmin
.

A proof of Proposition 3.2 can be found in Appendix B.1. In what follows, we shall always
choose h and n large enough as in Proposition 3.2.

3.1.3 Detection Method and Normal Vector Estimation

Now, for a local (but macroscopic) scale R0 > 0, a detection radius ρ > 0 and a local bandwidth
r > 0, we compute the d-dimensional Voronoi diagrams of (πT̂i

(B(Xi, R0) ∩ Xn − Xi))1≤i≤n and
define our boundary observations detection procedure as follows.

Definition 3.3 (Boundary Observations). For i ∈ {1, . . . , n}, we let JR0,r,ρ(Xi) be the set of r-
neighbors Xj of Xi for which Xi has a ρ-large Voronoi cell in the projected Voronoi diagram at Xj .
That is, writing

Vor
(j)
R0,ρ

(Xi) :=
{
O ∈ T̂j

∣∣∣B̊(O, ∥O − πT̂j
(Xi −Xj)∥

)
∩ πT̂j

(B(Xj , R0) ∩ Xn −Xj) = ∅
}
,

we define

JR0,r,ρ(Xi) :=
{
Xj ∈ B(Xi, r) ∩ Xn

∣∣∣Vor(j)R0,ρ
(Xi) ∩ B̊T̂j

(πT̂j
(Xi −Xj), ρ)

c ̸= ∅
}
.

The set of boundary observations YR0,r,ρ ⊂ Xn is then defined as the set of data points that have
at least one such large Voronoi cell:

YR0,r,ρ := {Xi ∈ Xn | JR0,r,ρ(Xi) ̸= ∅}. (2)
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Remark 3.4. Detecting boundary observations requires to compute n Voronoi diagrams in di-
mension d. Note that this step does not depend on the ambient dimension D, and can run in
parallel.

This strategy also provides a natural way to estimate unit normal outward-pointing vectors. For

this, given a boundary observation Xi ∈ YR0,r,ρ, we simply consider directions in which Vor
(j)
R0,ρ

(Xi)
is ρ-wide (see Figure 3). A formal definition goes as follows.

Definition 3.5 (Normal Vector Estimator). For Xi ∈ YR0,r,ρ and Xj ∈ JR0,r,ρ(Xi), let

Ω
(j)
R0,r,ρ

∈ argmin
{∥∥∥Ω− πT̂j

(Xi −Xj)
∥∥∥ ∣∣∣Ω ∈ Vor

(j)
R0,ρ

(Xi) ∩ B̊T̂j
(πT̂j

(Xi −Xj), ρ)
c
}
.

The estimator of the unit normal outward-pointing vector in T̂j is defined as

η̃
(j)
i :=

Ω
(j)
R0,r,ρ

− πT̂j
(Xi −Xj)∥∥∥Ω(j)

R0,r,ρ
− πT̂j

(Xi −Xj)
∥∥∥ .

The final estimator of the unit outward-pointing normal vector at Xi is then defined as

η̃i :=
1

#JR0,r,ρ(Xi)

∑
j∈JR0,r,ρ

(Xi)

η̃
(j)
i . (3)

Remark 3.6. Let us mention that the choice of Ω
(j)
R0,r,ρ

in Definition 3.5 has been made to ensure

measurability. As will be clear in the proofs (see Lemma 6.4), any choice of Ω ∈ Vor
(j)
R0,ρ

(Xi) ∩
B̊T̂j

(πT̂j
(Xi −Xj), ρ)

c witnessing to the ρ-width of the Voronoi cell would lead to the same normal
estimation rates as η̃i.

As expected, when localization radii are chosen properly, Theorem 3.7 below provides quanti-
tative bounds for boundary detection and normal estimation.

Theorem 3.7 (Guarantees for Boundary Detection and Normals). Take R0 ≤
τmin∧τ∂,min

40 . Define

r− :=
√

(τmin ∧ τ∂,min)R0

(
cd
f5max log n

f6minnR
d
0

) 1
d+1

, r+ :=
R0

12
, and ρ− :=

R0

4
=:

ρ+
2

Then, for n large enough, with probability at least 1− 4n−
2
d , we have that for all ρ ∈ [ρ−, ρ+] and

r ∈ [r−, r+]:

(i) If ∂M = ∅, then YR0,r,ρ = ∅;

(ii) If ∂M ̸= ∅ then:

(a) For all Xi ∈ YR0,r,ρ,

d(Xi, ∂M) ≤ 2r2

τmin ∧ τ∂,min
;

(b) For all x ∈ ∂M ,
d(x,YR0,r,ρ) ≤ 3r;



11

(c) For all Xi ∈ YR0,r,ρ,

∥ηπ∂M (Xi) − η̃i∥ ≤ 20r√
R0(τmin ∧ τ∂,min)

.

Remark 3.8. Key quantities in Theorem 3.7 are the scale R0 and the local bandwith r, that need
to be carefully tuned in practice. Whenever prior information on the reaches τmin and τ∂,min is

at hand, we may choose R0 as large as
τmin∧τ∂,min

40 . Then, an optimal choice r = r− leads to the
bounds:

(ii)a For all Xi ∈ YR0,r,ρ,

d(Xi, ∂M) ≤ τmin ∧ τ∂,min

(
Cd
f5max

f5min

log n

nfmin(τmin ∧ τ∂,min)d

) 2
d+1

,

(ii)b For all x ∈ ∂M ,

d (x,YR0,r,ρ) ≤ τmin ∧ τ∂,min

(
Cd
f5max

f5min

log n

nfmin(τmin ∧ τ∂,min)d

) 1
d+1

,

(ii)c For all Xi ∈ YR0,r,ρ,

∥ηπ∂M (Xi) − η̃i∥ ≤
(
Cd
f5max

f5min

log n

nfmin(τmin ∧ τ∂,min)d

) 1
d+1

.

The proof of Theorem 3.7 is given in Section 6.1. In a nutshell, Item (i) guarantees that no
false positive occur if ∂M = ∅. On the other hand, if ∂M ̸= ∅, for ε ≍ (log n/n)1/(d+1) and
optimal choices of r− and R0, Items (ii)a and (ii)b ensure that YR0,r,ρ is an O(ε)-covering of ∂M
that consists of points O(ε2)-close to ∂M . In the convex case τmin = ∞, taking the convex hull of
YR0,r,ρ — similarly to [25] — would result in an O(ε2)-approximation of M , and the boundary of
this convex hull in an O(ε2)-approximation of ∂M . Finally, Item (ii)c asserts that the estimated
normals at boundary observations are O(ε)-precise.

If no prior information on τM and τ∂M are available, choosing R0 = (log n)−1 would meet the re-

quirements of Theorem 3.7 for n large enough. As well, choosing r =
√
R0 log n

(
log n/(nRd

0)
)1/(d+1)

would asymptotically meet the requirements of Theorem 3.7. Both of these choices incur an extra
log n factor in the bounds.

Still based on YR0,r,ρ, we extend this “hull” construction to the non-convex case by leveraging
the additional tangential (Proposition 3.2) and normal (Theorem 3.7 (ii)c) estimates, to provide
estimators of M and ∂M .

3.2 Boundary Estimation

Assume that ∂M ̸= ∅. Then ∂M is a (d − 1)-dimensional C2-submanifold without boundary.
Therefore, using manifold estimators of [2, 3, 36] designed for the empty boundary case with input
points YR0,r,ρ seems relevant. We choose to focus on the manifold estimator proposed in [2], based
on the Tangential Delaunay Complex [11], as it also provides a topologically consistent estimation.
This procedure, as well as the aforementioned two others, takes as input boundary points but also
estimates of the tangent spaces (of the boundary). Thus, a preliminary step is to provide estimators
for the boundary tangent spaces at points of YR0,r,ρ.
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Definition 3.9 (Boundary’s Tangent Space Estimator). For all Xi ∈ YR0,r,ρ, T̂∂,i is defined as the

orthogonal complement of πT̂i
(η̃i) in T̂i. That is,

T̂∂,i := (πT̂i
(η̃i))

⊥ ∩ T̂i.

A straightforward consequence of Proposition 3.2 and Theorem 3.7 is that the estimator T̂∂,i is
a O

(
(log n/n)1/(d+1)

)
-approximation of Tπ∂M (Xi)∂M , for any Xi ∈ YR0,r,ρ.

Corollary 3.10 (Boundary’s Tangent Space Estimation). Under the assumptions of Proposi-

tion 3.2 and Theorem 3.7 we have, for n large enough, with probability larger than 1− 4n−
2
d ,

max
Xi∈YR0,r,ρ

∠(Tπ∂M (Xi)∂M, T̂∂,i) ≤
20r√

(τmin ∧ τ∂,min)R0

.

Thus, choosing R0 =
τmin∧τ∂,min

40 and r = r− yields

max
Xi∈YR0,r−,ρ

∠(Tπ∂M (Xi)∂M, T̂∂,i) ≤
(
Cd
f5max

f5min

log n

nfmin(τmin ∧ τ∂,min)d

) 1
d+1

.

A short proof can be found in Appendix B.2, that connects ∠(Tπ∂M (Xi)∂M, T̂∂,i) to ∠(TXiM, T̂i)
and ∠(ηπ∂M (Xi),η̃i). The estimation rate for Tπ∂M (Xi)∂M is then driven by the larger of these
quantities, i.e. ∠(ηπ∂M (Xi), η̃i) according to Proposition 3.2 and Theorem 3.7.

Equipped with Corollary 3.10, we are now in position to provide an estimator for ∂M . Following
[2], we let ε = C

τ∂,min

R0
r, where r and R0 are chosen as in Theorem 3.7, and let Y∂ denote an ε-

sparsification of YR0,r,ρ, i.e. a subset of YR0,r,ρ that forms an ε-covering of YR0,r,ρ with ε-separated
points. Such a sparsification can be obtained by running the farthest point sampling algorithm
over YR0,r,ρ, and it results in a 2ε-covering of ∂M , according to Theorem 3.7. We also denote by T∂

the collection of T̂∂,i’s, for Xi ∈ Y∂ , and define our estimator of ∂M as the (weighted) Tangential
Delaunay Complex [11] based on (Y∂ ,T∂):

∂̂M := Delω∗(Y∂ ,T∂).

Since ∂M has no boundary, [2, Theorem 4.4] applies and yields the following reconstruction result.

Theorem 3.11 (Boundary Estimation – Upper Bound). Provided that ∂M ̸= ∅ and under the
assumptions of Proposition 3.2 and Theorem 3.7, we have for n large enough, with probability
larger than 1− 4n−

2
d ,

(i) dH(∂M, ∂̂M) ≤ Cd
τ∂,min

R2
0
r2,

(ii) ∂M and ∂̂M are ambient isotopic.

As a consequence, for n large enough, choosing R0 =
τmin∧τ∂,min

40 and r = r−, we have

E
[
dH(∂M, ∂̂M)

]
≤ Cdτ∂,min

(
f5max

f5min

log n

nfmin(τmin ∧ τ∂,min)d

) 2
d+1

.
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The proof derives from a direct application of the reconstruction result of [2, Theorem 4.4],
the assumptions of which hold with high probability, according to the distance bounds of Theo-
rem 3.7 (ii)a and (ii)b and the angle bounds of Corollary 3.10.

Note that the ambient dimension D plays no role in Theorem 3.11, neither in the assumptions,
the rate nor the constants. Interestingly, it assesses the topological correctness of our estimator
∂̂M , showing the particular interest of estimators based on simplicial complexes. Choosing the
largest possible R0, i.e. R0 =

τmin∧τ∂,min

40 , and r = r−, Theorem 3.11 provides an upper bound on

dH(∂M, ∂̂M) with high probability, uniformly over the class Pd,D
τmin,τ∂,min(fmin, fmax) introduced in

Definition 2.11. This uniform convergence rate is in line with the estimation rateO
(
(log n/n)2/(d+1)

)
for boundary estimation given by [41, 25], under convexity-type assumptions in the full dimensional
case. Letting τmin = ∞, the convex case can even be seen of as a sub-case of our class of distri-
butions, since Pd,D

τmin,τ∂,min(fmin, fmax) ⊃ Pd,D
∞,τ∂,min(fmin, fmax). In fact, even in this simpler case, we

can show that the rate O
(
(log n/n)2/(d+1)

)
is minimax over the class of convex submanifolds.

Theorem 3.12 (Boundary Estimation – Lower Bound). Assume that fmin ≤ cd/τ
d
∂,min and c′d/τ

d
∂,min ≤

fmax for some small enough cd, (c
′
d)

−1 > 0. Then for all n ≥ 1,

inf
B̂

sup
P∈Pd,D

∞,τ∂,min
(fmin,fmax)

EPn

[
dH
(
∂M, B̂

)]
≥ Cdτ∂,min

1 ∧

(
1

fminτd∂,minn

) 2
d+1

 .

A proof of Theorem 3.12 is given in Section 6.5 and relies on standard bayesian arguments.
Since for all τmin > 0, Pd,D

∞,τ∂,min(fmin, fmax) ⊂ Pd,D
τmin,τ∂,min(fmin, fmax), Theorem 3.12 and The-

orem 3.15 together ensure that our boundary estimation procedure is minimax over the class
Pd,D
τmin,τ∂,min(fmin, fmax), up to log n factors. From a statistical viewpoint, these two results show

that estimating the boundary under reach conditions on M is not more difficult than estimating
the boundary in the convex case.

3.3 Boundary-Adaptive Manifold Estimation

If ∂M = ∅, it is known that M can be estimated optimally by local linear patches [3]. That

is, choosing εM̊ =
(
Cd

f4
max logn
f5
minn

)1/d
, and estimating M via the union of tangential balls M̂ =⋃n

i=1Xi + BT̂i
(0, εM̊ ) leads to dH(M, M̂) ≤ Cdfmaxε

2
M̊
/(fminτmin) [3, Theorem 6], recovering the

minimax rate O
(
(log n/n)2/d

)
over the class of C2 manifolds without boundary [33].

If ∂M ̸= ∅ and Xi is close to ∂M , a tangential ball Xi +BT̂i
(0, εM̊ ) may go past ∂M along the

normal direction ηπ∂M (Xi), leading to a poor approximation of M in terms of Hausdorff distance.
In this case, replacing Xi + BT̂i

(0, εM̊ ) by a tangential half-ball oriented at the opposite of the
outward-pointing normal vector ηπ∂M (Xi) seems more appropriate. We formalize this intuition as
follows.

Let YR0,r,ρ denote the detected boundary observations of Definition 3.3. These points will
generate half-balls, with radius ε∂M , that will roughly approximate the inward slabM∩B(∂M, ε∂M )
of radius ε∂M . To approximate the remaining part of M , we further define the ε∂M -inner points as

Y̊ε∂M := {Xi ∈ Xn | d(Xi,YR0,r,ρ) ≥ ε∂M/2} . (4)

Then, the manifold M may be reconstructed as follows (see Figure 4).
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Definition 3.13 (Boundary-Adaptive Manifold Estimator). Given some scale parameters εM̊ and

ε∂M , the manifold estimator M̂ := M̂Int ∪ M̂∂ , is defined as

M̂Int :=
⋃

Xi∈Y̊ε∂M

Xi +BT̂i
(0, εM̊ ),

M̂∂ :=
⋃

Xi∈YR0,r,ρ

(
Xi +BT̂i

(0, ε∂M )
)
∩ {z, ⟨z −Xi, η̃i⟩ ≤ 0},

with

� the T̂i’s being the estimated tangent spaces from Proposition 3.2,

� the η̃i’s being the estimated of the outward-pointing normals from Theorem 3.7.

ε∂M εM̊

Figure 4: The local linear estimator M̂ from Definition 3.13 for d = 1 and D = 2: M̂∂ corresponds
to the union of the two blue segments, and M̂Int to that of the black segments.

Note that M̂ is adaptive in the sense that it does not require information about emptiness of
∂M . If ∂M = ∅, then YR0,r,ρ = ∅ with high probability (Theorem 3.7 (i)). In this case M̂ coincides
(with high probability) with the estimator from [3], which is minimax over the class of boundariless
C2-manifolds. Theorem 3.14 below extends the error bound for M̂ whenever ∂M ̸= ∅.

Theorem 3.14 (Estimation with Boundary – Upper Bound). Choose (R0, r, ρ) as in Theorem 3.7,
set

εM̊ =

(
Cd

log n

fminn

) 1
d

and ε∂M = 18r.

Then for n large enough, with probability larger than 1− 4n−
2
d , we have

dH(M, M̂) ≤ Cd

{
(fmax/fmin)

4
d
+1ε2

M̊
/τmin if ∂M = ∅,

ε2∂M/R0 if ∂M ̸= ∅.

As a consequence, for n large enough, with R0 =
τmin∧τ∂,min

40 and r = r−, it holds

E
[
dH(M,M̂)

]
≤ Cd



τmin

(
f
2+d/2
max

f
2+d/2
min

log n

fminτdminn

) 2
d

if ∂M = ∅,

(τmin ∧ τ∂,min)

(
f5max

f5min

log n

fmin(τmin ∧ τ∂,min)dn

) 2
d+1

if ∂M ̸= ∅.

A proof of Theorem 3.14 is given in Section 6.4. Again, note that Theorem 3.14 is com-
pletely oblivious to the ambient dimension D. In the empty boundary case, M̂ achieves the rate
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O
(
(log n/n)2/d

)
, which is minimax [33]. Whenever ∂M is not empty, the given convergence rate

of M̂ coincides with that of ∂̂M for boundary estimation (Theorem 3.11), as well as that of [25,
Corollary 1] for convex domains, and that of [41, Theorem 3] for r-convex domains. Note that these
last two convexity-type assumptions are stronger than the bounded reach assumption for M and
∂M , so that Theorem 3.14 generalizes [25, 41]. As for the boundary estimation problem, we show
that this rate O

(
(log n/n)2/d

)
is in fact minimax optimal over the class of d-dimensional convex

domains (i.e. τmin = ∞), up to log n factors.

Theorem 3.15 (Manifold Estimation – Lower Bounds).

(Boundaryless) Assume that fmin ≤ cd/τ
d
min and c′d/τ

d
min ≤ fmax, for some small enough cd, (c

′
d)

−1 > 0. If
d ≤ D − 1, then for all n ≥ 1,

inf
M̂

sup
P∈Pd,D

τmin,∞(fmin,fmax)

EPn

[
dH
(
M,M̂

)]
≥ Cdτmin

{
1 ∧

(
1

fminτdminn

) 2
d

}
.

(Convex) Assume that fmin ≤ cd/τ
d
∂,min and c′d/τ

d
∂,min ≤ fmax, for some small enough cd, (c

′
d)

−1 > 0.
Then for all n ≥ 1,

inf
M̂

sup
P∈Pd,D

∞,τ∂,min
(fmin,fmax)

EPn

[
dH
(
M, M̂

)]
≥ Cdτ∂,min

1 ∧

(
1

fminτd∂,minn

) 2
d+1

 .

The proof of Theorem 3.15 relies on the same bayesian arguments as Theorem 3.12 (see Sec-
tion 6.5). The first point is a slight refinement of the C2 case of [3, Theorem 7], as it exhibits the
dependency on τmin and fmin of the minimax rates over the class of C2 manifolds without boundary.
Note also that in this case, the assumption d ≤ D − 1 clearly is necessary for the model not to be
empty.

Interestingly, this shows that the upper bound given in Theorem 3.14 for the empty boundary
case is sharp with respect to τmin. The second point of Theorem 3.15 provides the minimax rate
for manifold estimation over the class of convex domains whose boundary has bounded reach.
In terms of sample size, this shows that our estimator has the best possible convergence rate
O
(
(log n/n)2/(d+1)

)
(up to log n factors) in the convex case, as well as the two procedures of

[25, 41]. As for the boundary estimation problem, this result intuitively carries the message that
estimating a manifold with boundary under reach conditions is not more difficult than estimating
a d-dimensional convex C2-domain. In other words, for ∂M ̸= ∅ and a fixed boundary’s convexity
radius τ∂,min, no additional gain can be expected from requiring a large convexity radius for the
manifold (driven by τmin). At last, Theorem 3.14 shows that the given dependency on the reach
boundary τ∂,min is sharp, at least in the case where τ∂,min ≤ τmin. Whether the tradeoff between
τmin and τ∂,min exhibited in Theorem 3.14 is sharp in general remains an open question.

4 Conclusion and Further Perspectives

Both generalizing over full dimensional C2 domains and boundaryless C2-submanifolds, this work
derives nearly tight minimax upper and lower bounds for C2-submanifold estimation with possibly
non-empty C2 boundary. Both the boundary estimator and the manifold estimator exhibit rates
that are independent of the ambient dimension, which is of critical interest in the regime d≪ D to
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achieve efficient dimensionality reduction. To our knowledge, this is the first instance of a statistical
study dealing with general submanifold with boundary.

On the geometric side, a significant further direction of research pertains to manifold estima-
tion with boundary in smoother models than C2, such as those introduced in [3]. Beyond Hausdorff
minimax optimality, an interesting feature of the boundary estimator of Theorem 3.11 is its topo-
logical exactness. This property is made possible by the fact that ∂(∂M) = ∅ and the existence of
constructive triangulations that reconstruct boundaryless submanifolds (see [2, Theorem 4.4]). In
contrast, topologically exact reconstruction methods of manifolds with boundary are only known
in the specific case of isomanifolds (see [14, Theorem 43]), which led us to stick to an unstructured
estimator with linear patches in this case (see Theorem 3.14).

On the statistical side, a major limitation of this work is the absence of noise. The pro-
posed method would exhibit the same rates if noise of amplitude σ ≪ (log n/n)2/d1∂M=∅ +
(log n/n)2/(d+1)

1∂M ̸=∅ is added, but it is likely to fail otherwise as it is based on the data points
themselves. Such instabilities are common in the geometric inference literature [19, 1, 9, 22], and
noise is often assumed to vanish as n goes to ∞. However, a recent line of works in the boundariless
case exhibited various iterative denoising procedures that tend to relax this assumption. See for
instance [28, 39, 7]. Whether such algorithms could be adapted for ∂M ̸= ∅ is of particular interest.
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5 Geometric Properties of Manifolds with Boundary

This section gathers geometric results that will be of use in the main derivations. For the sake of
completeness, proofs of these results are given in Appendix A. Throughout the proof sections, GD,d

stands for the Grassmannian — i.e. the space of d-dimensional linear subspaces of RD —, and dS
for the geodesic distance of S ⊂ RD.

5.1 Geodesics and Tangent Spaces

We begin with a result that connects geodesic and Euclidean distance.

Lemma 5.1 (Geodesic Bounds). Let p, q ∈M such that ∥p− q∥ ≤ τmin. Then

∥p− q∥ ≤ dM (p, q) ≤ 2∥p− q∥.

A short proof is given in Appendix A.1. This result is well-known in the empty boundary case
(see [2, Proposition 8.6]). In the general case, Lemma 5.1 follows from [13, Lemma 3]. The last
result of this section connects tangent spaces variations with the geodesic distance between their
base points.

Proposition 5.2 (Tangent Space Stability). Let M ∈ Md,D
τmin,τ∂,min. Then, for x, y ∈M ,

∠(TxM,TyM) ≤ dM (x, y)/τM .

If ∂M ̸= ∅, then for all p, q ∈ ∂M ,

∠(Tp∂M, Tq∂M) ≤ d∂M (p, q)/τ∂M .
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A proof of Proposition 5.2 is given in Appendix A.1. Combining the two angle bounds from
Proposition 5.2 easily yields a bound on the angle between the linear spaces span(ηp) and span(ηq),
for p, q ∈ ∂M . Actually, making use of the structure of normal cones, a bound on ∥ηp − ηq∥ can be
derived, as presented below.

Proposition 5.3 (Normal Vector Stability). Let M ∈ Md,D
τmin,τ∂,min. Then for all p, q ∈ ∂M such

that ∥p− q∥ ≤ (τM ∧ τ∂M )/32, we have

∥ηp − ηq∥ ≤ 9∥p− q∥/(τM ∧ τ∂M ).

A proof of Proposition 5.3 may be found in Appendix A.1.

5.2 Projections

Projections onto tangent spaces and normal directions play a key role in the estimation schemes
on this work. First, we adapt [26, Theorem 4.18] to the case where a small perturbation of the
tangent space is allowed.

Proposition 5.4 (Tangent and Normal Components of Increments). Let x, y ∈M , and T ∈ GD,d

be such that ∠(TxM,T ) ≤ θ. Write (x − y)T and (x − y)⊥ for the orthogonal projection of x − y
onto T and T⊥ respectively. Then,

∥(y − x)⊥∥ ≤ ∥y − x∥ (θ + ∥y − x∥ /(2τmin)) ,

∥(y − x)T ∥ ≥ ∥y − x∥ (1− θ − ∥y − x∥ /(2τmin)) .

A proof of Proposition 5.4 is given in Appendix A.2. The following result ensures that estimates
of the normal direction to the boundary may be derived from a suitable tangent space estimator.

Proposition 5.5 (Normals from Tangent Spaces). Let x ∈ ∂M , and T ∈ GD,d such that ∠(TxM,T ) <
1. Then T ∩Nor(x,M) contains a unique unit vector η, and it satisfies

∥η − ηx∥ ≤
√
2∠(TxM,T ).

A proof of Proposition 5.5 can be found in Appendix A.2. The remaining results of this section
describe the structure of the projection of balls onto perturbed tangent spaces. We begin by
investigating the case where the center of the ball is not on the boundary.

Lemma 5.6 (Far-Boundary Balls). Let R ≤ τmin/16, x ∈ M , and T ∈ GD,d be such that
∠(TxM,T ) ≤ θ ≤ 1/8. If d(x, ∂M) > 0 (with the convention d(x, ∅) = +∞), then

BT

(
0,

4

5
min {R,d(x, ∂M)}

)
⊂ πT (B(x,R) ∩M − x).

A proof of Lemma 5.6 is given in Appendix A.3. Next, Lemma 5.7 describes πT (B(x,R)∩M−x)
whenever x is a boundary point.

Lemma 5.7 (Near-Boundary Balls). Assume that ∂M ̸= ∅. Let x ∈ ∂M and T ∈ GD,d be such
that ∠(TxM,T ) ≤ θ ≤ 1/8. Denote by η̂ the unit vector of T ∩ Nor(x,M), choose R ≤ τmin/16
and r ≤ min {2R/5, 7τ∂,min/5}.

Then, writing Oin := −rη̂ and Oout := rη̂, we have

B(Oin, r) ∩ T ⊂ πT (B(x,R) ∩M − x) ⊂ B̊(Oout, r)c ∩ T.
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A proof of Lemma 5.7 may be found in Appendix A.3. A consequence of Lemma 5.7 is the
following Corollary 5.8, that will be useful in the proof of Theorem 6.1.

Corollary 5.8 (Parallelism of Projected Normals). Assume that ∂M ̸= ∅. Let x ∈M be such that
d(x, ∂M) < τmin/16, and y ∈ RD. For T ∈ GD,d, let x∗ ∈ πy+T (∂M ∩ B(x, τmin/16)) be any point
such that

∥x∗ − πy+T (x)∥ = d(πy+T (x), πy+T (∂M ∩ B(x, τmin/16)),

and
x′ ∈ ∂M ∩ B(x, τmin/16) such that πy+T (x

′) = x∗.

If ∠(Tx′M,T ) ≤ 1/8, then Nor(x′,M) ∩ T contains a unique unit vector η∗(x′), and

x∗ − πy+T (x) = ∥x∗ − πy+T (x)∥ η∗(x′).

A proof of Corollary 5.8 is given in Appendix A.3.

5.3 Covering and Volume Bounds

This last preliminary section provides probabilistic bounds on the sampling density of Xn inM , and
bounds on the volume of intersection of balls. They will drive the convergence rates of Theorem 3.7.
First, we adapt [2, Lemma 9.1] to the non empty boundary case.

Lemma 5.9 (Sampling Density Bound). Let ε1 =
(
Cd

logn
fminn

) 1
d
, for Cd large enough. Then, for n

large enough so that ε1 ≤ τmin
16 ∧ τ∂,min

2 , we have, with probability larger than 1− n−3,

dH(M,Xn) ≤ ε1.

A proof of Lemma 5.9 is given in Appendix A.4. It guarantees that the convergence rate of the
sample Xn, seen as a Hausdorff estimator of M , is the same as in the empty boundary case. Next,
Lemma 5.10 below provides bounds on the mass of projected intersection of balls.

Lemma 5.10 (Mass of Intersection of Curved Balls). Let x ∈ M , and T ∈ GD,d. Let O ∈ T , and

r,R ≥ 0 be such that BT (O, r) ⊂ πT (B(x,R) ∩M − x). For A ≥ C ′
dr

1−d
2 , write

h =

(
Cdf

4
max log n

f5min(n− 1)

) 1
d

, and ε2 =

(
A
f4max log n

f5min(n− 1)

) 2
d+1

.

Then for n large enough, for all ρ ≥ r and Ω ∈ T such that ∥Ω−O∥ ≤ r + ρ− ε2,∫
M∩(B(x,R)\B(x,h))

1πT (u−x)∈B(O,r)∩B(Ω,ρ)f(u)Hd(du) ≥ Ar
d−1
2 C ′′

d

f4max log n

f4min(n− 1)
.

A proof of Lemma 5.10 can be found in Appendix A.4. From a sampling point of view, it
will ensure that such intersections of (projected) balls will contain at least one sample point with
high probability. This point will allow to detect and characterize the boundary observations (see
Theorem 6.1).
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6 Proofs Outline

6.1 Proof of Theorem 3.7

The main boundary detection result is based on the following geometric and purely deterministic
result.

Theorem 6.1 (Deterministic Layout for Boundary Detection and Normals). Let

R0 ≤
τmin

32
, r0 ≤

R0 ∧ τ∂,min

4
, r ≤ R0

12
,

θ ≤ 1

24
, ε1 ≤

r

4
, ε2 ≤

r0
120

∧ r2

τmin ∧ τ∂,min
,

and 3r ≤ ρ− < ρ+ ≤
τmin ∧ τ∂,min

80
.

Assume that we have:

1. A point cloud Xn ⊂M such that dH(M,Xn) ≤ ε1,

2. Estimated tangent spaces Tj such that max1≤j≤n∠(TXjM,Tj) ≤ θ.

For x ∈ ∂M and j ∈ {1, . . . , n} such that ∠(TxM,Tj) < 1, write η∗j (x) for the unit vector of
Nor(x,M)∩Tj (see Proposition 5.5). Defining Yj := πTj (B(Xj , R0)∩Xn−Xj), assume furthermore
that:

3. For all x ∈ ∂M and Xj ∈ Xn ∩ B(x, 2r), for all ρ ≥ ρ− and Ω ∈ Tj such that ∥Ω −
(πTj (x−Xj)− r0η

∗
j (x))∥ ≤ r0 + ρ− ε2 we have B(Ω, ρ) ∩ Yj ̸= ∅.

Then for all ρ ∈ [ρ−, ρ+], using notation of Definitions 3.3 and 3.5, the following holds:

(i) If ∂M = ∅, then YR0,r,ρ = ∅.

(ii) If ∂M ̸= ∅, then,

(a) For all Xi ∈ YR0,r,ρ,

d(Xi, ∂M) ≤ 2r2

τmin ∧ τ∂,min
,

(b) For all x ∈ ∂M ,
d(x,YR0,r,ρ) ≤ 3r.

(c) For all Xi ∈ YR0,r,ρ with associated Xj ∈ JR0,r,ρ(Xi) and witness Ω ∈ Vor
(j)
R0,ρ

(Xi) ∩
B̊Tj (πTj (Xi −Xj), ρ)

c,

∥ηπ∂M (Xi) − η̃
(j)
i ∥ ≤ 4θ + 8

√
τmin ∧ τ∂,min

ρ ∧ r0
r

τmin ∧ τ∂,min
.

A proof of Theorem 6.1 is given in the following Section 6.2. Now, with a random sample Xn,
it remains to ensure that the conditions of Theorem 6.1 are fulfilled with high probability. This is
what the following proposition states.



20

Proposition 6.2. Fix R0 ≤
τmin∧τ∂,min

40 , define ρ− = r0 =
R0
4 , ρ+ = R0

2 , and set

ε2 = r0

(
Cd
f5max

f5min

log n

fmin(n− 1)rd0

) 2
d+1

.

Then for n large enough, the following statements hold with probability larger than 1 − 3n−
2
d : for

all i ∈ {1, . . . , n},

(i) ∠(TXiM, T̂i) ≤
1

τmin

(
Cd
f4+d
max

f5+d
min

log n

n

) 1
d

≤ 1/24;

(ii) for all (x,Ω) ∈ (B(Xi, r0) ∩ ∂M)× T̂i,

∥Ω− (πT̂i
(x−Xi)− r0η

∗
i (x))∥ ≤ r0 + ρ− ε2 ⇒ B(Ω, ρ) ∩ Yi ̸= ∅,

where η∗i (x) denotes the unique unit vector of Nor(x,M) ∩ T̂i (see Proposition 5.5) .

A proof of Proposition 6.2 is given in Section 6.3.

Proof of Theorem 3.7. Combining Proposition 6.2 and Lemma 5.9 ensures that the requirements
of Theorem 6.1 are fulfilled, with probability larger than 1−4n−2/d for n large enough, by choosing
Ti = T̂i and the following set-up:

R0 ≤
τmin ∧ τ∂,min

40
,

R0

2
= ρ+ ≥ ρ ≥ ρ− = r0 =

R0

4
,

ε1 =

(
Cd

log n

fminn

) 1
d

, ε2 = r0

(
Cd
f5max

f5min

log n

fminnrd0

) 2
d+1

,√
(τmin ∧ τ∂,min)ε2 = r− ≤ r ≤ r+ =

R0

12
.

6.2 Proof of Theorem 6.1

We decompose the proof into three intermediate results. As a first step, we prove that the sample
points witnessing for boundary observations — i.e. points Xj making JR0,r,ρ(Xi) nonempty, see
(2) —, must be close to ∂M . In fact, we show that they must be among points Xj on which the
Assumption 3 of Theorem 6.1 holds.

Lemma 6.3. Under the assumptions of Theorem 6.1, if Xj ∈ JR0,r,ρ(Xi), then ∂M ̸= ∅ and

d(Xj , ∂M) ≤ 2r.

Proof of Lemma 6.3. Suppose that Xi is detected in the tangent space Tj . Then ∥Xi −Xj∥ ≤ r,
and there exists Ω ∈ Tj such that

∥∥Ω− πTj (Xi −Xj)
∥∥ ≥ ρ ≥ ρ− and Yj∩B(Ω,

∥∥Ω− πTj (Xi −Xj)
∥∥) =

∅. Since
∥∥πTj (Xi −Xj)

∥∥ ≤ r, it follows that ∥Ω∥ ≥ ρ−−r ≥ 2r > r+ε1. Hence, define u := Ω/ ∥Ω∥,
and x := Xj + (r + ε1)u. As ∥Ω− (x−Xj)∥ = ∥Ω∥ − r − ε1 ≤

∥∥Ω− πTj (Xi −Xj)
∥∥− ε1, we get

(B(x, ε1)−Xj) ∩ Yj ⊂ B
(
Ω,
∥∥Ω− πTj (Xi −Xj)

∥∥) ∩ Yj = ∅. (5)

From Equation (5), we now deduce that x−Xj /∈ πTj (B(0, R0)∩ (M−Xj)). Indeed, if that was not
the case, there would exist y ∈M ∩B(Xj , R0) such that πTj (y−Xj) = x−Xj . As dH(M,Xn) ≤ ε1,
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there exists Xk ∈ B(y, ε1) ∩ Xn. Since ∥y −Xj∥ ≤ R0 ≤ τmin/32 and θ ≤ 1/24, Proposition 5.4
yields that

∥Xk −Xj∥ ≤ ε1 + ∥y −Xj∥ ≤ ε1 +
∥x−Xj∥

1− θ − ∥y−Xj∥
2τmin

≤ ε1 +
192

181
(r + ε1) ≤ R0,

and thus Xk ∈ B(Xj , R0). By definition of Yj , this leads to πTj (Xk −Xj) ∈ Yj , and since∥∥πTj (Xk −Xj)− (x−Xj)
∥∥ =

∥∥πTj (Xk − y)
∥∥ ≤ ∥Xk − y∥ ≤ ε1,

we get πTj (Xk −Xj) ∈ Yj ∩ (B(x, ε1)−Xj), which contradicts Equation (5). As a result, x−Xj /∈
πTj (B(0, R0) ∩ (M −Xj)), so that Lemma 5.6 asserts that

4

5
min {R0 − 2ε1,d(Xj , ∂M)} < ∥x−Xj∥ = r + ε1.

As 4(R0 − 2ε1)/5 ≥ R0/4 ≥ r + ε1 by assumption, the above inequality yields that d(Xj , ∂M) ≤
5(r + ε1)/4 ≤ 2r <∞, and in particular that ∂M ̸= ∅, hence the result.

The next step builds upon Lemma 6.3, to guarantee that the detected boundary observations —
i.e. points Xi such that JR0,r,ρ(Xi) ̸= ∅ — are close to the boundary ∂M , and that the associated
estimated normals are close to the true normals at boundary points. In other words, we prove
Theorem 6.1 (ii)a and (ii)c.

Lemma 6.4 (Theorem 6.1 (ii)a and (ii)c). Under the assumptions of Theorem 6.1, for all Xi ∈
YR0,r,ρ,

d(Xi, ∂M) ≤ 2ε2,

and for all witness Xj ∈ JR0,r,ρ(Xi),

∥ηπ∂M (Xi) − η̃
(j)
i ∥ ≤ 4

(
θ +

√(
1

ρ
+

1

r0

)
ε2 +

4r

τmin

)
.

Proof of Lemma 6.4. To begin with, note that as Xi ∈ YR0,r,ρ has witness Xj ∈ JR0,r,ρ(Xi),
Lemma 6.3 entails that ∂M ̸= ∅. Also, since ∥Xi −Xj∥ ≤ r ≤ τmin/48, Proposition 5.2 and
Lemma 5.1 yield that

∠(TXiM,Tj) ≤ θ +
2r

τmin
≤ 1

24
+

1

24
≤ 1

12
. (6)

Furthermore, Lemma 6.3 and triangle inequality gives

d(Xi, ∂M) ≤ ∥Xi −Xj∥+ d(Xj , ∂M) ≤ 3r,

so that x′ := π∂M (Xi) ∈ ∂M satisfies ∥x′ −Xi∥ ≤ 3r ≤ R0.
Consider X∗

i ∈ argminz∈πXj+Tj
(∂M∩B(Xi,R0)) ∥z − πXj+Tj (Xi)∥ (see Figure 5). As x′ ∈ ∂M ∩

B(Xi, R0), πXj+Tj (x
′) lies in the set where the argmin defining X∗

i ranges, and hence∥∥X∗
i − πXj+Tj (Xi)

∥∥ ≤
∥∥πXj+Tj (x

′)− πXj+Tj (Xi)
∥∥ ≤

∥∥x′ −Xi

∥∥ ≤ 3r. (7)

Introduce now x ∈ ∂M ∩ B(Xi, R0) such that πTj (x − Xj) = X∗
i . From ∥x−Xi∥ ≤ R0 only,

Proposition 5.4, (6) and (7) actually guarantee that

∥x−Xi∥ ≤
∥∥X∗

i − πXj+Tj (Xi)
∥∥

1− 1
12 − ∥x−Xi∥

2τmin

≤ 4r.



22

πXj+Tj

Xj + Tj

πXj+Tj
(Xi)

Xj

M
X∗

i

Xi

∂M

Xj

R0

Xj + Tj

Figure 5: Layout for the proof of Lemma 6.4.

Applying Proposition 5.2 and Proposition A.1 yields that

∠(TxM,Tj) ≤ ∠(TxM,TXiM) + ∠(TXiM,TXjM) + ∠(TXiM,Tj)

≤ 2 ∥Xi − x∥
τmin

+
2 ∥Xj −Xi∥

τmin
+ θ

≤ 10r

τmin
+ θ. (8)

In particular, ∠(TxM,Tj) ≤ 1/8, so that Corollary 5.8 asserts that

πXj+Tj (Xi)−X∗
i = −

∥∥X∗
i − πXj+Tj (Xi)

∥∥ η∗j (x),
where η∗j (x) is the unit vector of Tj ∩Nor(x,M) (see Proposition A.7). Now, we write O := X∗

i −
r0η

∗
j (x). Recall that by definition, since Xj ∈ JR0,r,ρ(Xi), there exists Ω = πTj (Xi−Xj)+ρη̃

(j)
i ∈ Tj

such that B(Ω, ρ) ∩ Yj = ∅.
On one hand, since B(Ω, ρ) ∩ Yj = ∅, Assumption 3 of Theorem 6.1 implies that ∥Ω−O∥ ≥

r0 + ρ− ε2. On the other hand, we can develop

∥Ω−O∥ =
∥∥∥(r0 − ∥∥X∗

i − πXj+Tj (Xi)
∥∥)η∗j (x) + ρη̃

(j)
i

∥∥∥
=

√(
ρ+ r0 −

∥∥X∗
i − πXj+Tj (Xi)

∥∥)2 − 2ρ
(
r0 −

∥∥X∗
i − πXj+Tj (Xi)

∥∥)(1− ⟨η∗j (x), η̃
(j)
i ⟩
)

≤ ρ+ r0 −
∥∥X∗

i − πXj+Tj (Xi)
∥∥− ρ

(
r0 −

∥∥X∗
i − πXj+Tj (Xi)

∥∥)(1− ⟨η∗j (x), η̃
(j)
i ⟩)

ρ+ r0 −
∥∥X∗

i − πXj+Tj (Xi)
∥∥ .

Hence, combining the two above bounds on ∥Ω−O∥ solves to

∥∥X∗
i − πXj+Tj (Xi)

∥∥+ ρ
(
r0 −

∥∥X∗
i − πXj+Tj (Xi)

∥∥)(1− ⟨η∗j (x), η̃
(j)
i ⟩)

ρ+ r0 −
∥∥X∗

i − πXj+Tj (Xi)
∥∥ ≤ ε2. (9)

From Equation (9), we can now conclude readily.

� To bound d(Xi, ∂M), note that (9) gives
∥∥X∗

i − πXj+Tj (Xi)
∥∥ ≤ ε2. Therefore, Proposition 5.4

yields Theorem 6.1 (ii)a by writing

d(Xi, ∂M) ≤ ∥Xi − x∥ ≤
∥∥X∗

i − πXj+Tj (Xi)
∥∥

1− ∠(TxM,Tj)− ∥Xi − x∥ /(2τmin)
≤ 2ε2.
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� To bound ∥ηπ∂M (Xi) − η̃
(j)
i ∥, note that (9) and the fact that r0 ≥ 2ε2 also yield

1− ⟨η∗j (x), η̃
(j)
i ⟩ ≤ ρ+ r0

ρ(r0 − ε2)
ε2 ≤ 2

(
1

ρ
+

1

r0

)
ε2.

As η∗j (x) and η̃
(j)
i are both unit vectors, this leads to

∥η∗j (x)− η̃
(j)
i ∥ =

√
2(1− ⟨η∗j (x), η̃

(j)
i ⟩) ≤ 2

√(
1

ρ
+

1

r0

)
ε2. (10)

In addition, Proposition A.8 and bound (8) combine to

∥η∗j (x)− ηx∥ ≤
√
2∠(TxM,Tj) ≤

√
2

(
10r

τmin
+ θ

)
. (11)

Finally, triangle inequality yields

∥x− π∂M (Xi)∥ ≤ ∥Xi − x∥+ d(Xi, ∂M) ≤ 4ε2 ≤ (τmin ∧ τ∂,min)/32,

so that Proposition 5.3 asserts that

∥ηπ∂M (Xi) − ηx∥ ≤ 36

τmin ∧ τ∂,min
ε2 ≤ 2

√(
1

ρ
+

1

r0

)
ε2. (12)

Combining Equations (10) to (12) with triangle inequality concludes the proof of Theorem 6.1 (ii)c
and that of Lemma 6.4.

The last point (ii)b of Theorem 6.1 derives from the following lemma.

Lemma 6.5 (Theorem 6.1 (ii)b). Under the assumptions of Theorem 6.1, if ∂M ̸= ∅, then for all
x ∈ ∂M , there exists Xi ∈ YR0,r,ρ such that

d(x,YR0,r,ρ) ≤ 3r.

Proof of Lemma 6.5. Let x ∈ ∂M , and assume without loss of generality that ∥x−X1∥ = min1≤i≤n ∥x−
Xi∥. We thus have ∥x−X1∥ ≤ ε1 ≤ R0. Similarly to the proof of Lemma 6.4, define

X∗
1 ∈ argmin

z∈πX1+T1
(∂M∩B(X1,R0))

∥z −X1∥,

and take y ∈ ∂M ∩ B(X1, R0) such that πX1+T1(y) = X∗
1 . As x ∈ ∂M ∩ B(X1, R0), we have

∥X∗
1 −X1∥ ≤ ∥πX1+T1(x−X1)∥ ≤ ∥x−X1∥ ≤ ε1, so that Proposition 5.4 entails

∥y −X1∥ ≤ ε1

1− θ − R0
2τmin

≤ 2ε1.

Since θ ≤ 1/24 and ε1 ≤ τmin/120, Propositions 5.2 and A.1 yield that

∠(TyM,T1) ≤ ∠(TyM,TX1M) + ∠(TX1M,T1) ≤
2 ∥X1 − y∥

τmin
+ θ ≤ 1/8.

Hence, let η∗1(y) be the unit vector of Nor(y,M) ∩ T1 (see Proposition A.7). In turn, Lemma 5.7
applied at y asserts that

B̊y+T1

(
y + 2ρ+η

∗
1(y), 2ρ+

)
∩ πy+T1(B(y, τmin/16) ∩M) = ∅.



24

Since R0 ≤ τmin/32, B(X1, R0) ⊂ B(y, τmin/16). Moreover, πX1+T1(B(X1, R0)∩M) = (X1 − y)⊥ +
πy+T1(B(X1, R0) ∩M) and (X1 − y)⊥ = (X∗

1 − y)⊥, and hence

B̊X1+T1(X
∗
1 + 2ρ+η

∗
1(y), 2ρ+) ∩ πX1+T1(B(X1, R0) ∩M) = ∅. (13)

Since ρ ≤ 2ρ+, we deduce that B̊X1+T1(X
∗
1 + ρη∗1(y), ρ) ∩ (X1 + Y1) = ∅. Now, consider

δ := min
{
t > 0,BX1+T1

(
X∗

1 + (ρ− t)η∗1(y), ρ
)
∩ (X1 + Y1) ̸= ∅

}
,

Since for all t ≥ ε2, the point Ωt := X∗
1 −X1 + (ρ− t)η∗1(y) ∈ T1 satisfies

∥Ωt − (πT1(y −X1)− r0η
∗
1(y))∥ = r0 + ρ− t ≤ r0 + ρ− ε2,

Assumption 3 of Theorem 6.1 forces to have B(Ωt, ρ) ∩ Y1 ̸= ∅, and hence δ ≤ ε2.
By construction of δ, there exists z = πX1+T1(Xi0) ∈ ∂BX1+T1(X

∗
1 +(ρ−δ)η∗1(y), ρ)∩ (X1+Y1).

We may decompose z as z = X∗
1 +αη

∗
1(y)+βv, where v is a unit vector of T1∩ span(η∗1(y))

⊥. Since
z ∈ ∂BX1+T1(X

∗
1 + (ρ − δ)η∗1(y), ρ) and z ∈ (X1 + Y1) ⊂ B̊X1+T1(X

∗
1 + 2ρ+η

∗
1(y), 2ρ+)

c from (13),
we have

� ∥z − (X∗
1 + (ρ− δ)η∗1(y))∥ = ρ, and thus (α− ρ+ δ)2 + β2 = ρ2;

� ∥z − (X∗
1 + 2ρ+η

∗
1(y))∥ ≥ 2ρ+, and thus (α− 2ρ+)

2 + β2 ≥ 4ρ2+.

Therefore, after developing the above, we get that ∥X∗
1 − z∥2 = α2 + β2 satisfies{

∥X∗
1 − z∥2 = 2ρδ − δ2 + 2α(ρ− δ) ≤ 2ρδ + 2ρ+α,

∥X∗
1 − z∥2 ≥ 4ρ+α = 2(2ρ+α),

which yields ∥X∗
1 − z∥2 ≤ 4ρδ ≤ 4ρε2.

Also by construction, we have B̊T1(Ωδ, ρ)∩Y1 = ∅ and ∥Ωδ − πX1+T1(Xi0 −X1)∥ = ∥Ωδ − z∥ = ρ

As a result, it is clear that if ∥Xi0 −X1∥ ≤ r, then Ωδ ∈ Vor
(1)
R0,ρ

(Xi0), which yieldsX1 ∈ JR0,ρ,r(Xi0)
and hence Xi ∈ YR0,r,ρ. Therefore, it remains to prove that ∥Xi0 −X1∥ ≤ r to conclude the proof.
For this, simply write

∥πX1+T1(Xi)−X1∥ ≤ ∥z −X∗
1∥+ ∥X∗

1 −X1∥ ≤ (ε1 + 2
√
ρε2) ,

and since Xi0 ∈ B(X1, R0), Proposition 5.4 applied at X1 yields

∥Xi −X1∥ ≤ 2 (ε1 + 2
√
ρε2) ≤ r.

As a result, we can conclude the proof of Lemma 6.5 (and Theorem 6.1 (ii)b) by noting that

d(x,YR0,ρ,r) ≤ ∥x−Xi0∥ ≤ ∥x−X1∥+ ∥X1 −Xi0∥ ≤ 3r.

6.3 Proof of Proposition 6.2

Without loss of generality we fix i = 1, and work conditionally on X1. Let A1 denote the event

A1 :=

∠(TX1M, T̂1) ≤ Cd

(
f4+d
max log n

f5+d
min τ

d
min(n− 1)

)1/d
 ,
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which has probability larger than 1−2 (1/n)1+
2
d from Proposition 3.2. Note that A1 is σ(Y2, . . . , Yn)-

measurable, where Yi = Xi1Xi∈B(X1,h). We further assume that n is large enough so that we have

∠(TX1M, T̂1) ≤ 1/8 on A1.

As in Lemma 5.10, we assume ε2 :=
(
A f4

max logn
f5
min(n−1)

) 2
d+1

, where A is to be fixed later. For x ∈
B(X1, r0)∩∂M , denote by Oint

x = πT̂1
(x−X1)−r0η∗1(x). If Ω ∈ T̂1 is such that B(Ω, ρ)∩Y1 = ∅ and

∥Ω−Oint
x ∥ ≤ ρ+r0−ε2 for some ρ ≥ ρ− and ρ−+r0 > ε2 > 0, then choosing Ω0 = Ω+(ρ−ρ−) Oint

x −Ω
ρ+r0−ε2

yields that {
B(Ω0, ρ−) ∩ Y1 ⊂ B(Ω, ρ) ∩ Y1 = ∅,
∥Ω0 −Oint

x ∥ ≤ r0 + ρ− − ε2.

But as ∥x−X1∥ ≤ r0, Lemma 5.7 ensures that on the event A1 we have

B(Oin
x , r0) ∩ T̂1 ⊂ πT̂1

(B(X1, 5r0/2 + r0) ∩M −X1) ⊂ πT̂1
(B(X1, R0) ∩M −X1).

Thus, if we let

Qr,ρ,ε :=
{
(O,Ω) ∈ BT̂1

(0, 2r0)× BT̂1
(0, 4r0)

∣∣∥Ω−O∥ ≤ r + ρ− ε

and BT̂1
(O, r) ⊂ πT̂1

(B(X1, R0) ∩M −X1)
}
,

then for all ρ ≥ ρ−, we have the inclusion of events{
∃(x,Ω) ∈ B(X1, r0)× T̂1 | ∥Ω−Oint

x ∥ ≤ r0 + ρ− ε2 and B(Ω, ρ) ∩ Y1 = ∅
}
∩A1

⊂
⋃

(O,Ω)∈Qr0,ρ−,ε2

{B(Ω, ρ−) ∩ Y1 = ∅} ∩A1.

This union of events being infinite, we now discretize space by considering an (ε2/8)-covering C(ε2)
of BT̂1

(0, 4r0). For all (Ω, O) ∈ Qr0,ρ−,ε2 , we also let Ω′ and O′ denote the closest elements in C(ε2)
to Ω and O respectively. Letting r′0 := r0 − ε2/8 and ρ′0 := ρ− − ε2/8, triangle inequality yields
that on A1, 

BT̂1
(O′, r′0) ⊂ πT̂1

(B(X1, R0) ∩M)−X1,

B(Ω′, ρ′0) ∩ Y1 = ∅,
∥Ω′ −O′∥ ≤ r′0 + ρ′0 − ε2/2.

As a result, provided that n is large enough so that ε2 ≤ 4r0, the previous event union satisfies⋃
Qr0,ρ−,ε2

{B(Ω, ρ−) ∩ Y1 = ∅} ∩A1 ⊂
⋃

Q r0
2 ,

ρ−
2 ,

ε2
2
∩C(ε2)2

{
B
(
Ω,
ρ−
2

)
∩ Y1 = ∅

}
∩A1.

Let (O,Ω) ∈ P
(
r0
2 ,

ρ−
2 ,

ε2
2

)
be now fixed. Recalling that Yi = Xi1Xi∈B(X1,h), and that A1 is

σ(Y2, . . . , Yn)-measurable, we may write

P
(
A1 ∩

{
B
(
Ω,
ρ−
2

)
∩ Y1 = ∅

})
= E

[
P
(
A1 ∩

{
B
(
Ω,
ρ−
2

)
∩ Y1 = ∅

}
| (Y2, . . . , Yn)

)]
= E

[
1A1P

({
B
(
Ω,
ρ−
2

)
∩ Y1 = ∅

}
| (Y2, . . . , Yn)

)]
≤ E

[
1A1P

(
min

Xi∈Xn∩(B(X1,R0)\B(X1,h))

∥∥πT̂1
(Xi −X1)− Ω

∥∥ > ρ−
2

| (Y2, . . . , Yn)
)]

.
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Furthermore, as the family (πT̂1
(Xi))Xi /∈B(X1,h) is i.i.d conditionally on (Y2, . . . , Yn), Lemma 5.10

yields

E
[
1A1P

(
min

Xi∈Xn∩(B(X1,R0)\B(X1,h))

∥∥πT̂1
(Xi −X1)− Ω

∥∥ > ρ−
2

| (Y2, . . . , Yn)
)]

≤ E

[
1A1

(
1−Ar

d−1
2

0 Cd
f4max log n

f4min(n− 1)

)n−|Xn∩B(X1,h)|
]

≤
n−1∑
k=0

(
n− 1

k

)
(Cdfmaxh

d)k
(
1−Ar

d−1
2

0 Cd
f4max log n

f4min(n− 1)

)n−k

≤
(
1−Ar

d−1
2

0 Cd
f4max log n

f4min(n− 1)
+
Cdf

5
max log n

f5min(n− 1)

)n−1

.

Choosing A := Cd
fmax

fmin
r

1−d
2

0 ≥ Cdr
1−d
2

0 , for Cd large enough, yields that

|C(ε2)|2 P
(
A1 ∩

{
B
(
Ω,
ρ−
2

)
∩ Y1 = ∅

})
≤
(
1

n

)1+ 2
d

,

for n large enough. Thus, a union bound gives the result of Proposition 6.2, since we have set

ε2 = r0

(
Cd

f5
max

f5
min

logn
fmin(n−1)rd0

) 2
d+1

for Cd large enough.

6.4 Proof of Theorem 3.14

The proof of Theorem 3.14 is based on the following deterministic result, whose proof is deferred
to Appendix C.

Theorem 6.6 (Estimation with Local Linear Patches). Write r0 := (τmin∧τ∂,min)/40, let ε0, a, δ ≥
0, and 0 ≤ θ, θ′ ≤ 1/16. Assume that we have:

1. A point cloud Xn ⊂M such that dH(M,Xn) ≤ ε0,

2. Estimated tangent spaces (Ti)1≤i≤n such that max1≤i≤n∠(TXiM,Ti) ≤ θ,

3. A subset of boundary observations X∂ ⊂ Xn such that

max
x∈∂M

d(x,X∂) ≤ δ and max
x∈X∂

d(x, ∂M) ≤ aδ2,

from which we build interior observations

X̊ε∂M := {Xi ∈ Xn | d(Xi,X∂) ≥ ε∂M/2}.

4. Estimated unit normal vectors (ηi)1≤i≤n on X∂ such that maxXi∈X∂
∥ηi − ηπ∂M (Xi)∥ ≤ θ′.

Let M = M(Xn,X∂ , T, η) be defined as M := MInt ∪M∂ , with

MInt :=
⋃

Xi∈X̊ε∂M

Xi +BTi(0, εM̊ ),

M∂ :=
⋃

Xi∈X∂

(Xi +BTi(0, ε∂M )) ∩ {z, ⟨z −Xi, ηi⟩ ≤ 0},
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Then if ε∂M ≤ r0/2, ε0 ≤ εM̊ ≤ ε∂M/6 , and max
{
δ, aδ2

}
≤ ε∂M/6, we have

dH
(
M,M

)
≤

{
εM̊
(
θ + εM̊/τmin

)
if ∂M = ∅,

2aδ2 + 8ε∂M (θ + θ′ + ε∂M/r0) if ∂M ̸= ∅.

Equipped with Theorem 6.6, choose, for i ∈ {1, . . . , n}, Ti = T̂i as in Proposition 3.2, ηi = η̃i as
in Theorem 3.7, and X∂ = YR0,r,ρ. Then we define

M̂ := M(Xn,YR0,r,ρ, T̂ , η̃).

Combining Proposition 3.2, Corollary 3.10, Theorem 3.7 and Lemma 5.9 ensure that the require-
ments of Theorem 6.6 are satisfied with probability at least 1− 4n−

2
d for n large enough, with the

following choices of parameters: ε∂M = 6δ,

δ = 3r, ε0 =
(
Cd

logn
fminn

) 1
d
, εM̊ =

(
Cd

logn
fminn

) 1
d
,

θ =

(
Cd

f4+d
max

f5+d
min

logn
(n−1)τdmin

) 1
d

, θ′ = 20r√
(τmin∧τ∂,min)R0

, a = (4(τmin ∧ τ∂,min))
−1,

which concludes the proof of the first bound in Theorem 3.14.
To get the bound in expectation, let K denote the diameter of M , and note that there exists

Xi0 ∈ Xn such that {Xi0} ⊂ M̂ , so that supx∈M d(x, M̂) ≤ K, almost surely. Conversely, since
M̂ ⊂ M + B(0, ε∂M ∨ εM̊ ), we deduce that supx∈M̂ d(x,M) ≤ K for n large enough. Finally,
noticing that for n large enough,

(
4n−

2
d
)
K ≤ Cd(τmin ∧ τ∂,min)

(f2+d/2
max

f
2+d/2
min

log n

fminτdminn

) 2
d

∧
(
f5max

f5min

log n

fmin(τmin ∧ τ∂,min)dn

) 2
d+1

 ,
the result follows.

6.5 Proof of the Minimax Lower Bounds

The minimax lower bounds (Theorems 3.12 and 3.15) will be proven using the standard Bayesian
arguments relying on hypotheses comparison method. This is usually referred to as Le Cam’s
method. It involves the total variation distance, for which we recall a definition.

Definition 6.7 (Total Variation). For any two Borel probability distributions P0, P1 over RD, the
total variation between them is defined as

TV(P0, P1) :=
1

2

∫
RD

|f1 − f0|dµ,

where µ is a σ-finite measure dominating P0 and P1, with respective densities f0 and f1.

In the context of manifold and boundary estimation for the Hausdorff distance dH, Le Cam’s
lemma [43] writes as follows.

Lemma 6.8. Fix an integer n ≥ 1 and write P = Pd,D
τmin,τ∂,min(fmin, fmax).

(i) Then for all P0, P1 ∈ P with respective supports M0 and M1,

inf
M̂

sup
P∈P

EPn

[
dH
(
M, M̂

)]
≥ 1

2
dH(M0,M1) (1− TV(P0, P1))

n ,

where the infimum ranges among all the estimators M̂ = M̂(X1, . . . , Xn).



28

(ii) If in addition, ∂M0 and ∂M1 are non-empty,

inf
B̂

sup
P∈P

EPn

[
dH
(
∂M, B̂

)
1∂M ̸=∅

]
≥ 1

2
dH(∂M0, ∂M1) (1− TV(P0, P1))

n ,

where the infimum ranges among all the estimators B̂ = B̂(X1, . . . , Xn).

Proof of Lemma 6.8. Apply [43, Lemma 1] with loss function dH, model P, parameters of in-
terest θ(P ) = Supp(P ) and θ(P ) = ∂

(
Supp(P )

)
respectively, and conclude with the bound

(1− TV(Pn
0 , P

n
1 )) ≥ (1− TV(P0, P1))

n.

Aiming at applying Lemma 6.8, we shall first describe how to construct hypotheses P0 and P1

that belong to the models, close in total variation distance but with supports (or boundary) far
away in Hausdorff distance.

6.5.1 Hypotheses with Empty Boundary

To do so in the boundariless case τ∂,min = ∞, we will use a structural stability result of the family
of model. We recall that ∥·∥op denotes the operator norm, that is ∥A∥op = max∥v∥=1 ∥Av∥ for all

A ∈ RD×D.

Proposition 6.9 (Reach Stability). Let M ∈ Md,D
τmin,τ∂,min and Φ : RD → RD be a C2 map such

that lim∥x∥→∞ ∥Φ(x)∥ = ∞. Assume that supx∈RD ∥ID − dxΦ∥op ≤ 1/10 . Then Φ is a global
diffeomorphism, and the image Φ(M) of M by Φ satisfies:

� ∂Φ(M) = Φ(∂M),

� If supx∈RD

∥∥d2xΦ∥∥op ≤ 1/ (2τmin), then τΦ(M) ≥ τmin/2,

� If supx∈RD

∥∥d2xΦ∥∥op ≤ 1/ (2τ∂min), then τ∂Φ(M) ≥ τ∂,min/2.

The proof is to be found in Appendix D.1. Essentially, the class
{
Md,D

τmin,τ∂,min

}
τmin,τ∂,min

is stable

up to C2-diffeomorphism, with explicit bounds on the parameters. From there, we consider P0 over
a boundariless manifold M0 ∈ Md,D

2τmin,∞, and P1 over M1 that is obtained by bumping M1 locally
(see Figure 6). The method is similar to that of [3, Lemma 5], with an explicit dependency in the
parameters of the model.

Proposition 6.10 (Hypotheses with Empty Boundary). Assume that fmin ≤ cd/τ
d
min and c′d/τ

d
min ≤

fmax, for some small enough cd, (c
′
d)

−1 > 0.

If d ≤ D − 1, then for all n ≥ Cd/(fminτ
d
min), there exist P0, P1 ∈ Pd,D

τmin,∞(fmin, fmax) with
boundariless supports M0 and M1 such that

TV(P0, P1) ≤
1

n
and dH(M0,M1) ≥ C ′

dτmin

(
1

fminτdminn

)2/d

.

See Appendix D.2 for the construction of these hypotheses. We are now in position to prove
Theorem 3.15 (Boundaryless).

Proof of Theorem 3.15 (Boundaryless). Let P := Pd,D
τmin,∞(fmin, fmax) and n0 =

⌈
Cd/(fminτ

d
min)

⌉
,

where Cd > 0 is the constant of Proposition 6.10.
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M0

M1

δ

η

Figure 6: Boundariless supports M0 and M1 of Proposition 6.10 for d = 1 and
D = 2. Here, the total variation between the associated uniform distributions is of order
TV(P0, P1) ≍ fminHd(M0△M1) ≍ fminδ

d and Hausdorff distance dH(M0,M1) = η. The reach
bound forces the bump to have height η ≲ δ2/τmin, so that optimal parameter choices yield:

δ ≍
(

1

fminn

)1/d

and η ≍ δ2

τmin
≍ τmin

(
1

fminτdminn

)2/d

.

As TV(P0, P1) ≤ 1, this can only be done when fminδ
d ≲ 1, i.e. n ≳ 1/(fminτ

d
min).

� If n ≥ n0, applying Lemma 6.8 (i) with hypotheses P0 and P1 of Proposition 6.10, yields

inf
M̂

sup
P∈P

EPn

[
dH
(
M,M̂

)]
≥ 1

2
C ′
dτmin

(
1

fminτdminn

)2/d(
1− 1

n

)n

≥ C ′′
d τmin

{
1 ∧

(
1

fminτdminn

)2/d
}
.

� Otherwise, if n < n0, note that since infM̂ supP∈P EPn

[
dH
(
M, M̂

)]
is a non-increasing se-

quence, the previous point yields

inf
M̂

sup
P∈P

EPn

[
dH
(
M,M̂

)]
≥ inf

M̂
sup
P∈P

EPn0

[
dH
(
M,M̂

)]
≥ C ′′

d τmin

(
1

fminτdminn0

)2/d

≥ C̃ ′
dτmin ≥ C̃ ′

dτmin

{
1 ∧

(
1

fminτdminn

)2/d
}
,

which concludes the proof.

6.5.2 Convex Hypotheses (with Boundary)

Similarly to the previous section, we shall use a stability result under diffeomorphisms in the
convex case τmin = ∞. Unfortunately, Proposition 6.9 only provides convexity of Φ(M) (i.e.
τΦ(M) = ∞) for diffeomorphisms Φ that are affine maps, which does not allow enough flexibility.
Beyond affine maps, the following result allows to quantify how much one may bump a strictly
convex full dimensional domain while keeping it convex.

Proposition 6.11 (Stability of Strict Convexity). Let C ⊂ Rd be a compact domain with C̊ ̸= ∅,
that has a C2 boundary ∂̄C. Assume that:

� for all x ∈ ∂̄C, ∂̄C \ {x} is connected;

� for all x, y ∈ ∂̄C, d(y − x, Tx∂̄C) ≥ A ∥y − x∥2 , for some A > 0.
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Let Φ : Rd → Rd be a C2 map such that lim∥x∥→∞ ∥Φ(x)∥ = ∞, ∥Id − dΦ∥op ≤ 1/10 and
∥∥d2Φ∥∥

op
≤

A, then C and Φ(C) are convex.

See Appendix D.1 for the proof. Equipped with Propositions 6.9 and 6.11, we build hypotheses
as shown in Figure 7. The formal statement goes as follows.

Proposition 6.12 (Convex Hypotheses). Assume that fmin ≤ cd/τ
d
∂,min and c′d/τ

d
∂,min ≤ fmax for

some small enough cd, (c
′
d)

−1 > 0.

Then for all n ≥ Cd/(fminτ
d
∂,min), there exist P0, P1 ∈ Pd,D

∞,τ∂,min(fmin, fmax) with convex supports
M0 and M1 such that

TV(P0, P1) ≤
1

n
and dH(∂M0, ∂M1) = dH(M0,M1) ≥ C ′

dτ∂,min

(
1

fminτd∂,minn

)2/(d+1)

.

∂M0

∂M1 η

δ

Figure 7: Convex supports M0 and M1 of Proposition 6.12 for d = D = 2. Here, the total variation
between the associated uniform distributions is of order TV(P0, P1) ≍ fminHd(M0△M1) ≍
fminδ

d−1η and Hausdorff distance dH(M0,M1) = dH(∂M0, ∂M1) = η. The reach bound forces the
bump to have height η ≲ δ2/τ∂,min, so that optimal parameter choices yield:

δ ≍
(

1

τ∂,minfminn

)1/(d+1)

and η ≍ δ2

τ∂,min
≍ τ∂,min

(
1

fminτd∂,minn

)2/(d+1)

.

As TV(P0, P1) ≤ 1, this can only be done when fminδ
d−1η ≲ 1, i.e. n ≳ 1/(fminτ

d
∂,min).

See Appendix D.2 for the construction of these hypotheses. We are finally in position to prove
Theorem 3.12 and Theorem 3.15 (Convex).

Proofs of Theorem 3.12 and Theorem 3.15 (Convex). The proof follows the lines of that of Theo-

rem 3.15 (Boundaryless) mutatis mutandis. That is, by setting P := Pd,D
∞,τ∂,min(fmin, fmax), n0 :=

⌈Cd/(fminτ
d
∂,min)⌉ where Cd > 0 is the constant of Proposition 6.12, and applying Lemma 6.8 (i)

and (ii) with the hypotheses P0 and P1 of Proposition 6.12.

A Geometric Properties of Manifolds with Boundary

A.1 Geodesics and Tangent Space Variations

In addition to the Euclidean structure induced by RD on M ⊂ RD, we can also endow M and ∂M
with their intrinsic geodesic distances dM and d∂M respectively. To cover both cases at once, let
S ∈ {M,∂M}. Given a C1 curve c : [a, b] → S, the length of c is defined as Length(c) =

∫ b
a ∥c′(t)∥ dt.

Given p, q ∈ S belonging to the same connected component of S, there always exists a path γp→q

of minimal length joining p and q [16, Proposition 2.5.19]. Such a curve γp→q is called geodesic,
and the geodesic distance between p and q is given by dS(p, q) = Length(γp→q). If x and y stand
in different connected components of S, then dS(x, y) = ∞.
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A geodesic γ such that ∥γ′(t)∥ = 1 for all t is called arc-length parametrized. Unless stated oth-
erwise, we always assume that geodesics are parametrized by arc-length. If S has empty boundary,
then for all p ∈ S and all unit vectors v ∈ TpS, we denote by γp,v the unique arc-length parametrized
geodesic of S such that γp,v(0) = p and γ′p,v(0) = v [24, Chap. 7, Theorem 2.8]. The exponential

map is then defined as expSp (vt) = γp,v(t). Note that if in addition S is compact, expSp : TpS → S
is defined globally on TpS [16, Theorem 2.5.28]. We let BS(p, s) denote the closed geodesic ball of
center p ∈ S and of radius s ≥ 0.

Although they might differ drastically at long range, geodesic and Euclidean distances are good
approximations of one another when evaluated between close enough points. The following result
quantifies this intuition, and implies Lemma 5.1.

Proposition A.1. Let S ⊂ RD have positive reach τS > 0, and x, y ∈ S be such that ∥y − x∥ ≤ τS.
Then,

∥y − x∥ ≤ dS(x, y) ≤

(
1 +

∥y − x∥2

20τ2S

)
∥y − x∥ .

Proof of Proposition A.1. We clearly have ∥y − x∥ ≤ dS(x, y), and on the other hand, [13, Lemma
3] yields

dS(x, y) ≤ 2τS arcsin

(
∥y − x∥
2τS

)
≤

(
1 +

∥y − x∥2

20τ2S

)
∥y − x∥ ,

where the last inequality follows uses that arcsin t ≤ t(1 + t2/5) for all 0 ≤ t ≤ 1/2.

Next, we ensure that the angle between tangent spaces can be bounded in terms of geodesic
distances between base points. In the empty boundary case, this result is well known, and can be
shown using via parallel transportation of tangent vectors (see the proof of [3, Lemma A.1]). In
the general case, the tangent space stability property writes as follows.

Proposition 5.2 (Tangent Space Stability). Let M ∈ Md,D
τmin,τ∂,min. Then, for x, y ∈M ,

∠(TxM,TyM) ≤ dM (x, y)/τM .

If ∂M ̸= ∅, then for all p, q ∈ ∂M ,

∠(Tp∂M, Tq∂M) ≤ d∂M (p, q)/τ∂M .

Proof of Proposition 5.2. If ∂M = ∅, the first claim follows from [13, Lemma 6].
Assume that ∂M ̸= ∅. From Proposition 2.3, ∂M is a C2-submanifold without boundary. Then,

the second statement also directly follows from [13, Lemma 6]. For the first claim, the key technical
point is to handle geodesics that would hit the boundary.

To do this we define a push-inwards operator that will allow to consider path in the interior of
M only. First, an elementary results on an atlas of M is needed.

Lemma A.2. Let U1, . . . , Uk be charts of M that cover ∂M . Then there exists r0 > 0 such that

∀p ∈ ∂M ∃j ∈ {1, . . . , k} B̊(p, r0) ∩M ⊂ Uj ∩M.
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We now consider a smooth kernel K : R+ → [0, 1] such that

K(x) =

{
1 if x ≤ τ∂M/4

0 if x ≥ τ∂M/2

and we define the vector field V on M by

V(p) :=

{
K [d(p, ∂M)]πTpM (∇p (d(·, ∂M))) if d(p, ∂M) < (r0 ∧ τ∂M )/2,

0 otherwise.

Note that if q ∈ ∂M , ∇qd(·, ∂M) = −ηq, where ηq is the unit outward-pointing normal vector at
q. By construction, V is a C1 tangent vector field on M . We now examine its flow.

Lemma A.3. For all p ∈M , the flow of V starting from p is defined globally on R+.

Equipped with Lemma A.3, we may define our push-inwards operator as follows:

gε : M →M

p 7→ g(p, ε)

where g(p, t) denotes the flow of V at time t ≥ 0 starting from p ∈M . The following properties of
gε will shortly be of technical interest.

Lemma A.4. For all p ∈M and ε > 0,

∥gε(p)− p∥ ≤ ε, gε(p) /∈ ∂M , and ∥dpgε − IdTpM∥op ≤ KεeKε,

where K = supp∈M ∥dpV∥op.

We can now finish the proof of the first result in Proposition 5.2. We let p, q ∈ M , and γ a
unit-speed curve joining p and q whith length dM (p, q). We define γε as the push-inwards of γ,
that is

γε(t) := gε(γ(t)),

for all t ∈ [0, dM (p, q)]. As gε(p) /∈ ∂M for all p ∈ M (Lemma A.4), parallel transportation of
tangent vectors in the interior IntM of M (see for instance the proof of [3, Lemma A.1]) yields
that

∠(TpεM,TqεM) ≤ L(γε)

τM
,

where pε = gε(p), qε = gε(q), and L(γε) denotes the length of γε. But from Lemma A.4 again,

L(γε) =

∫ dM (p,q)

0
∥γ′ε(t)∥dt =

∫ dM (p,q)

0
∥dγ(t)gε

[
γ′(t)

]
∥dt ≤ (1 +KεeKε)dM (p, q).

∠(TpεM , TpM) ≤ KεeKε, and ∠(TqεM,TqM) ≤ KεeKε. As a result, triangle inequality yields

∠(TpM,TqM) ≤ 2KεeKε + (1 +KεeKε)
dM (p, q)

τM
,

so that the result follows after letting ε→ 0.

We finally prove the intermediate results of Lemmas A.2 to A.4 that we just used to derive
Proposition 5.2.
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Proof of Lemma A.2. For all p ∈ ∂M , set

r(p) := sup{r ≥ 0 | ∃j ∈ {1, . . . , k} , B̊(p, r) ⊂ Uj}.

Note that since (Ui)1≤i≤k is an open covering of ∂M we have r(p) > 0. Consider

r0 := inf
p∈∂M

r(p),

which clearly satisfies the announced statement by definition. Suppose, for contradiction, that
r0 = 0. Then there would exist a sequence (pn)n∈N ∈ (∂M)N such that r(pn) → 0. As ∂M is
compact, we may assume (up to extraction) that pn → p ∈ ∂M as n → +∞. As a result, for n
large enough, we have B̊(pn, r(pn)) ⊂ B̊(p, r(p)) ⊂ Uj0 for some j0, which is a contradiction.

Proof of Lemma A.3. We distinguish cases according to the value of d(p, ∂M) with respect to the
chart radius r0 of Lemma A.2.

� If d(p, ∂M) ≥ τ∂M/2, then V(p) = 0 and the flow of V starting from p is p(t) = p for all t ≥ 0.

� If r0/2 < d(p, ∂M) ≤ τ∂M/2, then we may find r1 ∈ (0, r0/2) such that B̊(p, r1)∩M is diffeomor-
phic to an open subset of Rd. Using Cauchy-Lipschitz theorem in this chart space, we get that
there exists t0 > 0 such that the flow of V starting from p is well-defined at least on [0, t0).

� If d(p, ∂M) ≤ r0/2, denote by q = π∂M (p) and let j ∈ {1, . . . , k} be such that B̊(q, r0) ⊂ Uj ,
where ψj : Uj ∩M → (Rd−1 × R+) ∩ ψj(Uj) is a chart of M . Without loss of generality we may
assume that dq(ψj)(ηq) = −ed, where ed is the d-th vector of the canonical basis of Rd.

Let r1 > 0 be such that V1 = B̊(ψj(p), r1)∩ (Rd−1 ×R+) ⊂ (Rd−1 ×R+)∩ψj(Uj), and denote by
V2 the vector field on V1 defined by dψj [V]. Then V2 can be extended into a Lipschitz vector
field V3 on B̊(ψj(p), r1), by choosing V3(x1, . . . , xd) = V3(x1, . . . , 0) if xd ≤ 0.

Then, the Cauchy-Lipschitz theorem ensures that there exists t0 such that the flow of V3 starting
from ψj(p) is defined on ] − t0, t0[. Let g2(t, ψj(p)) denote this flow. According to Lemma
A.2, it holds ⟨V3(g2(0, ψj(p))), ed⟩ = 1. Thus, there exists t1 > 0 such that for all t ∈ [0, t1],
g2(t, p) ∈ B̊(ψj(p), r1) ∩ (Rd−1 × R+), and therefore the flow of V3 starting from ψj(p) stays in
B̊(ψj(p), r1) ∩ (Rd−1 × R+). When pushed back, this means that the flow of V starting from p
stays in the chart (Uj , ψj).

In summary, we have shown that for all p ∈ M there exists tp > 0 such that the flow g(t, p) of
V starting from p is well-defined for t ∈ [0, tp]. Since g(·, p) goes to the compact M and satisfies
g(t1 + t2, p) = g(t2, g(t1, p)), we deduce that for all p ∈M , g(·, p) is well-defined on R+.

Proof of Lemma A.4. Since ∥V∥ ≤ 1, we directly get that

∥gε(p)− p∥ =

∥∥∥∥∫ ε

0
V(g(p, t))dt

∥∥∥∥ ≤
∫ ε

0
∥V(g(p, t))∥ dt ≤ ε.

To obtain the second point, write d(gε(p), ∂M)− d(p, ∂M) as∫ ε

0

〈
V(g(p, t)),∇g(p,t)d(·, ∂M)

〉
dt

= d(p, ∂M) +

∫ ε

0
K [d(g(p, t), ∂M)]

〈
πTg(p,t)M (∇g(p,t)d(·, ∂M)),∇g(p,t)d(·, ∂M)

〉
dt.

Thus,
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� If p /∈ ∂M , then d(gε(p), ∂M) ≥ d(p, ∂M) > 0.

� If p ∈ ∂M , then πTpM

(
∇g(p,0)d(·, ∂M)

)
= −ηp. Since V is continuous, there exists t0 such

that for all t ≤ t0, we have〈
V(g(p, t)),∇g(p,t)d(·, ∂M)

〉
≥ 1/2 > 0.

As a result, we also get that d(gε(p), ∂M) > 0 for all ε > 0.
For the third point, we write K := supp∈M ∥dpV∥op < ∞, since V is C1 and M compact. Let

v ∈ TpM be a unit vector, and γ be a path such that γ(0) = p and γ′(0) = v. For a fixed t and
u ≤ ε, consider f(u) := ∥g(γ(t), u)− g(p, u)∥2. Then

|f ′(u)| = 2 |⟨g(γ(t), u)− g(p, u),V(g(γ(t), u))−V(g(p, u))⟩|
≤ 2Kf(u).

Since f(0) = ∥γ(t)− p∥2, we deduce that f(u) ≤ ∥γ(t)− p∥2e2Ku, so that

∥g(γ(t), u)− g(p, u)∥ ≤ ∥γ(t)− p∥eKu.

But since

gε(γ(t))− γ(t) =

∫ ε

0
V(g(γ(t), u))du,

we have

gε(γ(t))− gε(p) = tv + o(t) +

∫ ε

0
(V(g(γ(t), u))−V(g(p, u))) du.

Thus ∥∥∥∥gε(γ(t))− gε(p)

t
− v

∥∥∥∥ ≤ o(1) +KεeKε∥γ(t)− p∥/t.

Letting t→ 0, we get that ∥dpgε − IdTpM∥ ≤ KεeKε, since ∥γ(t)− p∥/t→ ∥v∥ = 1.

The two following results guarantee that for all p ∈ M , there exists a ball with large enough
radius with center close to p that does not hit ∂M .

Lemma A.5. Assume that ∂M ̸= ∅. Let q ∈ ∂M and 0 < t ≤ τM
8 ∧ τ∂M

2 . Then there exists
pt ∈ Int(M) such that

� ∥pt − q∥ ∈ [t− 4t2/τM , t+ 4t2/τM ],

� B
(
pt, t− 4t2/τM

)
∩ ∂M = ∅.

Proof of Lemma A.5. Let ηq be the outward-pointing unit normal vector of M at q. Denote by
qt := q − tηq, and pt := πM (qt). Note that d(qt,M) ≤ t < τM , so that pt is well-defined.

Let us first prove that pt /∈ ∂M . For this, if we assume that pt ∈ ∂M , then pt = π∂M (qt) and,
since (qt − q) ∈ Nq∂M with ∥qt − q∥ < τ∂M , pt = π∂M (qt) = q. But as pt = q, we get πM (qt) = q,
with ∥qt − q∥ < τM . Thus, we conclude that qt − q = −tηq ∈ Nor(q,M), which is a contradiction.
Therefore, we do have pt /∈ ∂M for 0 < t < τM ∧ τ∂M .

Now, assume that t ≤ τM
8 ∧ τ∂M

2 . For some unit vector upt ∈ (TptM)⊥, it holds

∥pt − qt∥ = ⟨pt − qt, upt⟩ .
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Since ∥qt − q∥ = t ≤ τM/2, [26, Theorem 4.8 (8)] entails that ∥pt − q∥ = ∥πM (qt) − πM (q)∥ ≤
τM t/(τM − t) ≤ 2t. From Proposition 5.2, we deduce that ∠(TptM

⊥, TqM
⊥) = ∠(TptM,TqM) ≤

4t/τM . Hence, there exists uq ∈ (TqM)⊥ such that ∥uq − upt∥ ≤ 4t/τM . It follows that

∥pt − qt∥ ≤ ⟨pt − qt, uq⟩+
4t

τM
∥pt − qt∥ ,

and thus, since ηq ∈ TqM and uq ∈ (TqM)⊥ ⊂ Nor(q,M), we can write

1

2
∥pt − qt∥ ≤

(
1− 4t

τM

)
∥pt − qt∥

≤ ⟨pt − qt, uq⟩
= ⟨pt − q − tηq, uq⟩
= ⟨pt − q, uq⟩

≤ ∥pt − q∥2

2τM

≤ 2t2

τM
,

where the last but one inequality follows from [26, Theorem 4.18]. As ∥qt − q∥ = t, triangle

inequality then yields ∥pt − q∥ ∈ [t − 4t2

τM
, t + 4t2

τM
]. At last, since ηq ∈ (Tq∂M)⊥ and t < τ∂M ,

B̊(qt, t) ∩ ∂M = ∅. Noting that B(pt, t− 4t2

τM
) ⊂ B̊(qt, t) concludes the proof.

Corollary A.6. For all r ≤ τM
32 ∧ τ∂M

3 and x ∈ M , there exists x′ ∈ B(x, 3r/4) ∩M such that
B(x′, r/4) ∩ ∂M = ∅.

Proof of Corollary A.6. Let us write ∆ := d(x, ∂M), with the convention d(x, ∅) = +∞. If ∆ >
r/2, then taking x′ := x gives the result directly. We shall now assume that ∆ ≤ r/2. Denote by
q := π∂M (x) and qt := q − tηq, where t > 0 and ηq is the unit outward-pointing vector of M at q.

Write v := πTan(q,M)(x − q). Since x − q ∈ (Tq∂M)⊥ and that π(Tq∂M)⊥(Tan(q,M)) = R−ηq
(see Proposition 2.6), we can write v = −ℓηq for some ℓ ≥ 0. Thus, we may decompose

x− q = −ℓηq + u,

with u ∈ Nor(q,M) and ∥u∥ = d(x − q, Tan(q,M)) ≤ ∆2/(2τM ), from [26, Theorem 4.18]. From
this decomposition, reverse triangle inequality yields

|ℓ−∆| = | ∥−ℓηq∥ − ∥x− q∥ |
≤ ∥u∥
≤ ∆2/(2τM ).

We hence deduce that ∥x− q∆∥ ≤ |ℓ−∆|+ ∥u∥ ≤ ∆2/τM .
Now, pick x′ := πM (q∆+r/2). It is immediate that ∥q∆+r/2 − q∆∥ = r/2. Then, following the

proof of Lemma A.5, since ∆ + r
2 ≤ 3r

2 < τM
2 , it holds

∥q∆+r/2 − x′∥ ≤ 4(∆ + r/2)2

τM
.
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These bounds altogether lead to

∥x′ − x∥ ≤
∥∥x′ − q∆+r/2

∥∥+ ∥∥q∆+r/2 − q∆
∥∥+ ∥q∆ − x∥

≤
4(∆ + r

2)
2

τM
+
r

2
+

∆2

τM

≤ r

(
1

8
+

1

2
+

1

128

)
≤ 3r

4
.

At last, since ∆ + r
2 ≤ τ∂M/2 and (∆ + r

2)−
4(∆+ r

2
)2

τM
≥ r

2(1− 1/6) > r/4, we have

B
(
x′,

r

4

)
∩ ∂M ⊂ B̊

(
x′,
(
∆+

r

2

)
−

4(∆ + r
2)

2

τM

)
∩ ∂M

⊂ B̊
(
q∆+ r

2
,∆+

r

2

)
∩ ∂M

= ∅,

which concludes the proof.

Proposition 5.3 (Normal Vector Stability). Let M ∈ Md,D
τmin,τ∂,min. Then for all p, q ∈ ∂M such

that ∥p− q∥ ≤ (τM ∧ τ∂M )/32, we have

∥ηp − ηq∥ ≤ 9∥p− q∥/(τM ∧ τ∂M ).

Proof of Proposition 5.3. Let p, q ∈ ∂M , with ∥p− q∥ = κ(τM ∧ τ∂M ), where κ ≤ 1/32. According
to Proposition 5.2 and Proposition A.1 (applied withM), there exists u ∈ TqM such that ∥ηp−u∥ ≤
2∥p− q∥/τM ≤ 2κ. Decompose u as

u = αηq + vq,

where vq ∈ Tq∂M . We may bound ∥vq∥ as follows. Let wq ∈ Tq∂M with ∥wq∥ = 1 be fixed. Using
Proposition 5.2 and Proposition A.1 again (but applied with ∂M), let wp ∈ Tp∂M be such that
∥wp − wq∥ ≤ 2∥p− q∥/τ∂M ≤ 2κ. We may write

⟨wq, vq⟩ = ⟨wq, u⟩
= ⟨wp + (wq − wp), ηp + (u− ηp)⟩

≤ 4(1 + κ)∥p− q∥
τM ∧ τ∂M

,

so that ∥vq∥ ≤ 4(1 + κ)∥p− q∥/(τM ∧ τ∂M ).
Next, let us prove that α ≥ 0 by contradiction. For this, assume that α < 0, and let ∆0 =

(τM ∧ τ∂M )/8. Proceeding as in the proof of Lemma A.5 yields that

d(q + α∆0ηq,M) ≤ 4α2∆2
0

τM
≤ ∆0

2
.

On the other hand, since ηp ∈ Nor(p,M), [26, Theorem 4.8 (12)] asserts that B̊(p+∆0ηp,∆0)∩M =
∅. But triangle inequality allows to write

B̊
(
q + α∆0ηq,∆0(1− 10κ− 4κ(κ+ 1)

)
∩M

⊂ B̊
(
q + (p− q) + ∆0(ηp − u) + ∆0αηq +∆0vq,∆0

)
∩M

= B̊(p+∆0ηp,∆0) ∩M
= ∅,
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so that we get to

d(q + α∆0ηq,M) ≥ (1− 10κ− 4κ(κ+ 1))∆0 > ∆0/2,

which is the desired contradiction. Thus, we have proven that α ≥ 0. Next, note that

1 = ∥ηp∥ ≤ ∥ηp − u∥+ ∥u∥
≤ α+ ∥vq∥+ 2κ,

so that α ≥ 1− 2κ− 4κ(1 + κ) ≥ 1/2. Further, we may write

(1− α)2 + 2α (1− ⟨ηp, ηq⟩) = ∥ηp − αηq∥2

≤ (∥ηp − u∥+ ∥vq∥)2

≤
(
2 + 4(1 + κ)

τM ∧ τ∂M

)2

∥p− q∥2,

that leads to

∥ηp − ηq∥2 = 2 (1− ⟨ηp, ηq⟩) ≤
(
2 + 4(1 + κ)

τM ∧ τ∂M

)2 ∥p− q∥2

α

≤ 2

(
2 + 4(1 + κ)

τM ∧ τ∂M

)2

∥p− q∥2,

hence the result.

A.2 Projections and Normals

Proposition 5.4 (Tangent and Normal Components of Increments). Let x, y ∈M , and T ∈ GD,d

be such that ∠(TxM,T ) ≤ θ. Write (x − y)T and (x − y)⊥ for the orthogonal projection of x − y
onto T and T⊥ respectively. Then,

∥(y − x)⊥∥ ≤ ∥y − x∥ (θ + ∥y − x∥ /(2τmin)) ,

∥(y − x)T ∥ ≥ ∥y − x∥ (1− θ − ∥y − x∥ /(2τmin)) .

Proof of Proposition 5.4. Let (y − x)Tx and (y − x)⊥x be the orthogonal projections of y − x onto
TxM and (TxM)⊥ respectively. Since ∠(TxM,T ) ≤ θ, we have∥∥∥(y − x)⊥

∥∥∥ ≤
∥∥∥((y − x)⊥x)⊥

∥∥∥+ ∥∥∥((y − x)Tx)⊥
∥∥∥

≤
∥∥∥(y − x)⊥x

∥∥∥+ θ
∥∥(y − x)Tx

∥∥
≤ ∥y − x∥2

2τmin
+ θ ∥y − x∥ ,

where the last line comes from [26, Theorem 4.18]. This proves the first inequality. The second one
follows from the first one and triangle inequality.

We now move to the proof of Proposition 5.5, which we split into two intermediate results.

Proposition 5.5 (Normals from Tangent Spaces). Let x ∈ ∂M , and T ∈ GD,d such that ∠(TxM,T ) <
1. Then T ∩Nor(x,M) contains a unique unit vector η, and it satisfies

∥η − ηx∥ ≤
√
2∠(TxM,T ).
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Proof of Proposition 5.5. This is a straightforward consequence of Proposition A.7 and Proposi-
tion A.8.

The following two results imply Proposition 5.5. First, Proposition A.7 ensures that estimates of
tangent spaces at boundary points contain a normal vector to ∂M . Second, Proposition A.8 ensures
that this normal vector is close to the unit outward-pointing vector at the considered boundary
point.

Proposition A.7. Assume that ∂M ̸= ∅. Let x ∈ ∂M and T ∈ GD,d be such that ∠(TxM,T ) < 1.
Then T ∩Nor(x,M) is a half-line: it contains a unique unit vector η.

Furthermore, if y ∈ ∂M and (y−x)η denotes the orthogonal projection of (y−x) onto span(η),
we have

∥(y − x)η∥ ≤ ∥y − x∥2

2τ∂M
.

Proof of Proposition A.7. Since ∠(TxM,T ) < 1, for all z ∈ RD \ {0},∥∥(πT + πTxM⊥)(z)
∥∥ = ∥z − (πT − πTxM )(z)∥ ≥ (1− ∠(TxM,T )) ∥z∥ > 0.

Hence, πT + πTxM⊥ has full rank, which means that RD = T + TxM
⊥ ⊂ T +NxM . Furthermore,

dim(T )+dim(NxM) = D+1 entails that T ∩NxM = Ru for some u ̸= 0. We may thus decompose
u as u = utx + uηx + u⊥x , where utx = πNxM⊥(u), u⊥x = πTxM⊥(u), and uηx = πNxM∩TxM (u).
Since u ∈ NxM , we have utx = 0, and the angle bound ∠(TxM,T ) < 1 yields that ∥uηx∥ ≥
∥u∥(1 − ∠(TxM,T )) > 0. As a result, η := sign(⟨u, ηx⟩)u provides us with the announced unique
unit η ∈ T ∩Nor(x,M).

Now, the fact that η ∈ Nor(x,M) ⊂ (Tx∂M)⊥ allows to write

∥(y − x)η∥ = | ⟨y − x, η⟩ |

= |
〈
π(Tx∂M)⊥(y − x), η

〉
|

≤
∥∥∥π(Tx∂M)⊥(y − x)

∥∥∥
≤ ∥y − x∥2

2τ∂M
,

where the last inequality follows from the reach condition on ∂M and [26, Theorem 4.18].

Proposition A.8. Assume that ∂M ̸= ∅. Let x ∈ ∂M and T ∈ GD,d be such that ∠(TxM,T ) ≤
θ < 1. Write η for the unit vector of Nor(x,M) ∩ T (Proposition A.7). Then,

∥η − ηx∥ ≤
√
2θ.

Proof of Proposition A.8. Since η ∈ Nor(x,M), ηtx = 0. Furthermore, the angle condition yields
that ∥η⊥x∥ ≤ θ∥η∥. We may thus decompose η = ⟨η, ηx⟩ ηx + βu for some unit u ∈ (ηx)

⊥ and
|β| ≤ θ. In particular, | ⟨η, ηx⟩ | ≥

√
1− θ2. But since η ∈ Nor(x,M), ⟨η, ηx⟩ ≥ 0, so that in fact,

⟨η, ηx⟩ ≥
√
1− θ2. Finally, as η and ηx are both unit vectors, we get

∥η − ηx∥ =
√
2
√
1− ⟨η, ηx⟩ ≤

√
2

√
1−

√
1− θ2 ≤

√
2θ.

Next, we state a simple lemma that will be useful for describing boundary balls.
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Lemma A.9. Assume that ∂M ̸= ∅. Let r < τmin, x ∈ ∂M and u ∈ Nx∂M be such that ⟨ηx, u⟩ ≥ 0.
Then B(x+ ru, r) ∩M = {x}

Proof of Lemma A.9. As u ∈ Nx∂M and ⟨ηx, u⟩ ≥ 0, Proposition 2.6 yields that u ∈ Nor(x,M),
so that [26, Theorem 4.8 (12)] asserts that x is the unique projection of x+ ru onto M .

The following result provides a quantitative bound on the metric distortion induced by project-
ing M locally onto (approximate) tangent spaces.

Proposition A.10. Let x ∈ M and T ∈ GD,d be such that ∠(TxM,T ) ≤ θ. Then, for all
y, z ∈M ∩ B(x, τmin/4), we have

(6/10− θ) ∥y − z∥ ≤ ∥πT (y)− πT (z)∥ ≤ ∥y − z∥ .

In particular, if θ ≤ 1/2, then πT :M ∩B(x, τmin/4) → πT (M ∩B(x, τmin/4)) is a homeomorphism.

Proof of Proposition A.10. The right hand side inequality is straightforward, since πT is an or-
thogonal projection. For the other inequality, combine Proposition 5.2 and Proposition A.1 to
get

∠(T, TyM) ≤ ∠(T, TxM) + ∠(TxM,TyM)

≤ θ +
dM (x, y)

τmin

≤ θ +

(
1 +

∥y − x∥2

20τ2min

)
∥y − x∥
τmin

≤ θ + (1 + 1/320)
∥y − x∥
τmin

.

Thus, Proposition 5.4 applied at y and z entails

∥πT (y)− πT (z)∥ ≥
(
1− {θ + (1 + 1/320) ∥y − x∥ /τmin} −

∥y − z∥
2τmin

)
∥y − z∥

≥ (6/10− θ) ∥y − z∥ ,

which concludes the proof.

For q ∈ M , the following result characterizes the boundary of πT (M ∩ B(q, r) − q), when seen
as a subset of T ∼= Rd.

Lemma A.11. Let 0 ≤ r ≤ τmin/16. Then for all q ∈ M and T ∈ GD,d such that ∠(TqM,T ) ≤
θ ≤ 1/8,

∂πq+T

(
M ∩ B(q, r)

)
= πq+T

(
∂M ∩ B(q, r)

)
∪ πq+T

(
M ∩ ∂B(q, r)

)
.

Proof of Lemma A.11. As preliminary remarks, first note that since M ∩ B(q, r) is compact and
πq+T is continuous, we have

πq+T (M ∩ B(q, r)) = πq+T (M ∩ B(q, r)).

Furthermore, for all p ∈ B(q, r), Proposition 5.2 and Lemma 5.1 yield that ∠(TpM,T ) ≤ 1/4. We
recall that Int(M) =M \ ∂M .
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Step 1: First, we prove that πq+T

(
Int(M) ∩ B̊(q, r)

)
⊂
(
πq+T (B(q, r) ∩M)

)o
.

For this, let p ∈ Int(M) ∩ B̊(q, r) be fixed. Let ρM ∈ (0,min {r − ∥p− q∥ , d(p, ∂M)}) (with the
convention d(p, ∅) = +∞), so that in particular, M ∩ B̊(p, ρM ) ⊂ Int(M)∩ B̊(q, r). According to
[3, Lemma 1], there exists 0 < r2 ≤ τM/8 such that

expp : B̊TpM (0, r2) −→ B̊(p, ρM ) ∩ Int(M)

is a diffeomorphism onto its image, and can be decomposed as expp(v) = p + v + Np(v), with
Np(0) = 0, d0Np = 0, ∥dvNp∥op ≤ 5/(4τM ). We now consider the map g defined as

g : B̊T (0, r2) → B̊(p, ρM ) ∩ Int(M)

u 7→ expp(πTpM (u))

Note that, since ∠(TpM,T ) ≤ 1/4, πTpM : B̊T (0, r2) → B̊TpM (0, r2) is a diffeomorphism onto its

image that satisfies ∥u− πTpM (u)∥ ≤ ∥u∥/4 for all u ∈ B̊T (0, r2). In particular, πTpM is injective

on T , and hence so is g on its domain. As a result, for all u1, u2 ∈ B̊T (0, r2),

g(u1)− g(u2) = (u1 − u2) + (πTpM (u1 − u2)− (u1 − u2))

+Np(πTpM (u1))−Np(πTpM (u2)).

We may thus bound

∥g(u1)− g(u2)− (u1 − u2)∥ ≤ 1

4
∥u1 − u2∥+ 5r2/(4τmin)∥u1 − u2∥

≤ 1

2
∥u1 − u2∥.

Let now f : B̊T (0, r2) → B̊T (0, ρM ) be defined as f(·) := πq+T ◦ (g(·) − p). By composition and

Proposition A.10, f is clearly injective. Moreover, for all u1, u2 ∈ B̊T (0, r2),

1

2
∥u1 − u2∥ ≤ ∥f(u1)− f(u2)∥ ≤ 3

2
∥u1 − u2∥,

since πT (u1 − u2) = u1 − u2 and ∥πT (g(u1)− g(u2)− (u1 − u2)) ∥ ≤ ∥u1 − u2∥/2. Thus, f :
B̊T (0, r2) → f(B̊T (0, r2)) is a homeomorphism, which ensures that f(B̊T (0, r2)) is an open subset
of T that contains 0 = f(0). But by construction,

πq+T (p) + f(B̊T (0, r2)) ⊂ πq+T (B̊(p, ρM ) ∩ Int(M)),

which shows that πq+T (p) ∈ (πq+T (B(q, r) ∩M))o, and concludes the first step.

Step 2: Next, we show that no element of πq+T ((∂M∩B(q, r))∪(M∩S(q, r))) can be in (πq+T (B(q, r) ∩M))o.

– If ∂M ̸= ∅, let p ∈ ∂M ∩B(q, r) be fixed. Striving for a contradiction, assume that πq+T (p) ∈
πq+T (M ∩B(q, r))o. In particular, for δ > 0 small enough, πq+T (p+ δηp) ∈ πq+T (B(q, r)∩M).
Without loss of generality, we shall pick δ ∈ (0, τmin/16) small enough so that p+δηp ∈ B(q, r).

Then there exists p′ ∈ B(q, r) ∩ M such that πq+T (p
′) = πq+T (p + δηp), or equivalently,

πT (p
′ − p) = δπT (ηp). Consider v := p′ − p− δηp. By construction, πT (v) = 0, so that v ∈ T⊥,

and its norm is at most

∥v∥ ≤
∥∥p′ − p

∥∥+ ∥δηp∥ ≤ 2r + δ ≤ 3τmin/8.

Furthermore, v ̸= 0, as otherwise this would mean that p+ δηp = p′ ∈ B(q, r)∩M ⊂M , which
is impossible since d(p+ δηp,M) = δ from [26, Theorem 4.8 (12)]. We may now decompose v
as v = v1 + v2, with v1 ∈ TpM and v2 ∈ TpM

⊥.
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* On one hand, the angle bound ∠(T, TpM) ≤ 1/4 and v ∈ TpM
⊥ yield ∥v1∥ ≤ ∥v∥/4.

* Furthermore, δ ≤ τmin/16 ensures that ∥v2∥ ≤ ∥v∥ ≤ 3τmin/8 < τM −δ. Let us now consider
s := p + δηp + v2. As δηp + v2 ∈ Nor(p,M) and ∥δηp + v2∥ < τM , [26, Theorem 4.8 (12)]
asserts that πM (s) = p and d(s,M) = ∥δηp + v2∥. But on the other hand, s+ v1 = p′ ∈M ,
so clearly ∥v1∥ ≥ d(s,M). Therefore,

∥v1∥2 ≥ ∥δηp + v2∥2

= δ2 + ∥v2∥2

= δ2 + ∥v∥2 − ∥v1∥2

≥ ∥v∥2 − ∥v1∥2,

and thus ∥v1∥ ≥ ∥v∥/
√
2.

The last two items contradicting each other, we finally obtain that p /∈ πq+T (M ∩ B(q, r))o.

– Let now p ∈ ∂B(q, r) ∩ M be fixed. Striving for a contradiction, assume that πq+T (p) ∈
πq+T (M∩B(q, r))o. In particular, for all δ < 1 small enough, πq+T (p+δ(p−q)) ∈ πq+T (B(q, r)∩
M). Then there exists v ∈ T⊥ such that p+δ(p−q)+v ∈M∩B(q, r). Denote by v2 = πTpM⊥(v).
Since ∠(TpM,T ) ≤ 1/4, we have ∥v∥ ≥ 3∥v2∥/4. On the other hand, since p+δ(q−p)+v ∈M ,
we have

∥πTpM⊥(δ(p− q) + v)∥ = d
(
(p+ δ(p− q) + v)− p, TpM

)
≤ ∥δ(p− q) + v∥2

2τM

≤ δ2r2 + ∥v∥2

τM
,

from [26, Theorem 4.18]. And noting that∥∥∥πTpM⊥(δ(p− q) + v)
∥∥∥ =

∥∥∥δπTpM⊥(p− q) + v2

∥∥∥
≥ ∥v2∥ − δd(q − p, TpM)

≥ 3∥v∥
4

− δr2

2τM
,

we obtain

∥v∥ ≤ 4

3

(
δr2

2τM
+
δ2r2 + ∥v∥2

τM

)
≤ 2

(
δr2

2τM
+
δ2r2 + ∥v∥2

τM

)
. (14)

On the other hand, since p + δ(p − q) + v ∈ B(q, r), we have ∥(1 + δ)(p − q) + v∥2 ≤ r2, and
therefore

(2δ + δ2)r2 + ∥v∥2 − 2(1 + δ)r∥v∥ ≤ 0,

But according to (14), this last inequality yields

(2δ + δ2)r2 + ∥v∥2 − 2(1 + δ)r∥v∥

≥ (2δ + δ2)r2 + ∥v∥2 − 4(1 + δ)r

(
δr2

2τM
+
δ2r2 + ∥v∥2

τM

)
= ∥v∥2

(
1− 4(1 + δ)

r

τM

)
+ r2

(
(2δ + δ2)− 4(1 + δ)

{
δr

2τM
+
rδ2

τM

})
,
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and since r ≤ τM/16 and δ ∈ (0, 1], we finally get

(2δ + δ2)r2 + ∥v∥2 − 2(1 + δ)r∥v∥ ≥ ∥v∥2

2
+ r2

(
(2δ + δ2)− δ(1 + δ)

{
1

8
+

1

4

})
≥ ∥v∥2

2
+ r2δ

> 0

which is the desired contradiction. That is, we have πq+T (p) /∈ πq+T (M ∩ B(q, r))o, as an-
nounced.

Conclusion: Putting everything together, we deduce that

πq+T ((∂M ∩ B(q, r)) ∪ (M ∩ ∂B(q, r))) = πq+T (M ∩ B(q, r) \ πq+T (M ∩ B(q, r))o

= ∂πq+T (M ∩ B(q, r),

which is the announced result.

A.3 Structure of Balls on Manifolds with Boundary

Using Lemma A.11, we are now able to derive the two key results on the structure of πT (B(x,R0)−
x). This structure depends on whether x is either near or far from ∂M . We start with the case
where x is an interior point.

Lemma 5.6 (Far-Boundary Balls). Let R ≤ τmin/16, x ∈ M , and T ∈ GD,d be such that
∠(TxM,T ) ≤ θ ≤ 1/8. If d(x, ∂M) > 0 (with the convention d(x, ∅) = +∞), then

BT

(
0,

4

5
min {R,d(x, ∂M)}

)
⊂ πT (B(x,R) ∩M − x).

Proof of Lemma 5.6. Let z′ be in B̊ (x, 4min {R,d(x, ∂M)} /5) ∩ (x + T ), and assume for contra-
diction that z′ /∈ πx+T (B(x,R) ∩M). Then by connectedness, there exists z ∈ [x, z′] such that
z ∈ ∂πx+T (B(x,R) ∩M).

� Note that, since B̊ (x, 4min {R,d(x, ∂M)} /5) ∩ (x + T ) is convex and contains {x, z′}, we have
z ∈ B̊ (x, 4min {R,d(x, ∂M)} /5) ∩ x+ T .

� According to Lemma A.11, we can write z = πx+T (y) with y ∈ ∂B(x,R) ∩M or y ∈ B(x,R) ∩
∂M . Therefore, we have ∥y − x∥ = R, or ∥y − x∥ ≥ d(x, ∂M), which entails ∥y − x∥ ≥
min {R,d(x, ∂M)}. Applying Proposition 5.4 gives that

∥x− z∥ = ∥πT (x)− πT (z)∥

≥ min {R,d(x, ∂M)}
(
1− θ − ∥x− y∥

2τmin

)
≥ 27

32
min {R,d(x, ∂M)}

≥ 4

5
min {R,d(x, ∂M)} ,

leading to z /∈ B̊ (x, 4min {R,d(x, ∂M)} /5), and hence a contradiction.
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It follows that B̊ (x, 4 {R,d(x, ∂M)} /5) ∩ (x + T ) ⊂ πx+T (B(x,R) ∩ M) . The closedness of
πx+T (B(x,R) ∩M) then concludes the proof.

Next we turn to the case where x is a boundary point.

Lemma 5.7 (Near-Boundary Balls). Assume that ∂M ̸= ∅. Let x ∈ ∂M and T ∈ GD,d be such
that ∠(TxM,T ) ≤ θ ≤ 1/8. Denote by η̂ the unit vector of T ∩ Nor(x,M), choose R ≤ τmin/16
and r ≤ min {2R/5, 7τ∂,min/5}.

Then, writing Oin := −rη̂ and Oout := rη̂, we have

B(Oin, r) ∩ T ⊂ πT (B(x,R) ∩M − x) ⊂ B̊(Oout, r)c ∩ T.

Proof of Lemma 5.7. Take O = x+ αη̂ with |α| = r.
We first prove that (B(O, r) ∩ (x + T )) ∩ ∂πx+T (B(x,R) ∩ M) = {x}. For this, consider

z ∈ πx+T (M∩B(x,R))\{x} and y ∈M∩B(x,R) such that z = x+(y−x)T = x+(y−x)t̂+(y−x)η̂.
Recall that (y − x)t̂ denotes the orthogonal projection of y − x onto η̂⊥ ∩ T . We have that

∥O − z∥2 =
(∥∥∥(y − x)η̂

∥∥∥± |α|
)2

+
∥∥∥(y − x)t̂

∥∥∥2
≥
(∥∥∥(y − x)η̂

∥∥∥− |α|
)2

+
∥∥∥(y − x)t̂

∥∥∥2
= r2 +

∥∥(y − x)T
∥∥2 − 2r

∥∥∥(y − x)η̂
∥∥∥ .

According to Lemma A.11, if z ∈ ∂πx+T (M ∩B(x,R)), we have either z ∈ πx+T (M ∩ ∂B(x,R)), or
z ∈ πx+T (∂M ∩ B(x,R)). In the first case, Proposition 5.4 gives

∥O − z∥2 ≥ r2 +
∥∥(y − x)T

∥∥2 − 2r
∥∥(y − x)T

∥∥
≥ r2 +

∥∥(y − x)T
∥∥ (∥∥(y − x)T

∥∥− 2r
)

≥ r2 +
∥∥(y − x)T

∥∥(27

32
R− 2r

)
.

In the second case, using Proposition 5.4 and Proposition A.7 leads to

∥O − z∥2 ≥ r2 + ∥y − x∥2
((

27

32

)2

− r

2τ∂,min

)
.

In both cases, since z ̸= x by assumption, we have (y − x)T ̸= 0 and hence y − x ̸= 0, so that if
r ≤ min {2R/5, 7τ∂,min/5}, we have ∥O − z∥ > r, which entails z /∈ B(O, r). In other words, we
have proved that B(O, r) ∩ ∂πx+T (B(x,R0) ∩M) = {x}.

By connectedness, it follows that if O ∈ {x+Oin, x+Oout}, we have either

B(O, r) ∩ (x+ T ) ⊂ πx+T (B(x,R0) ∩M),

or
B(O, r) ∩ (x+ T ) ⊂ (πx+T (B(x,R0) ∩M)c ∪ {x}.

Let us now focus on B(x + Oout, r) ∩ (x + T ). Consider a sequence x∗n = x + εnη̂ with εn > 0
converging to 0. Suppose that x∗n ∈ πx+T (B(x,R) ∩ M) i.e. there exits xn ∈ M such that
x∗n − x = (xn − x)T . By Proposition 5.4, we have

∥∥(xn − x)⊥
∥∥ ≤ εn(θ + 1/4). Let Ω = x + r′η̂
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with r′ < min(τmin, τ∂,min). On one hand Lemma A.9 ensures that ∥Ω− xn∥ ≥ r′ and, on the other
hand

∥Ω− xn∥2 = (r′ − εn)
2 +

∥∥∥(xn − x)⊥
∥∥∥2 ≤ r′2 − 2εnr

′ + ε2n
(
1 + (θ + 1/4)2

)
.

Thus, for n large enough ∥Ω− xn∥2 < r′2, which is impossible. Hence, for n large enough x∗n /∈
πx+T (B(x,R) ∩M), which proves the right hand side inclusion

πx+T (B(x,R) ∩M) ⊂
(
B(x+Oout, r)c ∩ (x+ T )

)
∪ {x}.

Next, we prove that if θ ≤ 1/8, then there exists x∗ ∈ x + T ∩ B(x + Oin, r) such that x∗ ∈
πx+T (B(x,R) ∩M), and thus B(x + Oin, r) ∩ x + T ⊂ πx+T (B(x,R0) ∩M). For this, introduce
η = πTxM (η̂) and η′ = πT (η). We clearly have ∥η∥ ≤ 1, ∥η′∥ ≤ 1, ∥η̂ − η∥ ≤ θ and ∥η − η′∥ ≤ θ. In
particular, this implies that ∥η′ − η̂∥ ≤ 2θ < 1 and ∥η′∥ ≥ 1−2θ. Hence, decomposing η′ = λη̂+µv,
with v ∈ T ∩ (η̂)⊥ and ∥v∥ = 1, we have λ > 0, with

(1− 2θ)2 ≤ λ2 + µ2 ≤ 1 and λ ≥ 1− 2θ.

Furthermore, since η ∈ TxM and that

⟨η, ηx⟩ ≥ 1− ∥η − ηx∥ ≥ 1− ∥ηx − η̂∥ − ∥η̂ − η∥ ≥ 1−
√
2θ − θ > 0

from Proposition A.8, we get that η ∈ Nor(x,M) from Proposition 2.6, or equivalently that
−η ∈ Tan(x,M). Hence, [26, Definition 4.3] asserts that there exists a sequence (xn)n ∈ M \ {x}
converging to x such that

∥∥∥ xn−x
∥xn−x∥ − −η

∥η∥

∥∥∥ ≤ 1
n , that is

xn = x− ∥x− xn∥
(

η

∥η∥
+

1

n
wn

)
with ∥wn∥ ≤ 1.

Considering x∗n = πx+T (xn), w
∗
n = πT (wn), and εn = ∥x−xn∥

∥η∥ , we may hence write

x∗n = x− εn

(
λη̂ + µv +

∥η∥
n
w∗
n

)
,

so that ∥∥x+Oin − x∗n
∥∥ ≤ ∥(r − λεn)η̂ + εnµv∥+

εn
n

≤
√
r2 − 2rλεn + ε2n +

εn
n

≤
√
(r − λεn)2 + ε2n(1− λ2) +

εn
n

≤ (r − λεn) + εn
√

1− λ2 +
εn
n
.

Since λ ≥ 1− 2θ ≥ 3/4, this yields

∥∥x+Oin − x∗n
∥∥ ≤ r − εn

(
3

4
−

√
7

4
+

1

n

)
.

On the other hand, we have

∥x∗n − x∥ ≥ ∥xn − x∥
∥η∥

(√
λ2 + µ2 − 1

n

)
≥ ∥xn − x∥

∥η∥

(
3

4
− 1

n

)
> 0,
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for n large enough. Thus, for n large enough, x∗n ∈ (x+T )∩B(x+Oin, r) with x∗n ∈ πx+T (B(x,R)∩
M) and x∗n ̸= x, ensuring that

B(x+Oin, r) ∩ (x+ T ) ⊂ πx+T (B(x,R0) ∩M),

which is the left hand side inclusion.

At last, the following consequence of Lemma 5.7 will be of particular interest in the proof of
Theorem 6.1.

Corollary 5.8 (Parallelism of Projected Normals). Assume that ∂M ̸= ∅. Let x ∈M be such that
d(x, ∂M) < τmin/16, and y ∈ RD. For T ∈ GD,d, let x∗ ∈ πy+T (∂M ∩ B(x, τmin/16)) be any point
such that

∥x∗ − πy+T (x)∥ = d(πy+T (x), πy+T (∂M ∩ B(x, τmin/16)),

and
x′ ∈ ∂M ∩ B(x, τmin/16) such that πy+T (x

′) = x∗.

If ∠(Tx′M,T ) ≤ 1/8, then Nor(x′,M) ∩ T contains a unique unit vector η∗(x′), and

x∗ − πy+T (x) = ∥x∗ − πy+T (x)∥ η∗(x′).

Proof of Corollary 5.8. According to Proposition 5.5, Nor(x′,M)∩T contains a unique unit vector
η∗(x′). By definition of x∗ we have

B̊y+T (πy+T (x), ∥x∗ − πy+T (x)∥) ∩ πy+T (∂M ∩ B(x, τmin/16)) = ∅. (15)

Since πy+T = πx′+T + πT⊥(y − x′), Lemma 5.7 applied at x′ with R0 = τmin/16 yields

B̊x′+T (x
′ + r0η

∗(x′), r0) ∩ πx′+T (M ∩ B(x′, R0)) = ∅.

Since πx′+T = πy+T + πT⊥(x′ − y), and that for all p ∈ x′ + T and r > 0,

B̊x′+T (p, r) = πT⊥(x′ − y) + B̊y+T (πy+T (p), r),

we deduce that
B̊y+T (x

∗ + r0η
∗(x′), r0) ∩ πy+T (M ∩ B(x′, R0)) = ∅. (16)

Now, decompose

x∗ − πy+T (x) = cosφ ∥x∗ − πy+T (x)∥ η∗(x′) + sinφ ∥x∗ − πy+T (x)∥ v

with v ∈ η∗(x′)⊥ and φ ∈ [0, 2π), and consider

xt := x∗ + t sin(π − φ/2)η∗(x′) + t cos(π − φ/2)v,

for t ≥ 0. Straightforward calculus yields
∥x∗ + r0η

∗(x′)− xt∥2 = r20 + t2 − 2r0t sin(π − φ/2),

∥πy+T (x)− xt∥2 = ∥x∗ − πy+T (x)∥2 + t2 + 2t ∥x∗ − πy+T (x)∥ sin(π + φ/2),

∥x− xt∥ ≤ ∥x− x∗∥+ t with ∥x− x∗∥ ≤ d(x, ∂M) < τmin/16.

Suppose, to derive a contradiction, that φ ̸= 0. Then for small enough t, we have

xt ∈ B̊(x, τmin/16) ∩ B̊y+T (x
∗ + r0η

∗(x′), r0) ∩ B̊y+T (πy+T (x), ∥x∗ − πy+T (x)∥).

Then, Equation (16) provides z ∈ (xt, πy+T (x)) such that z ∈ πy+T (∂M ∩B(x, τmin/16)). But since
∥z − πy+T (x)∥ < ∥x∗ − πy+T (x)∥ by construction, Equation (15) leads to the desired contradiction.
Hence, φ = 0, which yields the announced result.
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A.4 Volume Bounds and Covering Numbers

Lemma 5.9 (Sampling Density Bound). Let ε1 =
(
Cd

logn
fminn

) 1
d
, for Cd large enough. Then, for n

large enough so that ε1 ≤ τmin
16 ∧ τ∂,min

2 , we have, with probability larger than 1− n−3,

dH(M,Xn) ≤ ε1.

Proof of Lemma 5.9. Let ε1 ≤ τmin
16 ∧ τ∂,min

2 , and x ∈M . As Xn ⊂M , dH(M,Xn) = maxx∈M d(x,Xn).
Furthermore, according to Corollary A.6,

P
(
max
x∈M

d(x,Xn) ≥ ε1

)
≤ P

 max
x′∈M

d(x′,∂M)≥ε1/4

d(x′,Xn) ≥ ε1/4


≤ 16d

cdfminεd1
exp

(
−ncdfmin

8d
εd1

)
,

where the second inequality follows as [2, Lemma 9.1]. Thus, choosing ε1 =
(
Cd

logn
fminn

) 1
d
, for Cd

large enough, yields that dH(M,Xn) ≤ ε1, with probability larger than 1− n−3.

Lemma A.12 (Volume of Intersection of Balls). Let 0 ≤ r′ ≤ r, and O,O′ ∈ Rd that satisfy

∥O −O′∥ = r + r′ − h,

for some 0 ≤ h ≤ r′. Then

Hd
(
B(O, r) ∩ B(O′, r′)

)
≥ ωd−1

d2
d−1
2

h
d+1
2 (r′)

d−1
2 .

Proof of Lemma A.12. Let A := ∂B(O, r) ∩ [O,O′], B := ∂B(O′, r′) ∩ [O,O′], and Ω be the or-
thogonal projection of any point of ∂B(O, r) ∩ ∂B(O′, r′) onto [O,O′]. Also define a := ∥A− Ω∥,
b := ∥B − Ω∥ and ℓ := d(Ω, ∂B(O, r)∩∂B(O′, r′)) (see Figure 8). Let C (resp. C′) denote the section
of cone of apexB (resp. A), directionO−O′ (resp. O′−O), and basis B(Ω, ℓ)∩

(
Ω+ span(O′ −O)⊥

)
.

By convexity, we have C, C′ ⊂ B(O, r) ∩ B(O′, r′), and since C ∩ C′ is included in a hyperplane,
we get

Hd
(
B(O, r) ∩ B(O′, r′)

)
≥ Hd(C ∪ C′)

= Hd(C) +Hd(C′)

=
ωd−1

d
ℓd−1(a+ b)

=
ωd−1

d
ℓd−1h. (17)

Furthermore, since a+ b = h, Pythagoras theorem gives

(r − b)2 + ℓ2 = r2 and (r′ − a)2 + ℓ2 = r′2,

leading to

a =
2rh− h2

2(r + r′ − h)
=

rh

r + r′
+

h2

r + r′ − h

(
r

r + r′
− 1

2

)
.
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A B O′

r r′

ΩO

a b

CC′

ℓ

Figure 8: Layout for Lemma A.12.

Recalling that r′ ≤ r, we may write

rh

r + r′
≤ a ≤ rh

r + r′ − h
.

Finally, since ℓ2 = 2r′a− a2, we hence obtain

ℓ2 ≥ a

(
2r′ − rh

r + r′ − h

)
≥ 2r′rh

r + r′

(
1− rh

2r′(r + r′ − h)

)
≥ r′rh

r + r′
.

Combining the equation above with (17) concludes the proof.

Lemma 5.10 (Mass of Intersection of Curved Balls). Let x ∈ M , and T ∈ GD,d. Let O ∈ T , and

r,R ≥ 0 be such that BT (O, r) ⊂ πT (B(x,R) ∩M − x). For A ≥ C ′
dr

1−d
2 , write

h =

(
Cdf

4
max log n

f5min(n− 1)

) 1
d

, and ε2 =

(
A
f4max log n

f5min(n− 1)

) 2
d+1

.

Then for n large enough, for all ρ ≥ r and Ω ∈ T such that ∥Ω−O∥ ≤ r + ρ− ε2,∫
M∩(B(x,R)\B(x,h))

1πT (u−x)∈B(O,r)∩B(Ω,ρ)f(u)Hd(du) ≥ Ar
d−1
2 C ′′

d

f4max log n

f4min(n− 1)
.

Proof of Lemma 5.10. As ∥πtT ◦ πT ∥op = ∥πT ∥op ≤ 1, we have
√
|det(πtT ◦ πT )|) ≤ 1, so that the

co-area formula [26, Theorem 3.1] entails that∫
M∩(B(x,R)\B(x,h))

1πT (u−x)∈B(O,r)∩B(Ω,ρ)f(u)Hd(du)

≥ fmin

∫
πT (M∩B(x,R)−x)

1π−1
T (v)/∈B(0,h)1B(O,r)∩B(Ω,ρ)(v)dv.
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Since 1π−1
T (v)/∈B(0,h) ≥ 1v/∈B(0,h), we get, provided A is large enough,∫

M∩(B(x,R)\B(x,h))
1πT (u−x)∈B(O,r)∩B(Ω,ρ)f(u)Hd(du)

≥ fmin

∫
πT (M∩B(x,R)−x)

1v/∈B(0,h)1B(O,r)∩B(Ω,ρ)(v)dv

≥ fmin

∫
BT (0,r)

1B(O,r)∩B(Ω,ρ)(v)dv − fminωdh
d

≥ fmin

(
C̃dr

d−1
2 A

f4max log n

f5min(n− 1)
− Cdωd

f4max log n

f5min(n− 1)

)
≥ Ar

d−1
2 C̃ ′

d

f4max log n

f4min(n− 1)
,

where the second to last inequality comes from Lemma A.12.

B Tangent Space Estimation

B.1 Tangent Space of the Manifold

Proposition 3.2 (Tangent Space Estimation). Let h =
(
Cd

f4
max

f5
min

logn
n−1

) 1
d
, for a large enough constant

Cd. For n large enough so that h ≤ τmin
32 ∧ τ∂,min

3 ∧ τmin√
d
, with probability larger than 1− 2

(
1
n

) 2
d , we

have

max
1≤i≤n

∠(TXiM, T̂i) ≤ Cd
fmax

fmin

h

τmin
.

Proof of Proposition 3.2. We let h =
(

κ
fmin

logn
n−1

) 1
d
, where κ > 1 will be fixed later, and assume

that n is large enough so that h ≤ τM
32 ∧ τ∂M

3 ∧ τM√
d
. Without loss of generality we consider the case

where i = 1 and X1 = 0. We let x ∈ B(0, h) ∩M be such that B(x, h/4) ∩ ∂M = ∅, according to
Corollary A.6. Slightly differing from the notation in Proposition 5.4, for any vector u ∈ Rd, we
denote by uT = πTxM (u) and u⊥ = π(TxM)⊥(u). For short, we also write p(h) := P (B(0, h)) and

pn(h) := Pn(B(0, h)), where Pn = n−1
∑n

i=1 δXi stands for the empirical measure. The proof of
Proposition 3.2 will make use of the following concentration result, borrowed from [2].

Lemma B.1 ([2, Lemma 9.5]). Write

Σ(h) := E
(
XT (XT )

t
1B(0,h)(X)

)
.

Then for n large enough, with probability larger than 1− 2
(
1
n

)1+ 2
d , we have,

pn(h) ≤ 2p(h) +
10(2 + 2

d) log n

n− 1
,

and ∥∥∥∥∥ 1

n− 1

n∑
i=2

(Xi)T (Xi)
t
T1B(0,h)(Xi)− Σ(h)

∥∥∥∥∥
F

≤ Cd
fmax

fmin
√
κ
p(h)h2.
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We now assume that the event described by Lemma B.1 occurs. We may decompose the local
covariance matrix as

1

n− 1

n∑
i=2

(Xi)(Xi)
t =

n∑
i=2

(Xi)T (Xi)
t
T +R1,

where

R1 :=
1

n− 1

n∑
i=2

[
(Xi)T (Xi)

t
⊥ + (Xi)⊥(Xi)

t
T + (Xi)⊥(Xi)

t
⊥
]
.

Since B(0, h) ⊂ B(x, 2h), we have ∥(Xi)T ∥ ≤ h and, according to [26, Theorem 4.18], ∥(Xi)⊥∥ ≤
∥(Xi − x)⊥∥+ ∥(x− 0)⊥∥ ≤ 3h2

τM
. Thus, ∥R1∥F ≤ 9h3

τM
pn(h) ≤ Cd

fmaxhd+3

τM
, according to Lemma B.1.

Next, using Lemma B.1 again, we have

λmin

(
1

n− 1

n∑
i=2

(Xi)T (Xi)
t
T1B(0,h)(Xi)

)
≥ λmin (Σ(h))− Cd

f2max

fmin
√
κ
hd+2.

On the other hand, for u ∈ TxM , we have

utΣ(h)u =

∫
B(0,h)∩M

⟨u, yT ⟩2 f(y)Hd(dy)

≥ fmin

∫
B(x,h/4)∩M

⟨u, yT ⟩2 f(y)Hd(dy)

≥ fmin

∫
Bd(0,h/4)

⟨u, expx(v)T − xT + xT ⟩2 |det (dv(expx))|dv,

according to [2, Propositions 8.5 and 8.6]. Moreover, [2, Proposition 8.7] ensures that |det (dv(expx))| ≥
cd provided that ∥v∥ ≤ h/4 ≤ τM/4, and [2, Proposition 8.6] gives expx(v) = x + v + R(v), with

∥R(v)∥ ≤ 5∥v∥2
8τM

, under the same condition. Thus,

utΣ(h)u ≥ cdfmin

∫
Bd(0,h/4)

⟨u, v +R(v)T + xT ⟩2 dv

≥ 1

2
cdfmin

∫
Bd(0,h/4)

⟨u, v + xT ⟩2 dv

− 3cdfmin

∫
Bd(0,h/4)

(
5∥v∥2

8τmin

)2

dv.

Denoting by σd−1 the surface of the (d − 1)-dimensional unit sphere and using polar coordinates
yields ∫

Bd(0,h/4)
⟨u, v + xT ⟩2 dv ≥

∫
Bd(0,h/4)

⟨u, v⟩2 dv ≥
(
h

4

)d+2 1

d(d+ 2)
σd−1,

and ∫
Bd(0,h/4)

(
5∥v∥2

8τmin

)2

dv ≤
(
5

8

)2 σd−1

(d+ 4)τ2M

(
h

4

)d+4

.
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Since h ≤ τM/
√
d, it follows that

λmin(Σ(h)) ≥ cdfminh
d+2,

for some positive constant cd. Gathering all pieces and using [2, Theorem 10.1] leads to

∠(TxM, T̂i) ≤ Cd
fmaxh

τM (cdfmin − Cd(f2max/(fmin
√
κ)))

.

Thus, choosing κ = Cd

(
fmax

fmin

)4
, for Cd large enough, gives

∠(TxM, T̂i) ≤ Cd
fmaxh

fminτM
.

Noting that ∠(T0M,TxM) ≤ 2h/τM from Proposition 5.2 and lemma 5.1, the result of Proposi-
tion 3.2 follows after using a union bound.

B.2 Tangent Space of the Boundary

Corollary 3.10 (Boundary’s Tangent Space Estimation). Under the assumptions of Proposi-

tion 3.2 and Theorem 3.7 we have, for n large enough, with probability larger than 1− 4n−
2
d ,

max
Xi∈YR0,r,ρ

∠(Tπ∂M (Xi)∂M, T̂∂,i) ≤
20r√

(τmin ∧ τ∂,min)R0

.

Thus, choosing R0 =
τmin∧τ∂,min

40 and r = r− yields

max
Xi∈YR0,r−,ρ

∠(Tπ∂M (Xi)∂M, T̂∂,i) ≤
(
Cd
f5max

f5min

log n

nfmin(τmin ∧ τ∂,min)d

) 1
d+1

.

Proof of Corollary 3.10. Under the assumptions of Theorem 3.7 and Proposition 3.2, we let Xi ∈

YR0,r,ρ, ε∂M =
(
CdR0

fmax

f2
min

logn
n

) 1
d+1

, and h =
(
Cd

f4
max

f5
min

logn
n−1

) 1
d
so that with probability larger than

1− 4n−2/d, we have

∠(ηπ∂M (Xi), η̃i) ≤
ε∂M
R0

and ∠(TXiM, T̂i) ≤ Cd
fmax

fmin

h

τmin
.

Combining Theorem 3.7 (i) with Lemma 5.1 and Proposition 5.2 entails

∠(Tπ∂M (Xi)M, T̂i) ≤ ∠(Tπ∂M (Xi)M,TXiM) + ∠(TXiM, T̂i)

≤ 2
ε2∂M
R0

+ Cd
fmax

fmin

h

τmin
≤ Cdε∂M ,

for n large enough. Finally, since

∠(Tπ∂M (Xi)∂M, T̂∂,i) ≤ ∠(Tπ∂M (Xi)M, T̂i) + ∠(ηπ∂M (Xi), η̃i),

the bound follows.
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C Local Linear Patches

Theorem 6.6 (Estimation with Local Linear Patches). Write r0 := (τmin∧τ∂,min)/40, let ε0, a, δ ≥
0, and 0 ≤ θ, θ′ ≤ 1/16. Assume that we have:

1. A point cloud Xn ⊂M such that dH(M,Xn) ≤ ε0,

2. Estimated tangent spaces (Ti)1≤i≤n such that max1≤i≤n∠(TXiM,Ti) ≤ θ,

3. A subset of boundary observations X∂ ⊂ Xn such that

max
x∈∂M

d(x,X∂) ≤ δ and max
x∈X∂

d(x, ∂M) ≤ aδ2,

from which we build interior observations

X̊ε∂M := {Xi ∈ Xn | d(Xi,X∂) ≥ ε∂M/2}.

4. Estimated unit normal vectors (ηi)1≤i≤n on X∂ such that maxXi∈X∂
∥ηi − ηπ∂M (Xi)∥ ≤ θ′.

Let M = M(Xn,X∂ , T, η) be defined as M := MInt ∪M∂ , with

MInt :=
⋃

Xi∈X̊ε∂M

Xi +BTi(0, εM̊ ),

M∂ :=
⋃

Xi∈X∂

(Xi +BTi(0, ε∂M )) ∩ {z, ⟨z −Xi, ηi⟩ ≤ 0},

Then if ε∂M ≤ r0/2, ε0 ≤ εM̊ ≤ ε∂M/6 , and max
{
δ, aδ2

}
≤ ε∂M/6, we have

dH
(
M,M

)
≤

{
εM̊
(
θ + εM̊/τmin

)
if ∂M = ∅,

2aδ2 + 8ε∂M (θ + θ′ + ε∂M/r0) if ∂M ̸= ∅.

Proof of Theorem 6.6. First, note that the choice r0 = (τmin ∧ τ∂,min)/40 satisfies the requirements
of Lemma 5.7, for a radius R0 = τmin/16. For short, let M := M(Xn,X∂ , T, η).

� Let x ∈M be fixed. We bound d(x,M) depending on its closeness to ∂M .

– First assume that d(x, ∂M) ≤ ε∂M − δ. Then d(x,X∂) ≤ ε∂M , and we let Xi0 ∈ X∂ be
such that ∥x−Xi0∥ ≤ ε∂M . Without loss of generality we may assume that i0 = 1. Let
P1 := X1 +BT1(0, ε∂M ) ∩ {z, ⟨z −X1, η1⟩ ≤ 0} ⊂ M∂ denote the half-patch at X1.

From Proposition 5.4, we have

∥πX1+T1(x)− x∥ ≤ ε∂M

(
θ +

ε∂M
2τmin

)
. (18)

As a result, if πX1+T1(x) ∈ P1, then d(x,M) ≤ ∥πX1+T1(x)− x∥ yields the desired bound.

Otherwise, if πX1+T1(x) /∈ P1. Since d(x,P1) ≤ ∥x−X1∥ ≤ ε∂M , we may decompose πX1+T1(x)
as πX1+T1(x) = X1 + αη1 + βv, with unit v ∈ T1 ∩ span(η1)

⊥, and α = d(πX1+T1(x),P1) > 0
such that α2 + β2 ≤ ε2∂M . Writing x1 := π∂M (X1), triangle inequality ensures that

∥x− x1∥ ≤ ∥x−X1∥+ ∥X1 − x1∥ ≤ ε∂M + aδ2 ≤ τmin/32.
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From Lemma 5.1 and proposition 5.2, we also have

∠(Tx1M,T1) ≤ ∠(Tx1M,TX1M) + ∠(TX1M,T1) ≤ 2ε∂M/τmin + θ ≤ 1/8.

As a result, Lemma 5.7 applies and gives

πT1(x−X1) ∈ BT1(0, ε∂M ) ∩ (BT1(πT1(x1 −X1) + r0ηx1 , r0))
c.

Thus, we have

r0 ≤ ∥αη1 + βv − r0ηx1 + πT1(X1 − x1)∥
≤ ∥αη1 + βv − r0ηx1∥+ aδ2,

which, since aδ2 ≤ r0 and α2 + β2 ≤ ε∂M , leads to

(r0 − aδ2)2 ≤ ∥(αη1 + βv)− r0ηx1∥
2

≤ ε2∂M + r20 − 2r0α⟨η1, ηx1⟩ − 2r0β⟨v, ηx1⟩.

As ⟨η1, ηx1⟩ = 1−∥η1 − ηx1∥
2 /2 ≥ 1− θ′2/2 > 0 and |⟨v, ηx1⟩| = |⟨v, η1− ηx1⟩| ≤ θ′, we deduce

that

α = d(πX1+T1(x),P1) ≤
ε2∂M + 2r0aδ

2 + r0ε∂Mθ
′

2r0(1− θ′2/2)
≤
ε2∂M
r0

+ 2aδ2 + ε∂Mθ
′.

At the end of the day, combining the above inequality with (18) yields the bound

d(x,M) ≤ 2aδ2 + ε∂M

(
θ + θ′ +

2ε∂M
r0

)
, (19)

which also holds if πX1+T1(x) ∈ P1.

– Now, assume that d(x, ∂M) > ε∂M − δ. Let Xi0 denote the closest point to x in Xn, with
i0 = 1 without loss of generality. Since ∥x−X1∥ ≤ ε0, we deduce that

d(X1,X∂) ≥ d(x,X∂)− ∥x−X1∥
≥ d(x, ∂M)− aδ2 − ε0

≥ ε∂M − δ − ε0 − aδ2

≥ ε∂M/2.

Thus X1 ∈ X̊ε∂M , and therefore P1 := X1 + BT1(0, εM̊ ) is a patch of MInt ⊂ M. Because
εM̊ ≥ ε0, the point πX1+T1(x) belongs to P1, so that d(x,M) ≤ ∥πX1+T1(x)− x∥. Using
Proposition 5.4 again, we get

d(x,M) ≤ ε0

(
θ +

ε0
2τmin

)
. (20)

� Let now x ∈ M be fixed. We bound d(x,M) depending on whether x belongs to a “boundary
patch” (i.e. to M∂) or an “interior patch” (i.e. to MInt).

– Assume that x ∈ M∂ belongs to “boundary patch”. That is, without loss of generality,
x ∈ X1 +BT1(0, ε∂M ) ∩ {z, ⟨z −X1, η1⟩ ≤ 0} with X1 ∈ X∂ . Define x1 := π∂M (X1),

x∗1 := ππX1+T1
(∂M∩B(X1,τmin/16))(X1),
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and let x′1 ∈ ∂M ∩ B(X1, τmin/16) be such that πX1+T1(x
′
1) = x∗1. According to Corollary 5.8,

we have x∗1−X1 = ∥x∗1 −X1∥ η∗1, where η∗1 is the unit vector of Nor(x′1,M)∩T1. Furthermore,
Proposition 5.2, Proposition A.1 and Proposition A.8 combined yield the bound

∥η∗1 − ηx′
1
∥ ≤

√
2∠(Tx′

1
M,T1) ≤

√
2(θ + 2∥x′1 −X1∥/τmin).

Furthermore, by definition of x∗1 and the fact that x1 ∈ ∂M ∩ B(X1, τmin/16), we also have

∥X1 − x∗1∥ ≤ ∥πT1(X1 − x1)∥ ≤ ∥X1 − x1∥ = d(X1, ∂M) ≤ aδ2.

As ∥X1 − x′1∥ ≤ τmin/16, Proposition 5.4 ensures that ∥X1 − x∗1∥ ≥ ∥X1 − x′1∥ (1− θ − 1/32),
which leads to ∥X1 − x′1∥ ≤ 2aδ2 and hence to ∥x1 − x′1∥ ≤ 3aδ2 ≤ (τmin ∧ τ∂,min)/32. As a
result, Proposition 5.3 applies and asserts that

∥ηx1 − ηx′
1
∥ ≤ 9∥x1 − x′1∥

τmin ∧ τ∂,min
≤ 27aδ2

τmin ∧ τ∂,min
.

Gathering all the pieces together, we obtain

∥η∗1 − η1∥ ≤ ∥η∗1 − ηx′
1
∥+ ∥ηx′

1
− ηx1∥+ ∥ηx1 − η1∥

≤
√
2θ + θ′ +

(27 + 4
√
2)aδ2

τmin ∧ τ∂,min

≤
√
2θ + θ′ +

aδ2

r0
:= θ′′.

Now, if x ∈ BX1+T1(x
∗
1 − r0η

∗
1, r0), we have d(x,BX1+T1(x

∗
1 − r0η

∗
1, r0)) = 0. Otherwise, if

x /∈ BX1+T1(x
∗
1 − r0η

∗
1, r0), we have

d(x,BX1+T1(x
∗
1 − r0η

∗
1, r0)) = ∥x− (x∗1 − r0η

∗
1)∥ − r0 > 0.

We may hence write{
x−X1 = −αη1 + βv with α ≥ 0, α2 + β2 ≤ ε2∂M , and unit v ∈ T1 ∩ span(η1)

⊥,

x∗1 −X1 = tη∗1 with 0 ≤ t ≤ aδ2 and ∥η1 − η∗1∥ ≤ θ′′.

Since ⟨η1, η∗1⟩ ≥ 0 and |⟨v, η∗1⟩| = |⟨v, η∗1 − η1⟩| ≤ θ′′, it follows that

∥x− (x∗1 − r0η
∗
1)∥

2 = ∥(x−X1) + (r0 − t)η∗1∥
2

≤ ε2∂M + 2(r0 − t)(⟨−αη1, η∗1⟩+ ⟨βv, η∗1⟩) + (r0 − t)2

≤ ε2∂M + 2ε∂M (r0 − t)θ′′ + (r0 − t)2.

Therefore, no matter whether or not x belongs to BX1+T1(x
∗
1 − r0η

∗
1, r0), we have

d(x,BX1+T1(x
∗
1 − r0η

∗
1, r0)) ≤ ε∂Mθ

′′ +
ε2∂M

2(r0 − aδ2)

≤ ε∂Mθ
′′ +

ε2∂M
r0

.
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From the left-hand side inclusion of Lemma 5.7, we hence get the existence of some y ∈
B(x′1, τmin/16) ∩M such that

∥x− πX1+T1(y)∥ ≤ ε∂Mθ
′′ +

ε2∂M
r0

.

We will now show that this point y ∈M is close to x.

For this, a first (rough) bound on ∥y −X1∥ may be derived, using ∥y −X1∥ ≤ ∥y − x′1∥ +
∥x′1 −X1∥ ≤ τmin/16 + 2aδ2 ≤ τmin/8. According to Proposition 5.4, we have

∥y −X1∥ ≤ ∥πT1(y −X1)∥
1− θ − ∥y −X1∥ /(2τmin)

≤ 2 ∥πT1(y −X1)∥ ,

which, by using the other bound of Proposition 5.4, leads to

∥y − πX1+T1(y)∥ ≤ 2 ∥πT1(y −X1)∥
(
θ +

∥πT1(y −X1)∥
τmin

)
,

Hence, further bounding

∥πT1(y −X1)∥ ≤ ∥x−X1∥+ ∥x− πX1+T1(y)∥

≤ ε∂M + ε∂Mθ
′′ +

ε2∂M
r0

≤ 2ε∂M

since θ′′ ≤ 1/2 and ε∂M ≤ r0/2, we finally obtain

∥x− y∥ ≤ ∥x− πX1+T1(y)∥+ ∥y − πX1+T1(y)∥

≤ ε∂Mθ
′′ +

ε2∂M
r0

+ 4ε∂M

(
θ +

2ε∂M
τmin

)
≤ 8ε∂M

(
θ + θ′ +

ε∂M
r0

)
,

where we used that aδ2 ≤ ε∂M . In particular, we have

d(x,M) ≤ 8ε∂M

(
θ + θ′ +

ε∂M
r0

)
. (21)

– Assume that x ∈ MInt belongs to an “interior patch”. That is, without loss of generality,
x ∈ X1 +BT1(0, εM̊ ) with d(X1,X∂) ≥ ε∂M/2. We have d(X1, ∂M) ≥ ε∂M/2− δ ≥ 3εM̊/2, so
that an applying Lemma 5.6 at X1 provides the existence of some y ∈ M ∩ B(X1, εM̊ ) such
that x = πX1+T1(y). Thus, Proposition 5.4 entails

d(x,M) ≤ ∥y − x∥ = ∥(y −X1)
⊥∥ ≤ εM̊

(
θ +

εM̊
2τmin

)
. (22)

To conclude the proof of Theorem 6.6, we combine the above results as follows.

(i) If ∂M = ∅, then d(x, ∂M) = ∞ for all x ∈ RD, so that X∂ = ∅ and hence M∂ = ∅. As a
result, dH(M,M) is bounded by the maximum of Equations (20) and (22). The requirement
ε0 ≤ εM̊ ensures that

dH(M,M) ≤ εM̊

(
θ +

εM̊
2τmin

)
.
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(ii) If ∂M ̸= ∅, then dH(M,M) is bounded by the maximum of Equations (19) to (22). This boils
down to

dH(M,M) ≤ 2aδ2 + 8ε∂M

(
θ + θ′ +

ε∂M
r0

)
.

D Proof of the Minimax Lower Bounds

D.1 Stability of the Model

D.1.1 Reach Bounds

To prove Proposition 6.9, we will use the following general reach stability result.

Lemma D.1 ([26, Theorem 4.19]). Let S ⊂ RD with τS ≥ τ0 > 0, and Φ : RD −→ RD be a
C1-diffeomorphism such that Φ,Φ−1, and dΦ are Lipschitz, with Lipschitz constants K,N and R
respectively, then

τΦ(S) ≥
τ0

(K +Rτ0)N2
.

Proposition 6.9 (Reach Stability). Let M ∈ Md,D
τmin,τ∂,min and Φ : RD → RD be a C2 map such

that lim∥x∥→∞ ∥Φ(x)∥ = ∞. Assume that supx∈RD ∥ID − dxΦ∥op ≤ 1/10 . Then Φ is a global
diffeomorphism, and the image Φ(M) of M by Φ satisfies:

� ∂Φ(M) = Φ(∂M),

� If supx∈RD

∥∥d2xΦ∥∥op ≤ 1/ (2τmin), then τΦ(M) ≥ τmin/2,

� If supx∈RD

∥∥d2xΦ∥∥op ≤ 1/ (2τ∂min), then τ∂Φ(M) ≥ τ∂,min/2.

Proof of Proposition 6.9. First note that since supx ∥dxΦ− ID∥op < 1, dxΦ is invertible for all x ∈
RD, so that Φ is a local diffeomorphism in the neighborhood of x. In addition, lim∥x∥→∞ ∥Φ(x)∥ =

∞, so that the Hadamard-Cacciopoli theorem [20] asserts that Φ is a global diffeomorphism of RD.
Now, for short, let us write M ′ = Φ(M). As Φ is a global diffeomorphism of RD, M ′ is a

d-dimensional submanifold: indeed, using notation of Definition 2.1, any local C2 parametrization
Ψp of M at p ∈ M lifts to the local C2 parametrization Ψ̃Φ(p) = Φ ◦ Ψp of M ′ at Φ(p) ∈ M ′.
In particular, ∂M ′ = Φ(∂M

)
. Moreover, Φ is ∥dΦ∥op ≤ (1 + ∥ID − dΦ∥op)-Lipschitz, Φ−1 is∥∥dΦ−1

∥∥
op

≤ (1− ∥ID − dΦ∥op)−1-Lipschitz, and dΦ is
∥∥d2Φ∥∥

op
-Lipschitz. Hence, Lemma D.1

applied with S =M yields

τM ′ ≥
τM (1− ∥ID − dΦ∥op)2

∥d2Φ∥op τM + (1 + ∥ID − dΦ∥op)
≥ τM/2 ≥ τmin/2,

where the second inequality used that ∥ID − dΦ∥op ≤ 1/10 and
∥∥d2Φ∥∥

op
τM ≤ 1/2. Similarly, if

the boundary S = ∂M is not empty and
∥∥d2Φ∥∥

op
τ∂M ≤ 1/2, we get

τ∂M ′ = τΦ(∂M) ≥ τ∂M/2 ≥ τ∂,min/2,

and otherwise τ∂M ′ = τ∅ = ∞ ≥ τ∂,min/2, which concludes the proof.
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D.1.2 Strict Convexity

To prove Proposition 6.11, we will use the following non-standard characterization of convexity for
full-dimensional domains.

Lemma D.2. Let C ⊂ Rd be a compact domain with C̊ ̸= ∅, that has a C2 boundary ∂̄C. Assume
that:

� for all x ∈ ∂̄C, ∂̄C \ {x} is connected;

� for all x, y ∈ ∂̄C, d(y − x, Tx∂̄C) > 0 as soon as x ̸= y.

Then C is convex.

Proof of Lemma D.2. Let us prove the contrapositive. To this aim, assume that C is not convex,
meaning that τC <∞. We will prove the existence of points x, ỹ ∈ ∂̄C such that d(ỹ−x, Tx∂̄C) = 0.

From [26, Theorem 4.18], there exist x ̸= y ∈ C such that d(y − x, Tan(x,C)) > 0. But
for all x ∈ C̊, Tan(x,C) = Rd, so that x ∈ ∂̄C necessarily. From here, Proposition 2.6 asserts

that Tan(x,C) is a half-space with span(Tan(x,C)) = Rd = Tx∂̄C
⊥
⊕ span(ηx) and Tan(x,C) =

{⟨ηx, .⟩ ≤ 0}, for some unit vector ηx ∈ Rd. Using this representation, for all z ∈ C, we have
d(z − x, Tan(x,C)) = ⟨z − x, ηx⟩+ and d(z − x, Tx∂̄C) = | ⟨z − x, ηx⟩ | .

On one hand, we have seen that the continuous map C ∋ y 7→ ⟨y − x, ηx⟩+ takes a positive
value. Hence, by compactness of C, it attains its maximum at some y0 ∈ C with ⟨y0 − x, ηx⟩+ =

⟨y0 − x, ηx⟩ > 0. But for δ ∈ Rd small enough, ⟨y0 + δ − x, ηx⟩+ = ⟨y0 + δ − x, ηx⟩ = ⟨y0 − x, ηx⟩+
⟨δ, ηx⟩, so y0 must belong to ∂̄C as otherwise, y0 would belong to C̊ and one could increase the
value of ⟨· − x, ηx⟩+ locally around y0 and still stay in C.

On the other hand, if we assumed that for all y ∈ ∂̄C, ⟨y − x, ηx⟩ ≥ 0 this would lead to a
contradiction. Indeed, this inequality would extend to all the points z ∈ C: since C is compact,
for all z ∈ C̊ and v ∈ Rd \ {0}, {z + λv, λ ∈ R} ∩ C is a non-empty compact set, so there exist
λ− < λ+ such that for all λ ∈ [λ−, λ+]

c, z+λv /∈ C and y± = z+λ±v ∈ C. In particular, y± ∈ ∂̄C
and z ∈ [y−, y+] ⊂ Rd. This shows that z ∈ C can be written as linear combination of elements
y± ∈ ∂̄C and as a result the assumption ⟨y± − x, ηx⟩ ≥ 0 would yield ⟨z − x, ηx⟩ ≥ 0. This is a
contradiction, since by definition of Tan(x,C) ∋ −ηx (Definition 2.5), there exists z̃ ∈ C \{x} such

that
∥∥∥−ηx − z̃−x

∥z̃−x∥

∥∥∥ < 1
2 and in particular, ⟨z̃ − x, ηx⟩ < 0. This ends proving that there exists

y1 ∈ ∂̄C such that ⟨y1 − x, ηx⟩ < 0.
Summing everything up, we have shown that the continuous map ∂̄C \ {x} ∋ y 7→ ⟨y − x, ηx⟩

takes both a positive and a negative value on its connected domain ∂̄C \{x}. Hence, it must vanish
at some point ỹ ∈ ∂̄C \ {x}, meaning that x ̸= ỹ ∈ ∂̄C and d(y − x, Tx∂̄C) = 0, which concludes
the proof.

Proposition 6.11 (Stability of Strict Convexity). Let C ⊂ Rd be a compact domain with C̊ ̸= ∅,
that has a C2 boundary ∂̄C. Assume that:

� for all x ∈ ∂̄C, ∂̄C \ {x} is connected;

� for all x, y ∈ ∂̄C, d(y − x, Tx∂̄C) ≥ A ∥y − x∥2 , for some A > 0.

Let Φ : Rd → Rd be a C2 map such that lim∥x∥→∞ ∥Φ(x)∥ = ∞, ∥Id − dΦ∥op ≤ 1/10 and
∥∥d2Φ∥∥

op
≤

A, then C and Φ(C) are convex.
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Proof of Proposition 6.11. First, from Lemma D.2, we get that C is convex. Furthermore, as in the
proof of Proposition 6.9, note that the assumptions ∥dΦ− Id∥op < 1 and lim∥x∥→∞ ∥Φ(x)∥ = ∞
yield that Φ is a global diffeomorphism of Rd, using the Hadamard-Cacciopoli theorem [20]. Hence,
writing C ′ = Φ(C), we get that C ′ is a compact domain with C̊ ′ ̸= ∅, that has a connected C2

boundary ∂̄C ′. In addition, ∂̄C ′ = Φ(∂̄C) and for all x′ = Φ(x) ∈ ∂̄C ′, Tx′ ∂̄C ′ = dxΦ
(
Tx∂̄C

)
.

Now, for all x, y ∈ ∂̄C and u ∈ Tx∂̄C, Taylor’s theorem and the assumption d(y − x, Tx∂̄C) ≥
A ∥y − x∥2 yield

∥dxΦ.(y − x)− dxΦ.u∥ ≥
∥∥dΦ−1

∥∥−1

op
∥(y − x)− u∥

≥
∥∥dΦ−1

∥∥−1

op
d(y − x, Tx∂̄C)

≥
∥∥dΦ−1

∥∥−1

op
A ∥y − x∥2

≥ (1− ∥Id − dΦ∥op)A ∥y − x∥2

≥ (9A/10) ∥y − x∥2 .

At second order, Taylor’s theorem writes

∥Φ(y)− Φ(x)− dxΦ.(y − x)∥ ≤
∥∥d2Φ∥∥

op
∥y − x∥2 /2.

As a result, for all x′ ̸= y′ ∈ ∂̄C ′, writing x′ = Φ(x) and y′ = Φ(y) we have x ̸= y as Φ−1 is
one-to-one, and

d(y′ − x′, Tx′ ∂̄C ′) = inf
u∈Tx∂̄C

∥Φ(y)− Φ(x)− dxΦ.u∥

≥ inf
u∈Tx∂̄C

{∥dxΦ.(y − x)− dxΦ.u∥ − ∥Φ(y)− Φ(x)− dxΦ.(y − x)∥}

≥
(
9A/10−

∥∥d2Φ∥∥
op
/2
)
∥y − x∥2

> 0,

since
∥∥d2Φ∥∥

op
≤ A < 9A/5. From Lemma D.2, C ′ is hence convex.

D.2 Construction of Hypotheses

Throughout this section, we will use a smooth localizing bump-type function ϕ : RD → R to build
local variations of manifolds. The following result gathers differential estimates, and can be shown
using elementary differential calculus.

Proposition D.3. The localizing function defined as

ϕ : RD −→ R

x 7−→ exp
(
−∥x∥2/(1− ∥x∥2)

)
1B(0,1)(x)

is C∞ smooth, equal to 0 outside B(0, 1), satisfies 0 ≤ ϕ ≤ 1, ϕ(0) = 1,

∥dϕ∥op := sup
x∈RD

∥dxϕ∥op ≤ 5/2 and
∥∥d2ϕ∥∥

op
:= sup

x∈RD

∥∥d2xϕ∥∥op ≤ 23.
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D.2.1 Hypotheses with Empty Boundary

The proof of Proposition 6.10 follows that of [3, Lemma 5], and provides a result similar to [30,
Theorem 6] in essence. We include it below for sake of completeness and to keep track of explicit
constants.

Proposition 6.10 (Hypotheses with Empty Boundary). Assume that fmin ≤ cd/τ
d
min and c′d/τ

d
min ≤

fmax, for some small enough cd, (c
′
d)

−1 > 0.

If d ≤ D − 1, then for all n ≥ Cd/(fminτ
d
min), there exist P0, P1 ∈ Pd,D

τmin,∞(fmin, fmax) with
boundariless supports M0 and M1 such that

TV(P0, P1) ≤
1

n
and dH(M0,M1) ≥ C ′

dτmin

(
1

fminτdminn

)2/d

.

Proof of Proposition 6.10. We let R = 2τmin, and M0 = Sd(0, R) × {0}D−d−1 be a d-dimensional
sphere of radius R embedded in Rd+1 × {0}D−(d+1). Clearly, ∂M0 = ∅ (meaning that τ∂M0 = ∞)
and τM0 = R = 2τmin.

Let e1 = (1, 0, . . . , 0) denote the first vector of the canonical basis of RD, and x0 = Re1 ∈ M0.
For δ > 0 to be specified later, consider the probability distribution P0 having the following density
with respect to the d-dimensional Hausdorff measure Hd:

f0(x) = 2fmin1M0∩B(x0,δ)(x) +
1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0 ∩ B(x0, δ)c)
1M0∩B(x0,δ)c(x),

for all x ∈ RD. Clearly, P0 has support M0 as soon as 2fminHd(M0 ∩ B(x0, δ)) < 1. In addition,
writing σd for the volume of the d-dimensional unit Euclidean sphere,

1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0 ∩ B(x0, δ)c)
≥ 1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0)

=
1− 2fminR

dHd (BSd(0, 2 arcsin(δ/(2R)))

σdRd

≥ 1

σdRd
− 2fmin

(
δ

R

)d

.

As a result, f0 ≥ 2fmin over M0 as soon as (σd(2τmin)
d)−1 ≥ 4fmin and δ ≤ 2τmin. To upper bound

f0 on M0, we note that 2fmin ≤ fmax/2 as soon as 2cd ≤ c′d/2, and that similarly to above, we
derive

1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0 ∩ B(x0, δ)c)
≤ 1

σd(Rd − δd)
≤ 2

σdRd

as soon as δ ≤ τmin, which is further upper bounded by fmax/2 as soon as 2/(2dσd) ≤ c′d/2. This

ends proving that P0 ∈ Pd,D
τmin,∞(2fmin, fmax/2).

We now build P1 by small and smooth ambient perturbation of P0. Namely, for η > 0 to be
specified later, write

Φ(x) = x+ ηϕ

(
x− x0
δ

)
e1,

where ϕ : RD → R is the localizing function of Proposition D.3. We let P1 = Φ∗P0 be the
pushforward distribution of P0 by Φ, and M1 = Supp(P1).
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From Proposition D.3, Φ is C∞ smooth, ∥dΦ− ID∥op = η
δ ∥dϕ∥op ≤ 5η

2δ , and
∥∥d2Φ∥∥

op
=

η
δ2

∥∥d2ϕ∥∥
op

≤ 23η
δ2

. Recalling that τM0 ≥ 2τmin, Proposition 6.9 asserts that M1 ∈ Md,D
τmin,∞ as

soon as 5η
2δ ≤ 1

10 and 23η
δ2

≤ 1
4τmin

. Furthermore, from [3, Appendix, Lemma A.6], P1 admits a

density f1 with respect to Hd that satisfies

fmin = inf
M0

f0/2 ≤ inf
M1

f1 ≤ sup
M1

f1 ≤ 2 sup
M0

f0 ≤ fmax

as soon as 5η
2δ ≤ 1

3d ∧ 1
3(2d/2−1)

. Hence, under all the above requirements, we finally get that

P1 ∈ Pd,D
τmin,∞(fmin, fmax).

Now, notice that by construction, x0 + ηe1 = Φ(x0) belongs to M1 = Φ(M0). As a result,

dH(M0,M1) ≥ d(x0 + ηe1,M0) = η.

In addition, under the same requirements on δ and η as above, Φ is a global diffeomorphism of
RD (Proposition 6.9). As it coincides with the identity map on B(x0, δ)

c, this implies that P0 and
P1 = Φ∗P0 coincide outside B(x0, δ). Hence,

TV(P0, P1) = sup
A∈B(RD)

|P1(A ∩ B(x0, δ))− P0(A ∩ B(x0, δ))|

≤ sup
A∈B(RD)

P0(A ∩ B(x0, δ)) ∨ P1(A ∩ B(x0, δ))

≤ P0(B(x0, δ)) ∨ P1(B(x0, δ))

= P0(B(x0, δ))

= 2fminHd
(
M0 ∩ B(x0, δ)

)
= 2fminR

dHd (BSd(0, 2 arcsin(δ/(2R)))

≤ 2σdfminδ
d.

Setting 2σdfminδ
d = 1/n and η = δ

2d+10 ∧ δ2

92τmin
(which satisfy all the above requirements) then

yields the result, since with that choice, δ ≤ τmin and η = δ2

92τmin
as soon as n ≥ Cd/(fminτ

d
min) for

some large enough Cd > 0.

D.2.2 Convex Hypotheses (with Boundary)

The proof of Proposition 6.12 is similar to that of Proposition 6.10.

Proposition 6.12 (Convex Hypotheses). Assume that fmin ≤ cd/τ
d
∂,min and c′d/τ

d
∂,min ≤ fmax for

some small enough cd, (c
′
d)

−1 > 0.

Then for all n ≥ Cd/(fminτ
d
∂,min), there exist P0, P1 ∈ Pd,D

∞,τ∂,min(fmin, fmax) with convex supports
M0 and M1 such that

TV(P0, P1) ≤
1

n
and dH(∂M0, ∂M1) = dH(M0,M1) ≥ C ′

dτ∂,min

(
1

fminτd∂,minn

)2/(d+1)

.

Proof of Proposition 6.12. Let R = 2τ∂,min, and M0 = BRd(0, R) × {0}D−d be a d-dimensional
ball of radius R embedded in Rd × {0}D−d. Clearly, M0 is convex, meaning that τM0 = ∞, and
∂M0 = Sd−1(0, R)× {0}D−d has reach τ∂M0 = R.
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Let e1 = (1, 0, . . . , 0) denote the first vector of the canonical basis of RD, and x0 = Re1 ∈ M0.
For δ > 0 to be specified later, consider the probability distribution P0 having the following density
with respect to the d-dimensional Hausdorff measure Hd:

f0(x) = 2fmin1M0∩B(x0,δ)(x) +
1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0 ∩ B(x0, δ)c)
1M0∩B(x0,δ)c(x),

for all x ∈ RD. We see that P0 has support M0 if 2fminHd(M0 ∩B(x0, δ)) < 1. Denoting by ωd the
volume of the d-dimensional unit Euclidean ball, we derive

1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0 ∩ B(x0, δ)c)
≥ 1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0)

≥ 1− 2fmin(ωdδ
d/2)

ωdRd

≥ 1

ωdRd
− fmin

(
δ

R

)d

.

As a result, f0 ≥ 2fmin over M0 as soon as (ωd(2τmin)
d)−1 ≥ 4fmin and δ ≤ 2τmin, To upper bound

f0 on M0, we note that 2fmin ≤ fmax/2 as soon as 2cd ≤ c′d/2, and that similarly to above, we
derive

1− 2fminHd(M0 ∩ B(x0, δ))

Hd(M0 ∩ B(x0, δ)c)
≤ 1

ωd(Rd − δd/2)
≤ 2

ωdRd

as soon as δ ≤ R = 2τmin, which is further upper bounded by fmax/2 as soon as 2/(2dωd) ≤ c′d/2.

In all, we have P0 ∈ Pd,D
∞,τ∂,min(2fmin, fmax/2).

Now, to build P1, let η > 0 be a parameter to be specified later, and write

Φ(x) = x+ ηϕ

(
x− x0
δ

)
e1,

where ϕ : RD → R is the localizing function of Proposition D.3. We let P1 = Φ∗P0 be the
pushforward distribution of P0 by Φ, and M1 = Supp(P1). Note by now that if δ ≤ R, we have
M0 ⊂M1.

From Proposition D.3, Φ is C∞ smooth, ∥dΦ− ID∥op = η
δ ∥dϕ∥op ≤ 5η

2δ , and
∥∥d2Φ∥∥

op
=

η
δ2

∥∥d2ϕ∥∥
op

≤ 23η
δ2

. It is also clear that lim∥x∥→∞ ∥Φ(x)∥ = ∞. Hence, recalling that τ∂M0 ≥ 2τ∂,min,

Proposition 6.9 asserts that τ∂M1 ≥ τ∂,min as soon as 5η
2δ ≤ 1

10 and 23η
δ2

≤ 1
4τ∂,min

. In addition, as Φ

preserves Rd × {0}D−d, both M0 and M1 can be seen as compact domains of Rd with non-empty
interior. In this d-plane Rd×{0}D−d ∼= Rd, M0 has a C2 (topological) boundary ∂̄M0 = Sd−1(0, R),
the set ∂̄M0 \ {x} is connected for all x ∈ ∂̄M0 (note that for d = 1, this set is only reduced to a
point), and for all x, y ∈ ∂̄M0, d(y − x, Tx∂̄M0) =

1
4τ∂,min

∥y − x∥2 . As a result, Proposition 6.11

applied with k = d asserts that M1 = Φ(M0) remains convex as soon as 5η
2δ ≤ 1

10 and 23η
δ2

≤ 1
4τ∂,min

.

This ends proving that M0,M1 ∈ Md,D
∞,τ∂,min under the above requirements.

Furthermore, from [3, Appendix, Lemma A.6], we get that P1 admits a density f1 with respect
to Hd that satisfies

fmin = inf
M0

f0/2 ≤ inf
M1

f1 ≤ sup
M1

f1 ≤ 2 sup
M0

f0 ≤ fmax
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as soon as 5η
2δ ≤ 1

3d ∧ 1
3(2d/2−1)

. Hence, under all the above requirements, we have P0, P1 ∈
Pd,D
∞,τ∂,min(fmin, fmax).
Further analyzing the properties of f1, let y ∈ M1 ∩ B(x0, δ). As the diffeomorphism Φ maps

B(x0, δ) onto itself, y = Φ(x) for a unique x ∈M0∩B(x0, δ). Hence, applying [3, Appendix, Lemma
A.6] again we get

|f1(y)− 2fmin| = |f1(y)− f0(x)|

≤ f0(x)

(
3d

2
∨ 3(2d/2 − 1)

)
∥dΦ− ID∥op

=
2d+10fminη

δ
,

provided that 5η
2δ <

1
3 . From this bound, we also read that f1 ≤ 3fmin on M1 ∩ B(x0, δ) as soon as

2d+10η
δ ≤ 1. We can now move forward and prove the result.
First, notice that by construction x0 + ηe1 = Φ(x0) belongs to ∂M1 = Φ(∂M0). As a result,

dH(∂M0, ∂M1) = dH(M0,M1) ≥ d(x0 + ηe1,M0) = η.

Second, under the same requirements on δ and η as above, Φ is a global diffeomorphism of RD

(Proposition 6.9). As it coincides with the identity map on B(x0, δ)
c, it implies that P0 and

P1 = Φ∗P0 coincide outside B(x0, δ). Applying the second formula of Definition 6.7 with the
σ-finite dominating measure µ = 1Rd×{0}D−dHd, we hence get

TV(P0, P1) =
1

2

∫
B(x0,δ)∩(M0∪M1)

|f1 − f0|dHd

=
1

2

∫
B(x0,δ)∩M0

|f1 − 2fmin|dHd +
1

2

∫
B(x0,δ)∩(M1\M0)

f1dHd

≤ 2d+10fminη

2δ
Hd
(
B(x0, δ) ∩M0

)
+

3fmin

2
Hd
(
B(x0, δ) ∩ (M1 \M0)

)
.

Furthermore, by construction, Hd
(
B(x0, δ)∩M0

)
≤ ωdδ

d/2 andHd
(
B(x0, δ)∩(M1\M0)

)
≤ C ′

dδ
d−1η

, so that

TV(P0, P1) ≤ C ′′
dfminδ

d−1η.

Finally, setting C ′′
dfminδ

d−1η = 1/n and η = δ
2d+10 ∧ δ2

92τ∂,min
(which satisfy all the above re-

quirements) then yields the result, since with that choice, δ ≤ τmin and η = δ2

92τ∂,min
as soon

as n ≥ C̃d/(fminτ
d
∂,min) for some large enough Cd > 0.
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[13] Jean-Daniel Boissonnat, André Lieutier, and Mathijs Wintraecken. The reach, metric dis-
tortion, geodesic convexity and the variation of tangent spaces. J. Appl. Comput. Topol.,
3(1-2):29–58, 2019.

[14] Jean-Daniel Boissonnat and Mathijs Wintraecken. The Topological Correctness of PL-
Approximations of Isomanifolds. In Sergio Cabello and Danny Z. Chen, editors, 36th In-
ternational Symposium on Computational Geometry (SoCG 2020), volume 164 of Leibniz In-
ternational Proceedings in Informatics (LIPIcs), pages 20:1–20:18, Dagstuhl, Germany, 2020.
Schloss Dagstuhl–Leibniz-Zentrum für Informatik.

[15] Glen E. Bredon. Topology and geometry, volume 139 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1993.

[16] Dmitri Burago, Yuri Burago, and Sergei Ivanov. A course in metric geometry, volume 33 of
Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2001.

[17] Frédéric Chazal, Marc Glisse, Catherine Labruère, and Bertrand Michel. Convergence rates
for persistence diagram estimation in topological data analysis. J. Mach. Learn. Res., 16:3603–
3635, 2015.

[18] Frédéric Chazal and Bertrand Michel. An introduction to Topological Data Analysis: fun-
damental and practical aspects for data scientists. arXiv e-prints, page arXiv:1710.04019,
October 2017.



63
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