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Abstract

In this article, we investigate some of the fine properties of the value function associated to an optimal control problem in the Wasserstein space of probability measures. Building on new interpolation and linearisation formulas for non-local flows, we prove semiconcavity estimates for the value function, and establish several variants of the so-called sensitivity relations which provide connections between its superdifferential and the adjoint curves stemming from the maximum principle. We subsequently make use of these results to study the propagation of regularity for the value function along optimal trajectories, as well as to investigate sufficient optimality conditions and optimal feedbacks for mean-field optimal control problems.
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Introduction

During the past fifteen years, the mathematical analysis of collective dynamics and multi-agent systems has undergone astonishingly rapid developments. The interest for such topics was historically initiated in communities working at large on the modelling of agent-based dynamics \[65, 71\], social choices \[50, 62\] and aggregation patterns in biological systems \[70, 81\]. In all likelihood, what propelled these lines of investigation at the foreground of several branches of modern mathematical analysis are, on the one hand, the works of Cucker and Smale \[46, 47\] on the mathematics of emergence, and on the other hand the simultaneous introduction of the theory of mean-field games by Lasry, Lions \[68\] and Huang, Caines, Malhamé \[63\]. Incidentally, these developments and some of their outlets \[37, 61\] contributed to sparking a wide interest for multi-agent systems, studied in the so-called mean-field approximation framework. In the latter, large deterministic systems of interacting particles are approximated by curves of densities, which evolutions are described by transport equation in the space of measures (see e.g. \[72\] for a theoretical-physics flavoured overview of this topic).

Concomitantly to the maturation of these research trends, several major progresses were made in the theory of optimal transport. Some of the most notable ones lied in the identification of intrinsic geodesic \[69\] and differential \[73\] structures, which were amenable to computation while providing sound interpretations of various evolution problems arising in physics (see also \[67\]). These newly discovered concepts were further installed in the reference monograph \[8\] (see also \[80, 82\]), and strongly contributed to establishing the so-called Wasserstein spaces of probability measure as the natural framework for studying variational problems involving deterministic collective dynamics.

Since then, a growing research effort has been devoted to the investigation of mean field control problems, i.e. control problems formulated on mean-field approximations of discrete multi-agent systems (see e.g. the survey \[43\]). This family of models refers broadly to situations in which a centralised policy-making entity emits a control signal at the macroscopic level, in order to stir an underlying microscopic multi-agent system towards a desired goal (see the introduction of \[20\] for more details on this general scheme). While a few results have been dealing in this context with controllability issues \[49, 50\] as well as the explicit synthesis of control laws for consensus and alignment models \[11, 29, 30, 75\], the core of the existing contributions on this topic pertains to mean-field optimal control. In this setting, a first series of articles have aimed at studying rigorously the mean-field limit of solutions of optimal control problems formulated on discrete particle-like systems \[38, 53, 54, 55\]. More recently, the depiction of optimality conditions in the form of Hamilton-Jacobi-Bellman equations \[1, 40, 42, 66\] or variants of the Pontryagin Maximum Principle \[13, 14, 18, 19, 76, 77\] has also attracted a lot of attention. From a quite distinct standpoint, a few numerical schemes have been proposed for multi-agent control problems \[2, 3, 23\]. Let us stress that while many connections have been made between mean-field control problems and mean-field games (see e.g. \[12, 35, 36, 68\]), they are not fully reducible to each other due to the differences in their mathematical structures and application scopes.

In this article – which is a continuation of our previous works \[17, 18\] –, we investigate some of the fine regularity and structure properties of the value function \(\mathcal{V} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}\) associated to a general Mayer mean-field optimal control problem in the space of measures, defined by

\[
\mathcal{V}(\tau, \mu_\tau) := \left\{ \begin{array}{l}
\inf_{u(t) \in U} \left[ \varphi(\mu(T)) \right] \\
s.t. \left\{ \begin{array}{l}
\frac{\partial_t \mu(t)}{\partial x} + \text{div}_x (v(t, \mu(t), u(t)) \mu(t)) = 0, \\
\mu(\tau) = \mu_\tau.
\end{array} \right.\right. 
\end{array} \right.
\]

(1)
for any \((\tau, \mu_\tau) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d)\). Here, the minimisation is taken over the set \(U := \{u : [0, T] \to U \text{ s.t. } u(\cdot) \text{ is } \mathcal{L}^1\text{-measurable}\}\) of admissible controls with \((U, d_U)\) being a compact metric space. The time-evolution of the system is prescribed by the \textit{controlled non-local velocity field} \(v : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times U \times \mathbb{R}^d \to \mathbb{R}^d\), while \(\varphi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}\) represents a final cost.

\begin{remark}[On the general equivalence between Mayer and Bolza problems] As discussed in Section 2.4, it is a known fact in optimal control theory that the so-called Bolza problems – which comprise both a running and a final cost – can be reduced to Mayer problems (see \cite{IS} Section 4.2) in the context of mean-field control. Thus without loss of generality and for the sake of conciseness, we chose to restrict our subsequent developments to Mayer problems.
\end{remark}

\begin{remark}[On the choice of admissible controls]
Throughout this article, we will consider optimal control problems driven by open-loop controls \(u : [0, T] \to U\), which do not depend on the space variable \(x \in \mathbb{R}^d\). This choice is motivated by the following two important facts. Firstly, on the application side, there exist a wealth of collective dynamics models – the most commonly encountered being leader-follower dynamics – in which the dynamics of the agents is governed by a small number of control signals which are uniformly chosen for the whole system \cite{IS, LC, ZZ, HH, JA, MY, ZZ}. These classes of dynamical evolutions on measures are also becoming increasingly prominent in the mathematical branch of the machine learning literature, which focuses on the so-called NeurODE models of deep neural networks \cite{IS, LC, ZZ}. Secondly, on the technical side, while the methods developed in this article would be applicable to controlled vector fields \(u : [0, T] \times \mathbb{R}^d \to U\), proving the corresponding results would require extra regularity assumptions on the admissible controls (see e.g. \cite{IS} for more details). This would also lead to heavy formulas involving the space derivatives of the admissible controls, without providing new insights on the results. Therefore, to lighten the presentation, we restrict our developments to open-loop controls.

Our goal in the aforementioned context is to prove that the value function is \textit{semiconcave} in a precise sense, as well as to derive the so-called \textit{sensitivity relations} which link the Hamiltonian and costates of the maximum principle to its superdifferentials. These latter have both been thoroughly studied in the context of classical control theory as further detailed below, and provide many interesting structural insights on optimal trajectories.

Semiconcavity estimates have been known to appear in many problems coming from control theory or the calculus of variations for a fairly long time. In the general context of Hamilton-Jabobi-Bellman equations, it was noted as early as \cite{JA} that semiconcavity properties yield powerful quantitative stability estimates on the underlying solutions, a fact that is still frequently used to investigate various kinds of asymptotic properties in the context of mean-field games \cite{JP, JA} (see also the monograph \cite{HJ}). We also point to the articles \cite{IS, LC} which are devoted to the regularity theory for the so-called \textit{master equation}, in which semiconcavity plays a key role. More generally, semiconcave functions have been used in other branches of control theory, notably to design stabilising feedbacks by Lyapunov methods \cite{IS} or to study the regularity of multivalued optimal feedbacks \cite{IS}. They also play an important part in the investigation of various problems in the field of sub-Riemannian geometry \cite{JA}, owing to the very structured nature of their singular sets. In addition to its numerous applications to variational problems, the notion of semiconcavity is frequently used in non-smooth analysis, as it ensures that several kinds of superdifferentials (Fréchet, Clarke, etc...) are non-empty and coincide \cite{IS}. This distinguishing feature also found its way into the theoretical foundations of subdifferential calculus in Wasserstein spaces. Indeed, it is shown throughout \cite{IS} that the mirror notion of semiconvexity – defined in a suitable sense along interpolating curves – is the most natural one to ensure that extended measure subdifferentials are non-empty, as well as to derive quantitative decay estimates on gradient flows formulated in general metric spaces and in the space of probability measures.

Sensitivity relations are a somewhat more specific – but no less rich – topic in optimal control theory. Established originally in \cite{IS} for \(C^2\) value functions and subsequently extended in \cite{IS} to Lipschitz value functions, they provide a link between the Pontryagin and Hamilton-Jacobi approaches to optimal control, by stating that the opposite of the adjoint variables of the maximum principle belong to the superdifferential of the value function. In the seminal paper \cite{IS} – which served as a guiding thread for our present developments –, it was shown that sensitivity relations could be used in
various ways to provide sufficient optimality conditions for Pontryagin extremals, see also [27]. Thus, sensitivity relations can be seen as the milestone supporting several connections bridging between the local uniqueness of optimal trajectories, the expression of optimal feedbacks and differentiability properties of the value function. They have also been used in conjunction with semiconcavity estimates on several occasions, to investigate the regularity of generalised feedbacks mappings [24], as well as to study propagations of regularity along optimal trajectories for the value function [25, 26].

This fruitful interplay between semiconcavity and sensitivity relations in the context of optimal control is what motivated the contributions of this paper, which can be summarised as follows. In Section 3 we show that the value function defined in (1) is semiconcave in three distinct ways. More specifically, we prove in Theorem 3.4 that the value function is geodesically semiconcave with respect to its second argument in the sense of [8, Chapter 9], whenever the dynamics and cost functionals of the problem satisfy adequate interpolation inequalities along geodesics. We then show in Theorem 3.6 that when the data of the optimal control problem satisfy similar interpolation estimates along arbitrary interpolating curves, these properties are bestowed upon the value function which is then strongly semiconcave (see Definition 3.2 below). Finally in Theorem 3.7 we prove that the value function is also semiconcave in the classical sense with respect to its first argument, provided that the non-local velocity field driving the problem is uniformly Lipschitz with respect to the time, measure and space variables. These regularity properties rely on fine geodesic interpolation estimates between non-local flows established in Lemma 3.5, which are based on novel structural results borrowed from [17, Lemma 1]. In Section 4 we shift our focus to sensitivity relations, which involve the intrinsic state-costate curves satisfying the maximum principle in Wasserstein spaces studied in [13, 14, 18, 19]. In Theorem 4.2 we prove that plans which are defined as an appropriate opposite of the costate measure belong to a localisation on compact sets of the extended Fréchet superdifferentials of the value function, defined in the sense of [8, Chapter 10]. The proof strategy subtending this result is then adapted in Theorem 4.10 to show that the barycentric projections (see Theorem 2.4 below) of the state-costate curves with respect to their first marginals belong to the Dini superdifferential of the value function (see Definition 4.8 below). In Section 5 we make use of these new results to investigate three topics that were previously mentioned for their relevance in the study of optimal control problems: the propagation of regularity for the value function along optimal trajectories, sufficient optimality conditions for the Pontryagin system, and the regularity of optimal feedbacks.

Remark 1.3 (On the choice of stating results both for geodesic and strong interpolations). The reason why we study semiconcavity and sensitivity results involving both the intrinsic geodesic and optimal transport structures of Wasserstein spaces on the one hand, and arbitrary interpolations curves and perturbation directions on the other hand is the following. While the former setting is more geometrically meaningful and potentially better suited to investigating problems arising in the calculus of variations, the latter is definitely more adapted to the analysis of control systems. Indeed, as contextualy underlined in Remark 2.7 below and further illustrated in Section 5, the class of variations that usually appear in control theory are generically not optimal displacement directions. Thus, while semiconcavity and sensitivity results expressed in terms of the intrinsic structures e.g. of [8] are of high interest in and of themselves, they are not always applicable to control problems.

Concerning the bibliographical positioning of our work, we would like to mention first that the results of Section 3 can be loosely connected to existing contributions in the literature of mean-field control [39, 41] and mean-field games [57, 58]. However, to the best of our knowledge, this article seems to be the first one to investigate semiconcavity properties at this level of generality for mean-field optimal control problems. In contrast, the sensitivity relations of Section 4 along with the applications presented in Section 5 were not explored previously, and are therefore completely new. We point out that the results of Section 4 rely on general linearisation properties for non-local flows which are exposed in Appendix A. While quite naturally expected, these results were not available at this degree of generality in the literature, and should constitute a useful addition to the optimal transport toolbox that is being developed for dynamical and variational problems studied in the space of probability measures.
The structure of the article is the following. In Section 2 we recollect classical notions pertaining to optimal transport theory, subdifferential calculus in Wasserstein spaces, continuity equations with non-local velocities and mean-field optimal control problems. While the corresponding concepts are mostly well-known, we stress that the notion of measure subdifferentials presented in Section 2 is not exactly the one of [8, Chapter 10], but rather an adaptation thereof to compactly supported measures, following some recent results from [11]. In Section 3 we introduce two notions of semiconcavity in the spirit of [8, Chapter 9] for functionals defined over compactly supported measures, and establish semiconcavity estimates for the value function. We subsequently prove the Fréchet- and Dini-type sensitivity relations involving the Pontryagin costates in Section 4 and leverage these latter together with the semiconcavity estimates to investigate various structural properties of mean-field optimal control problems in Section 5. Appendix A is devoted to the derivation of general linearisation formulas for non-local flows, while Appendices B, C and D contain technical results required at different stages in our arguments.

2 Preliminaries

We start by introducing several concepts that will appear throughout the manuscript in the formulations and proofs of our main results.

2.1 Measure theory and optimal transport

In this section, we recall a few notions of measure theory, functional analysis and optimal transport. We refer to the reference monographs [6, 10, 48] for the former and to [8, 80, 82] for the latter.

For $d \geq 1$, we denote by $\mathcal{L}^d$ the standard $d$-dimensional Lebesgue measures defined over $\mathbb{R}^d$. Given a separable Banach space $(X, \| \cdot \|_X)$ and a real number $p \in [1, +\infty]$, we use the notation $L^p(\Omega, X)$ for the space of $L^d_{\text{abs}}$-integrable maps from a subset $\Omega \subset \mathbb{R}^d$ into $X$, defined in the sense of Bochner [18]. It is then a well-known result in measure theory (see e.g. [8, Chapter II - Theorem 9]) that for every Bochner-integrable map $f \in L^1([0, T], X)$, there exists a subset of Lebesgue points $\mathcal{F}_f \subset (0, T)$ of full $L^1$-measure, such that

$$\frac{1}{h} \int_{\tau}^{\tau+h} \| f(t) - f(\tau) \|_X \, dt \xrightarrow[h \to 0^+]{} 0,$$

for every $\tau \in \mathcal{F}_f$. In what follows, $C^0(\mathcal{F}, X)$ will stand for the vector space of continuous functions from a metric space $(\mathcal{F}, d_{\mathcal{F}})$ into $(X, \| \cdot \|_X)$, and we shall denote by $\text{Lip}(\phi(\cdot); \mathcal{F})$ the Lipschitz constant of a map $\phi : \mathcal{F} \to X$. In the particular case where $\Omega := [0, T] \subset \mathbb{R}$ for some $T > 0$, we will also use the notation $AC([0, T], \mathcal{F})$ for the metric space of absolutely continuous arcs from $[0, T]$ into $\mathcal{F}$. Finally, we will denote by “o” the standard composition operation between functions.

Throughout this article, we denote by $\mathcal{P}(X)$ the space of Borel probability measures over a Banach space $(X, \| \cdot \|_X)$. The latter is endowed with the standard narrow topology, induced by the weak-* convergence of measures

$$\mu_n \xrightarrow[n \to +\infty]{\ast} \mu \quad \text{if and only if} \quad \int_X \xi(x) \, d\mu_n(x) \xrightarrow[n \to +\infty]{} \int_X \xi(x) \, d\mu(x),$$

(3)

in duality with continuous and bounded maps $\xi : X \to \mathbb{R}$. We will also denote by $\mathcal{P}_p(X)$ the subset of measures $\mu \in \mathcal{P}(X)$ which momentum of order $p$ is finite, i.e.

$$\mathcal{M}_p(\mu) := \left( \int_X |x|^p \, d\mu(x) \right)^{1/p} < +\infty.$$

In the sequel, we will often work with the subset $\mathcal{P}_c(X)$ of elements $\mu \in \mathcal{P}(X)$, which supports

$$\text{supp}(\mu) := \{ x \in X \text{ s.t. } \mu(N_x) > 0 \text{ for any neighbourhood } N_x \text{ of } x \in X \},$$

are compact. Finally in the case where $(X, \| \cdot \|_X) := (\mathbb{R}^d, \cdot | \cdot)$, we will use the notation $L^p(\Omega, \mathbb{R}^d; \mu)$ for the space of maps from $\Omega \subset \mathbb{R}^d$ into $\mathbb{R}^d$, and which are $p$-integrable against $\mu \in \mathcal{P}(\mathbb{R}^d)$. 

5
Definition 2.1 (Pushforward of probability measures). Given $\mu \in \mathcal{P}(X)$ and a Borel map $f : X \to X$, we denote by $f_#\mu \in \mathcal{P}(X)$ the pushforward of $\mu$ through $f$, which is the measure defined by $f_#\mu(B) := \mu(f^{-1}(B))$ for any Borel set $B \subset X$.

Definition 2.2 (Transport plans between measures). Given $\mu, \nu \in \mathcal{P}(X)$, the set of transport plans $\Gamma(\mu, \nu)$ between $\mu$ and $\nu$ is the subset of elements $\gamma \in \mathcal{P}(X \times X)$ such that $\pi_1^*\gamma = \mu$ and $\pi_2^*\gamma = \nu$, where $\pi_1, \pi_2 : X \times X \to X$ stand for the projection operators onto the first and second factor respectively.

Throughout the remainder of this section, we assume that $(X, \| \cdot \|_X) := (\mathbb{R}^d, | \cdot |)$. Given a real number $p \in [1, +\infty)$, it is a well-known fact in optimal transport theory that

$$W_p(\mu, \nu) := \min \left\{ \left( \int_{\mathbb{R}^{2d}} |x - y|^p d\gamma(x, y) \right)^{1/p} \mid \gamma \in \Gamma(\mu, \nu) \right\},$$

defines a distance over $\mathcal{P}_p(\mathbb{R}^d)$. We will henceforth denote by $\Gamma_o(\mu, \nu)$ the corresponding set of $p$-optimal transport plans for which this minimum is attained. In the following proposition, we recall several interesting properties of the so-called Wasserstein spaces $(\mathcal{P}_p(\mathbb{R}^d), W_p)$.

Proposition 2.3 (Some properties of the Wasserstein spaces). The spaces $(\mathcal{P}_p(\mathbb{R}^d), W_p)$ are complete separable metric spaces, on which the $W_p$-distance metrises the narrow topology $\#$, in the sense that

$$W_p(\mu_n, \mu) \to 0 \quad \text{if and only if} \quad \mu_n \to^\ast \mu, \quad \int_{\mathbb{R}^d} |x|^p d\mu_n(x) \to \int_{\mathbb{R}^d} |x|^p d\mu(x),$$

for every $(\mu_n) \subset \mathcal{P}_p(\mathbb{R}^d)$ and $\mu \in \mathcal{P}_p(\mathbb{R}^d)$. The Wasserstein distances between elements $\mu, \nu \in \mathcal{P}(\mathbb{R}^d)$ are ordered, namely $W_p(\mu, \nu) \leq W_p(\mu, \nu)$ whenever $p_1 \leq p_2$, and in the particular case where $\mu, \nu \in \mathcal{P}_c(\mathbb{R}^d)$, the following Kantorovich-Rubinstein duality formula holds

$$W_1(\mu, \nu) = \sup \left\{ \int_{\mathbb{R}^d} \phi(x) d(\mu - \nu)(x) \mid \text{Lip}(\phi(\cdot); \mathbb{R}^d) \leq 1 \right\}. \quad (4)$$

The Wasserstein metrics, in addition to their interesting topological and geometric properties, allow for various useful estimates. For instance, if $\mu \in \mathcal{P}_p(\mathbb{R}^d)$ and $\zeta, \xi \in L^p(\mathbb{R}^d, \mathbb{R}^d; \mu)$, one has

$$W_p(\zeta_#\mu, \xi_#\mu) \leq \| \zeta - \xi \|_{L^p(\mu)}. \quad (5)$$

In addition, given a compact set $K \subset \mathbb{R}^d$, two elements $\mu, \nu \in \mathcal{P}(K)$ and a Lipschitz map $\phi : K \to \mathbb{R}^d$, it holds

$$W_p(\phi_#\mu, \phi_#\nu) \leq \text{Lip}(\phi(\cdot); K) W_p(\mu, \nu). \quad (6)$$

We end this series of prerequisites by recalling a variant of the well-known disintegration theorem in the context of optimal transport, which we will use extensively in the sequel.

Theorem 2.4 (Disintegration). Let $\mu, \nu \in \mathcal{P}_p(\mathbb{R}^d)$ and $\gamma \in \Gamma(\mu, \nu)$. Then, there exists a $\mu$-almost uniquely determined Borel map $x \in \mathbb{R}^d \mapsto \gamma_x \in \mathcal{P}_p(\mathbb{R}^d)$ such that

$$\int_{\mathbb{R}^d} \xi(x, y) d\gamma(x, y) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \xi(x, y) d\gamma_x(y) d\mu(x),$$

for any $\xi \in L^1(\mathbb{R}^{2d}, \mathbb{R}; \gamma)$. The family of measures $\{\gamma_x\}_{x \in \mathbb{R}^d} \subset \mathcal{P}_p(\mathbb{R}^d)$ is called the disintegration of $\gamma$ against its first marginal $\pi_1^*\gamma = \mu$, and will be denoted by $\gamma := \int_{\mathbb{R}^d} \gamma_x d\mu(x)$. The barycentric projection $\tilde{\gamma} \in L^p(\mathbb{R}^d, \mathbb{R}^d; \mu)$ of $\gamma$ onto $\pi_2^*\gamma = \mu$ is then defined as

$$\tilde{\gamma}(x) := \int_{\mathbb{R}^d} y d\gamma_x(y), \quad (7)$$

for $\mu$-almost every $x \in \mathbb{R}^d$.\footnote{The fact that $\Gamma_o(\mu, \nu)$ is non-empty follows from the direct method of the calculus of variations.}
2.2 Subdifferential calculus in \((\mathcal{P}_c(\mathbb{R}^d), W_2)\)

We adapt here some of the definitions and results of the theory of \(\mathcal{P}_2\)-subdifferential calculus developed in [S] Chapter 10 to the setting of compactly supported measures. Throughout this section, we will write \(\mathcal{P}_c(\mathbb{R}^d) \rightarrow \mathbb{R}\) to mean the restriction of an extended real-valued functional \(\phi : \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R} \cup \{\pm \infty\}\) such that \(\mathcal{P}_c(\mathbb{R}^d) \subset D(\phi) := \{\mu \in \mathcal{P}_2(\mathbb{R}^d) \text{ s.t. } \phi(\mu) \neq \pm \infty\}\).

In the following definition, we propose a localisation for compactly supported measures of the extended Fréchet subdifferential from [S] Definition 10.3.1, in the spirit of [IS]. Given an element \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\) and \(R > 0\), we denote by \(B_R(\mu) := \cup_{x \in \text{supp}(\mu)} B(x, R)\) the \(R\)-fattening of \(\text{supp}(\mu)\).

**Definition 2.5** (Localized extended Fréchet sub and superdifferentials). We say that a plan \(\gamma \in \mathcal{P}_2(\mathbb{R}^{2d})\) belongs to the localised extended Fréchet subdifferential \(\partial^\ast_{\text{loc}} \phi(\mu)\) of \(\phi(\cdot)\) at \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\) provided that \(\pi^1_{\#} \gamma = \mu\), and

\[
\phi(v) - \phi(\mu) \geq \inf_{\mu \in \Gamma_{\phi}^{1,3}(\gamma, \nu)} \int_{\mathbb{R}^{2d}} \langle r, y - x \rangle d\mu(x, r, y) + o_R(W_2(\mu, \nu)),
\]

for every \(R > 0\) and any \(\nu \in \mathcal{P}(B_R(\mu))\), where

\[
\Gamma_{\phi}^{1,3}(\gamma, \nu) := \left\{ \mu \in \mathcal{P}_2(\mathbb{R}^{3d}) \text{ s.t. } \pi^{1,2}_{\#} \mu = \gamma \text{ and } \pi^{1,3}_{\#} \mu \in \Gamma(\mu, \nu) \right\}.
\]

Similarly, we define the localised extended Fréchet superdifferential \(\partial^\ast_{\text{loc}} \phi(\mu)\) as the set of plans \(\gamma \in \mathcal{P}_2(\mathbb{R}^{2d})\) such that \((\pi^1, -\pi^2)_\# \gamma \in \partial^\ast_{\text{loc}}(-\phi)(\mu)\).

**Definition 2.6** (Localized classical Fréchet sub and superdifferentials). We say that a map \(\xi \in L^2(\mathbb{R}^d, \mathbb{R}^d; \mu)\) belongs to the localised classical subdifferential \(\partial_{\text{loc}} \phi(\mu)\) of \(\phi(\cdot)\) at \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\) if

\[
\phi(v) - \phi(\mu) \geq \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{\mathbb{R}^{2d}} \langle \xi(x), y - x \rangle d\gamma(x, y) + o_R(W_2(\mu, \nu)),
\]

for every \(R > 0\) and any \(\nu \in \mathcal{P}(B_R(\mu))\). Analogously, we define the localised classical superdifferential \(\partial^\ast_{\text{loc}} \phi(\mu)\) of \(\phi(\cdot)\) as the set of maps \(\xi \in L^2(\mathbb{R}^d, \mathbb{R}^d; \mu)\) such that \((-\xi) \in \partial^\ast_{\text{loc}}(-\phi)(\mu)\).

**Remark 2.7** (Comparison between Definition 2.5 and Definition 2.6). Originally, the notion of classical subdifferentiability was primarily used for measures \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\) that are absolutely continuous with respect to \(\mathcal{L}^d\). Indeed, it can be shown in this context that the notions introduced in Definition 2.5 and Definition 2.6 coincide when one replaces localised subdifferentials by standard ones, in the sense that \(\gamma \in \partial^\ast \phi(\mu)\) if and only if \(\gamma \in \partial \phi(\mu)\) (see [S] Remark 10.3.3). In practice however, a wide range of functionals can be handled using the simpler notion of Definition 2.6 even for arbitrary measures \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\) (see e.g. [14, 18, 32, 59] and references therein).

In the present manuscript, we will make use of the concept of measure-valued subdifferentials provided by Definition 2.5 to state Fréchet-type sensitivity relations for the state-costate curves \(t \mapsto \nu^s(t) \in \mathcal{P}_c(\mathbb{R}^{2d})\) satisfying the maximum principle of Theorem 2.19 below. On the other hand, the simpler structure displayed in Definition 2.6 will be used to investigate stronger differentiability properties of dynamics and cost functionals defined over \(\mathcal{P}_c(\mathbb{R}^d)\).

We recall next a notion of localised differentiability for functionals defined over \(\mathcal{P}_c(\mathbb{R}^d)\). The latter was introduced by the authors of the present manuscript in [IS], taking inspiration from [59], and its formulation involves the so-called analytical tangent space

\[
\text{Tan}_{\mu} \mathcal{P}_2(\mathbb{R}^d) := \left\{ \nabla \xi(\cdot) \text{ s.t. } \xi \in C_c^\infty(\mathbb{R}^d, \mathbb{R}) \right\}^{L^2(\mu)},
\]

to \((\mathcal{P}_2(\mathbb{R}^d), W_2)\) at \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\) (see [S] Sections 8.4 and 12.4). We point in particular to [IS] Section 5 for some illustrations of the relevance of this notion of differentiability when studying smooth integral functionals.
Definition 2.8 (Locally differentiable functionals). A map \( \phi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R} \) is said to be locally differentiable at \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \) if there exists an element \( \nabla \phi(\mu) \in \text{Tan}_\mu \mathcal{P}_2(\mathbb{R}^d) \) called the Wasserstein gradient of \( \phi(\cdot) \) at \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \), such that \( \partial^-_{\text{loc}} \phi(\mu) \cap \partial^+_{\text{loc}} \phi(\mu) = \{ \nabla \phi(\mu) \} \).

Similarly, given \( m \geq 1 \), a map \( \phi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}^m \) is said to be locally differentiable at \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \) if its components \( (\phi_i(\cdot))_{1 \leq i \leq m} \) are locally differentiable in the sense just defined.

From now on, we will drop the “loc” subscript in the sub and superdifferentials, as the only notions that we will use in the sequel are the localised ones introduced hereinafore. We recall in the next proposition a result derived in [18, Proposition 3.6], which provides a general first-order expansion formula along arbitrary plans for the Wasserstein gradient.

Proposition 2.9 (Chain rule along arbitrary transport plans). Let \( \phi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R} \) be locally differentiable at \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \). Then for any \( R > 0 \) and \( \nu \in \mathcal{P}(B_R(\mu)) \), it holds
\[
\phi(\nu) - \phi(\mu) = \int_{\mathbb{R}^{2d}} (\nabla \phi(\mu)(x), y - x) d\mu(x, y) + o_R(W_{2,\mu}(\mu, \nu)),
\]
for every \( \mu \in \Gamma(\mu, \nu) \), where
\[
W_{2,\mu}(\mu, \nu) := \left( \int_{\mathbb{R}^{2d}} |x - y|^2 d\mu(x, y) \right)^{1/2}.
\]

Conversely, if there exists a map \( \nabla \phi(\mu) \in \text{Tan}_\mu \mathcal{P}_2(\mathbb{R}^d) \) such that for every \( R > 0 \), any \( \nu \in \mathcal{P}(B_R(\mu)) \) and each optimal transport plan \( \mu \in \Gamma(\mu, \nu) \) the identity \( \mathcal{D} \) is satisfied, then \( \phi(\cdot) \) is locally differentiable at \( \mu \), and \( \nabla \phi(\mu) \) is its Wasserstein gradient.

We end this section by a vector-valued version of the chain rule of Proposition 2.9.

Corollary 2.10 (Chain rule for vector-valued maps). Suppose that \( \phi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}^m \) is locally differentiable. Then, for any \( R > 0 \), every \( \nu \in \mathcal{P}(B_R(\mu)) \) and each \( \mu \in \Gamma(\mu, \nu) \), it holds
\[
\phi(\nu) = \phi(\mu) + \int_{\mathbb{R}^{2d}} D\phi(\mu)(x)(y - x) d\mu(x, y) + o_R(W_{2,\mu}(\mu, \nu)).
\]

Here, \( x \in \mathbb{R}^d \mapsto D\phi(\mu)(x) := (\nabla \phi_i(\mu)(x))_{1 \leq i \leq m} \in \mathbb{R}^{m \times d} \) is the matrix-valued map which rows are the Wasserstein gradients of the components \( (\phi_i(\cdot))_{1 \leq i \leq m} \) of \( \phi(\cdot) \) at \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \).

2.3 Continuity equations with non-local velocities in \( \mathbb{R}^d \)

In this section, we recollect several fundamental results on non-local continuity equations defined over the metric space \((\mathcal{P}_c(\mathbb{R}^d), W_1)\). We refer to [5] and [8, Chapter 8] as well as to their references for an exhaustive treatment of continuity equations with measure-independent driving fields, and to [7, 11, 17] for the main well-posedness results on non-local continuity equations.

Given a non-local velocity field \( v : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d \) and a measure \( \mu^0 \in \mathcal{P}_c(\mathbb{R}^d) \), we consider the Cauchy problem
\[
\begin{aligned}
\partial_t \mu(t) + \text{div}_x (v(t, \mu(t)) \mu(t)) &= 0, \\
\mu(0) &= \mu^0,
\end{aligned}
\]
where the first line of (11) needs to be understood in the sense of distribution against smooth and compactly supported functions, namely
\[
\int_0^T \int_{\mathbb{R}^d} \left( \partial_t \xi(t, x) + \langle \nabla_x \xi(t, x), v(t, \mu(t), x) \rangle \right) d\mu(t)(x) dt = 0,
\]
for every \( \xi \in C_c^\infty((0, T) \times \mathbb{R}^d, \mathbb{R}) \). This identity can be equivalently rewritten\(^2\) as
\[
\frac{d}{dt} \int_{\mathbb{R}^d} \psi(x) d\mu(t)(x) = \int_{\mathbb{R}^d} \langle \nabla \psi(x), v(t, \mu(t), x) \rangle d\mu(t)(x),
\]
\(^2\)The equivalence between these expressions follows by integrating by parts against test functions of the form \((t, x) \in [0, T] \times \mathbb{R}^d \mapsto \zeta(t) \phi(x) \in \mathbb{R}^d \) with \( \zeta \in C_c^\infty((0, T), \mathbb{R}) \) and \( \psi \in C_c^\infty(\mathbb{R}^d, \mathbb{R}) \), see e.g. [5] and [8, Chapter 8].
for any $\psi \in C^\infty_c(\mathbb{R}^d, \mathbb{R})$ and $\mathcal{L}^1$-almost every $t \in [0,T]$. In the sequel, we will often identify non-local velocity fields $(t,\mu,x) \mapsto v(t,\mu,x) \in \mathbb{R}^d$ with vector field valued map $t \mapsto v(t,\cdot,\cdot) \in \mathcal{P}_c(\mathbb{R}^d) \times \mathcal{P}_c(\mathbb{R}^d)$, which measurability and integrability are understood in the sense of Definition A.2 below. Throughout this section, we will make use of the following set of assumptions.

**Hypotheses (CE).** Suppose that for any $R > 0$, the following holds with $K := B(0,R)$.

(i) The application $t \in [0,T] \mapsto v(t,\mu,x) \in \mathbb{R}^d$ is $\mathcal{L}^1$-measurable for any $(\mu,x) \in \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d$, and there exists a map $m(\cdot) \in L^1([0,T],\mathbb{R}_+^+)$ such that

$$|v(t,\mu,x)| \leq m(t)(1 + |x| + M_1(\mu)),$$

for $\mathcal{L}^1$-almost every $t \in [0,T]$ and any $(\mu,x) \in \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d$.

(ii) There exist two maps $l_K(\cdot), L_K(\cdot) \in L^1([0,T],\mathbb{R}_+^+)$ such that

$$|v(t,\mu,x) - v(t,\mu,y)| \leq l_K(t)|x-y| \quad \text{and} \quad |v(t,\mu,x) - v(t,\nu,x)| \leq L_K(t)W_1(\mu,\nu),$$

for $\mathcal{L}^1$-almost every $t \in [0,T]$, any $\mu,\nu \in \mathcal{P}(K)$ and all $x, y \in K$.

(iii) The map $x \in \mathbb{R}^d \mapsto v(t,\mu,x) \in \mathbb{R}^d$ is Fréchet-differentiable for $\mathcal{L}^1$-almost every $t \in [0,T]$ and any $\mu \in \mathcal{P}_c(\mathbb{R}^d)$, and $(\mu,x) \in \mathcal{P}_c(\mathbb{R}^d)$ such that

$$D_xv(t,\mu,x) \in \mathbb{R}^{d \times d}$$

is continuous.

(iv) The map $\mu \in \mathcal{P}_c(\mathbb{R}^d) \mapsto v(t,\mu,x) \in \mathbb{R}^d$ is locally differentiable for $\mathcal{L}^1$-almost every $t \in [0,T]$ and any $x \in \mathbb{R}^d$, and $(\mu,x) \in \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d$ is continuous.

Hypotheses (CE) (i), (ii) are standard sub-linearity and Cauchy-Lipschitz type regularity assumptions which ensure that (11) is well-posed, while (CE) (iii), (iv) are needed to formulate the PMP recalled in Theorem 2.19 and the technical linearisation results of Appendices A, B and C.

**Definition 2.11** (Non-local flows of diffeomorphisms). Let $v : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ be a non-local velocity field satisfying hypotheses (CE) (i), (ii). For any compact set $K \subset \mathbb{R}^d$, we define the non-local flow of diffeomorphisms $\Phi_{(\tau,\cdot)}[\mu](\cdot) \in C^0([0,T] \times K,\mathbb{R}^d)$ starting from $\mu \in \mathcal{P}(K)$ at time $\tau \in [0,T]$ as the unique solution of the non-local Cauchy problem

$$\Phi_{(\tau,\cdot)}[\mu](x) = x + \int_\tau^t v\left(s,\Phi_{(\tau,s)}[\mu](\cdot)\#\mu,\Phi_{(\tau,s)}[\mu](x)\right)ds, \quad (14)$$

written for every $(t,x) \in [0,T] \times K$.

**Remark 2.12** (Existence and uniqueness of non-local flows). Given $(\tau,\mu) \in [0,T] \times \mathcal{P}(K)$, the existence and uniqueness of $\Phi_{(\tau,\cdot)}[\mu](\cdot) \in C^0([0,T] \times K,\mathbb{R}^d)$ can be obtained under hypotheses (CE) (i), (ii) by a fixed point argument that is detailed in the proof of Theorem 2.20 in Appendix B below.

We recall next the main well-posedness, stability and representation results for non-local continuity equations in the Cauchy-Lipschitz setting, for which we refer to [17]. In the sequel, we will write $\|\cdot\|_1 := \|\cdot\|_{L^1([0,T],\mathbb{R}_+^+)}$ to mean the $L^1$-norm of a positive real-valued map defined over $[0,T]$.

**Theorem 2.13** (Well-posedness and flow representation for solutions of (11)). Let $\mu^0 \in \mathcal{P}_c(\mathbb{R}^d)$ and $v : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ be a non-local velocity field satisfying (CE) (i), (ii).

Then, there exists a unique curve of measures $\mu(\cdot)$ solution of (11). Furthermore for every $r > 0$, any $\mu^0 \in \mathcal{P}(B(0,r))$ and all times $0 \leq \tau \leq t \leq T$, it holds

$$\operatorname{supp}(\mu(t)) \subset K := B(0,R_r) \quad \text{and} \quad W_1(\mu(\tau),\mu(t)) \leq \int_\tau^t m_r(s)ds, \quad (15)$$

where

$$R_r := (r + \|m(\cdot)\|_1)(1 + T \exp(2\|m(\cdot)\|_1)) \quad \text{and} \quad m_r(\cdot) := (1 + 2R_r)m(\cdot) \in L^1([0,T],\mathbb{R}_+).$$
Moreover, the unique measure curve \( \mu(\cdot) \) solving (11) is such that
\[
\mu(t) = \Phi_{(\tau,t)}[\mu(\tau)](\cdot) \# \mu(\tau),
\]
for all times \( \tau, t \in [0, T] \), where the family of non-local flows \( \Phi_{(\tau,t)}[\mu(\tau)](\cdot)_{\tau,t \in [0,T]} \) satisfies the following semigroup property
\[
\Phi_{(\tau,t)}[\mu(\tau)](\cdot) = \Phi_{(s,t)}[\mu(s)] \circ \Phi_{(\tau,s)}[\mu(\tau)](\cdot),
\]
in \( C^0(K, \mathbb{R}^d) \) for every \( \tau, s, t \in [0, T] \).

In the next theorem, we recall a variant of the celebrated superposition principle, for which we refer the reader to the seminal work [1] (see also the more recent contributions of [3]). In what follows, we denote by \( \Sigma_T := C^0([0,T],\mathbb{R}^d) \) the space of continuous arcs from \([0,T]\) into \( \mathbb{R}^d \), by \( e_t : (x,\sigma) \in \mathbb{R}^d \times \Sigma_T \mapsto \sigma(t) \in \mathbb{R}^d \) the so-called evaluation map defined for all times \( t \in [0,T] \), and by \( \pi_{\mathbb{R}^d} : \mathbb{R}^d \times \Sigma_T \mapsto \mathbb{R}^d \) the projection operator onto the first factor.

**Theorem 2.14** (Superposition principle). Let \( \mathbf{v} : [0,T] \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) be a Lebesgue-Borel velocity field, \( (\tau,\mu_\tau) \in [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \) and \( \mu(\cdot) \in C^0([0,T],\mathcal{P}_c(\mathbb{R}^d)) \) be a curve of measures such that
\[
\int_0^T \int_{\mathbb{R}^d} \frac{\vert \mathbf{v}(t,x) \vert}{1+\vert x \vert} d\mu(t)(x)dt < +\infty.
\]
Then, the curve \( \mu(\cdot) \) is a solution of the Cauchy problem
\[
\begin{cases}
\partial_t \mu(t) + \text{div}_x(\mathbf{v}(t)\mu(t)) = 0, \\
\mu(\tau) = \mu_\tau,
\end{cases}
\]
if and only if there exists a superposition measure \( \eta \in \mathcal{P}(\mathbb{R}^d \times \Sigma_T) \) concentrated on the sets of pairs \((x,\sigma) \in \mathbb{R}^d \times \text{AC}([0,T],\mathbb{R}^d)\) satisfying
\[
\sigma(\tau) = x \quad \text{and} \quad \dot{\sigma}(t) = \mathbf{v}(t,\sigma(t)),
\]
for \( L^1 \)-almost every \( t \in [\tau,T] \), and such that
\[
(\pi_{\mathbb{R}^d})_# \eta = \mu_\tau \quad \text{and} \quad (e_t)_# \eta = \mu(t),
\]
for all times \( t \in [\tau,T] \).

We end this section on continuity equations by recalling a useful structural result from [17], which plays a central role in several of the arguments of Section 3.

**Proposition 2.15** (Superposition measures producing optimal plans). Given \( r > 0 \), let \( \mu_1, \mu_2 \in \mathcal{P}(\mathcal{B}(B(0,r))) \), fix a time \( \tau \in [0,T] \) and consider two non-local velocity fields \( v_1, v_2 : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) satisfying hypotheses (CE)(i), (ii). For \( i \in \{1,2\} \), denote by \( \mu_i(\cdot) \) the solution of
\[
\begin{cases}
\partial_t \mu_i(t) + \text{div}_x(v_i(t,\mu_i(t)))\mu_i(t) = 0, \\
\mu_i(\tau) = \mu_i,
\end{cases}
\]
and by \( \eta_i \in \mathcal{P}(\mathbb{R}^d \times \Sigma_T) \) a superposition measure associated to \( \mu_i(\cdot) \) via Theorem 2.14.

Then for every optimal transport plan \( \gamma \in \Gamma_0(\mu_1, \mu_2) \), there exists \( \eta_{12} \in \Gamma(\eta_1, \eta_2) \) such that
\[
(\pi_{\mathbb{R}^d}^1, \pi_{\mathbb{R}^d}^2)_# \eta_{12} = \gamma \quad \text{and} \quad (e_t^1, e_t^2)_# \eta_{12} \in \Gamma_0(\mu_1(t), \mu_2(t)),
\]
for all times \( t \in [\tau,T] \), where for \( i \in \{1,2\} \) the maps
\[
\pi_{\mathbb{R}^d}^i : (\mathbb{R}^d \times \Sigma_T) \times (\mathbb{R}^d \times \Sigma_T) \rightarrow \mathbb{R}^d \quad \text{and} \quad e_t^i : (\mathbb{R}^d \times \Sigma_T) \times (\mathbb{R}^d \times \Sigma_T) \rightarrow \mathbb{R}^d,
\]
stand for the projection onto \( \mathbb{R}^d \) and the evaluation map restricted to the \( i \)-th factor respectively.
2.4 Optimal control in Wasserstein spaces

In this last preliminary section, we recollect known facts about optimal control problems formulated on controlled non-local continuity equations. We refer the reader to [11, 17, 18, 19, 20] for a detailed account on this topic (see also [12, 36, 41, 42, 66] for complementary results).

The theory of optimal control is usually developed on Bolza type problems inspired by the calculus of variations, which in the absence of constraints can be written in our context as

\[
(P_L) \begin{cases} 
\min_{u(\cdot) \in U} \left[ \int_0^T L(t, \mu(t), u(t))dt + \varphi(\mu(T)) \right] \\
\text{s.t.} \quad \{ \partial_t \mu(t) + \text{div}_x(v(t, \mu(t), u(t)))\mu(t) = 0, \\
\mu(0) = \mu^0. \}
\end{cases}
\]

Here, the set of admissible controls is defined as \(U = \{ u : [0, T] \to U \text{ s.t. } u(\cdot) \text{ is } \mathcal{L}^1\text{-measurable} \}\), where \((U, d_U)\) is a compact metric space. The dynamics is driven by the controlled non-local velocity field \(v : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times U \times \mathbb{R}^d \to \mathbb{R}^d\), while the mapping \(L : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times U \to \mathbb{R}\) and \(\varphi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}\) are distributed and final cost functionals respectively. The following sets of assumptions are quite common when studying smooth unconstrained Bolza problems.

Hypotheses (OCP). For every \(R > 0\), assume that the following holds with \(K := B(0, R)\).

(i) The non-local velocity field \((t, \mu, x) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \mapsto v(t, \mu, u, x) \in \mathbb{R}^d\) satisfies hypotheses [CE] with constants that are uniform with respect to \(u \in U\). Moreover, the map \(u \in U \mapsto v(t, \mu, u, x) \in \mathbb{R}^d\) is continuous for \(\mathcal{L}^1\)-almost every \(t \in [0, T]\) and any \((\mu, x) \in \mathcal{P}_c(\mathbb{R}^d)\).

(ii) The final cost \(\varphi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}\) is Lipschitz in the \(W_1\)-metric over \(\mathcal{P}(K)\) and locally differentiable. Moreover, the map \(x \in \mathbb{R}^d \mapsto \nabla \varphi(\mu)(x) \in \mathbb{R}^d\) is continuous for every \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\).

Hypothesis (L). For every \(R > 0\), assume that the following holds with \(K := B(0, R)\).

The running cost \((t, \mu, u) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times U \mapsto L(t, \mu, u) \in \mathbb{R}\) is \(\mathcal{L}^1\)-measurable with respect to \(t \in [0, T]\) and continuous with respect to \(u \in U\). Moreover, there exists a map \(\ell_K(\cdot) \in L^1([0, T], \mathbb{R}_+)\) such that

\[
|L(t, v, u) - L(t, \mu, u)| \leq \ell_K(t)W_1(\mu, v),
\]

for \(\mathcal{L}^1\)-almost every \(t \in [0, T]\), all \(\mu, v \in \mathcal{P}(K)\) and each \(u \in U\), and \(t \in [0, T] \mapsto \sup_{u \in U} |L(t, \delta_0, u)| \in \mathbb{R}\) is Lebesgue integrable. In addition, the application \(\mu \in \mathcal{P}_c(\mathbb{R}^d) \mapsto L(t, \mu, u) \in \mathbb{R}\) is locally differentiable for \(\mathcal{L}^1\)-almost every \(t \in [0, T]\) and all \((\mu, u) \in \mathcal{P}_c(\mathbb{R}^d) \times U\), with continuous gradient \(x \in \mathbb{R}^d \mapsto \nabla \mu L(t, \mu, u)(x) \in \mathbb{R}^d\).

Remark 2.16 (Concerning hypotheses (OCP) and (L)). In the classical theory of the calculus of variations, it is customarily not assumed that the right-hand side of the dynamics is sublinear. Instead, one usually imposes a suitable growth condition at infinity with respect to the velocity variables in the running cost. In this spirit, we stress that all the results exposed in the present paper still hold true if the sublinearity hypothesis [CE](i) on the controlled velocity field is replaced by a Tonelli-type condition on the running cost of the optimal control problem (see e.g. [11, Chapter 16]).

It is a well-known fact in optimal control that under hypotheses (OCP) and (L) any Bolza problem of the form \((P_L)\) can be equivalently rewritten as a Mayer problem – that is with \(L(t, \mu, u) \equiv 0\) –, formulated on an extended state space. We refer to [18, Section 4.2] for such an adaptation in the setting of mean-field optimal control problems. In this context, all the results derived for Mayer problems can in turn be transposed to Bolza problems. Hence without loss of generality, we will work in the sequel on the Mayer problem

\[
(P) \begin{cases} 
\min_{u(\cdot) \in U} \left[ \varphi(\mu(T)) \right] \\
\text{s.t.} \quad \{ \partial_t \mu(t) + \text{div}_x(v(t, \mu(t), u(t)))\mu(t) = 0, \\
\mu(0) = \mu^0, \}
\end{cases}
\]

and systematically assume that its data satisfy hypotheses (OCP).
**Definition 2.17** (Admissible pairs and strong-local minimisers). A trajectory-control pair $(\mu(\cdot), u(\cdot))$ is said to be admissible for $(P)$ if it solves the controlled Cauchy problem
\[
\begin{aligned}
&\partial_t \mu(t) + \text{div}_x \left(v(t, \mu(t), u(t)) \mu(t) \right) = 0, \\
&\mu(0) = \mu^0.
\end{aligned}
\]
Moreover, we say that $(\mu^*(\cdot), u^*(\cdot))$ is a strong local minimiser for $(P)$ if there exists $\epsilon > 0$ such that
\[
\varphi(\mu^*(T)) \leq \varphi(\mu(T)),
\]
for every admissible pair $(\mu(\cdot), u(\cdot))$ satisfying $\sup_{t \in [0,T]} W_1(\mu^*(t), \mu(t)) \leq \epsilon$.

As a consequence of hypothesis $\textbf{(OCP)}(i)$ and Theorem 2.19 we have the following useful lemma which provides uniform regularity and support estimates on admissible trajectories for $(P)$.

**Lemma 2.18** (Uniform estimates on admissible trajectories). Let $\mu \in \mathcal{P}(B(0, r))$ for some $r > 0$, and assume that hypotheses $\textbf{(OCP)}$ hold. Then, there exist $R_r > 0$ and $m_r(\cdot) \in L^1([0, T], \mathbb{R}_+)$ such that
\[
\sup(\mu(t)) \subset K := B(0, R_r)
\]
and for all times $0 \leq \tau \leq t \leq T$, whenever $\mu(\cdot)$ is a solution of the Cauchy problem
\[
\begin{aligned}
&\partial_t \mu(t) + \text{div}_x \left(v(t, \mu(t), u(t)) \mu(t) \right) = 0, \\
&\mu(s) = \mu.
\end{aligned}
\]
for any given $s \in [0, T]$ and $u(\cdot) \in \mathcal{U}$.

We end this section by recalling the main result of [18], which is an adaptation of the celebrated Pontryagin Maximum Principle ("PMP" for short) to problem $(P)$. Its statement involves the symplectic matrix $\mathbb{J}_{2d}$, given by
\[
\mathbb{J}_{2d} := \begin{pmatrix} 0 & \text{Id} \\ -\text{Id} & 0 \end{pmatrix},
\]
and the Hamiltonian $H : [0, T] \times \mathcal{P}_c(\mathbb{R}^{2d}) \times U \to \mathbb{R}$ associated to $(P)$, defined as
\[
H(t, \nu, u) := \int_{\mathbb{R}^{2d}} \langle r, v(\tau, \pi_# \nu, u, x) \rangle \text{d} \nu(x, r), \tag{17}
\]
for $\mathcal{L}^1$-almost every $t \in [0, T]$ and any $(\nu, u) \in \mathcal{P}_c(\mathbb{R}^{2d}) \times U$.

**Theorem 2.19** (Pontryagin Maximum Principle for $(P)$). Let $\mu^0 \in \mathcal{P}(B(0, r))$ for some $r > 0$, assume that hypotheses $\textbf{(OCP)}$ hold and let $(\mu^*(\cdot), u^*(\cdot)) \in \text{AC}([0, T], \mathcal{P}_1(K)) \times \mathcal{U}$ be a strong local minimiser for $(P)$, where $K := B(0, R_r)$ is as in Lemma 2.18.

Then, there exists a state-costate curve $t \in [0, T] \mapsto \nu^*(t) \in \mathcal{P}_c(\mathbb{R}^{2d})$ satisfying the followings.

(i) There exist $R'_{r} > 0$ and $m'_r(\cdot) \in L^1([0, T], \mathbb{R}_+)$, depending only on $r > 0$ and the regularity constants in $\textbf{(CE)}$, such that
\[
\sup(\nu^*(t)) \subset K' \times K' \quad \text{and} \quad W_1(\nu^*(\tau), \nu^*(\tau)) \leq \int_\tau^t m'_r(s) \text{d}s, \tag{18}
\]
for all times $0 \leq \tau \leq t \leq T$, where $K' := B(0, R'_{r})$.

(ii) The curve $\nu^*(\cdot)$ is a solution of the forward-backward Hamiltonian continuity equation
\[
\begin{aligned}
&\partial_t \nu^*(t) + \text{div}_{(x,r)}(\mathbb{J}_{2d} \nabla_h \mathbb{H}(t, \nu^*(t), u^*(t)) \nu^*(t)) = 0, \\
&\pi_# \nu^*(t) = \mu^*(t) \quad \text{for all times } t \in [0, T], \\
&\nu^*(T) = \left(\text{Id}, -\nabla \varphi(\mu^*(T)) \right)_# \mu^*(T),
\end{aligned} \tag{19}
\]
where the Wasserstein gradient of the Hamiltonian is given explicitly by

\[ \nabla_w H(t, \nu^*(t), u^*(t))(x, r) \]

\[ = \left( D_x v(t, \mu^*(t), u^*(t), x)^\top r + \int_{\mathbb{R}^{2d}} D_{\mu} v(t, \mu^*(t), u^*(t), y)(x)^\top p d\nu^*(t)(y, p) \right), \]

for \( \mathcal{L}^1 \)-almost every \( t \in [0, T] \) and any \( (x, r) \in \mathbb{R}^{2d} \).

(iii) The maximisation condition

\[ H(t, \nu^*(t), u^*) = \max_{u \in U} H(t, \nu^*(t), u), \]

holds for \( \mathcal{L}^1 \)-almost every \( t \in [0, T] \).

### 3 Semiconcavity of the value function

In this section, we investigate fine regularity properties of the value function \( \mathcal{V} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R} \) associated to (P), which is defined by

\[ \mathcal{V}(\tau, \mu) := \inf_{u(.) \in U} \left\{ \varphi(\mu(T)) \right\} \]

\[ \text{s.t.} \quad \begin{cases} \partial_t \mu(t) + \text{div}_x (v(t, \mu(t), u(t))\mu(t)) = 0, \\ \mu(\tau) = \mu_\tau, \end{cases} \]

for any \( (\tau, \mu) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \). In what follows, we will assume that hypotheses (OCP) of Section 2.1 hold. We start by an elementary, but nonetheless important, regularity result for the value function.

**Proposition 3.1** (Absolute continuity of the value function). For every compact set \( K \subset \mathbb{R}^d \), there exist a constant \( \mathcal{L}_K > 0 \) and a map \( \mathcal{M}_K(\cdot) \in L^1([0, T], \mathbb{R}_+) \) both depending only on \( K \), such that

\[ |\mathcal{V}(\tau_1, \mu_1) - \mathcal{V}(\tau_2, \mu_2)| \leq \int_{\tau_1}^{\tau_2} \mathcal{M}_K(t) dt + \mathcal{L}_K W_1(\mu_1, \mu_2), \]

for every \( 0 \leq \tau_1 \leq \tau_2 \leq T \) and all \( \mu_1, \mu_2 \in \mathcal{P}(K) \).

**Proof.** The proof of this result is a standard consequence of (15), together with the local Lipschitz dependence of admissible curves on their initial conditions (see e.g. [17] Theorem 4) and the \( W_1 \)-Lipschitz regularity of \( \varphi(\cdot) \) over sets of uniformly compactly supported measures. \[ \square \]

Our aim throughout this section is to derive subtler semiconcavity properties of the value function. As amply discussed in the introduction, these latter imply many useful structure results on optimal trajectories, for which we mainly refer to [24, 28].

#### 3.1 Two local semiconcavity results with respect to the measure variable

In this first section, we study semiconcavity properties of the value function associated to (P) with respect to its second argument. To this end, we introduce below a localised notion of semiconcavity along displacement interpolating curves between compactly supported measures, in the spirit of [8] Chapter 9] (see also the seminal work [69]).

**Definition 3.2** (Local geodesic and strong semiconcavity). We say that a functional \( \phi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R} \) is locally geodesically semiconcave if for every \( K := B(0, R) \) with \( R > 0 \), there exists a constant \( \mathcal{C}_K > 0 \) such that for any \( \mu_1, \mu_2 \in \mathcal{P}(K) \) and each \( \gamma \in \Gamma_o(\mu_1, \mu_2) \), it holds

\[ (1 - \lambda)\phi(\mu_1) + \lambda \phi(\mu_2) - \phi(\gamma^{\lambda-2}) \leq \mathcal{C}_K \lambda(1 - \lambda) W_2^2(\mu_1, \mu_2), \]

(23)
for every \( \lambda \in [0,1] \), where \( \gamma_1^{-2} := ((1 - \lambda) \pi^1 + \lambda \pi^2) \# \gamma \).

Similarly, we say that \( \phi(\cdot) \) is locally strongly semiconcave if for any \( \mu_1, \mu_2 \in \mathcal{P}(K) \) and all \( \mu \in \Gamma(\mu_1, \mu_2) \), one has

\[
(1 - \lambda)\phi(\mu_1) + \lambda\phi(\mu_2) - \phi(\mu_1^{-2}) \leq C_K \lambda(1 - \lambda)W_{2,\mu}(\mu_1, \mu_2),
\]

for every \( \lambda \in [0,1] \), with \( \mu_1^{-2} := ((1 - \lambda) \pi^1 + \lambda \pi^2) \# \mu \).

Remark 3.3 (General semiconcavity moduli). More generally (see e.g. [24] or [28, Chapter 2]), the notions of local semiconcavity proposed in Definition 3.2 could be formulated as

\[
(1 - \lambda)\phi(\mu_1) + \lambda\phi(\mu_2) - \phi(\mu_1^{-2}) \leq C_K \lambda(1 - \lambda)W_{2,\mu}(\mu_1, \mu_2)\omega_K(W_{2,\mu}(\mu_1, \mu_2)),
\]

where \( \omega_K : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a non-decreasing modulus of continuity such that \( \omega_K(r) \rightarrow 0 \) as \( r \rightarrow 0^+ \). For the sake of simplicity, we will only consider the case \( \omega_K(r) := C_K r \) in the present paper. Indeed, the analysis of general moduli is very similar to that of linear ones – albeit being slightly more cumbersome –, and the corresponding results are of matching depth.

Based on the notion of local geodesic semiconcavity, we make the following additional assumptions on the dynamics and cost functionals of problem (\( \mathcal{P} \)).

Hypotheses (SC1). Suppose that for any \( R > 0 \), the following holds with \( K := B(0, R) \).

1. There exists a map \( \mathcal{C}_K(\cdot) \in L^1([0,T], \mathbb{R}_+) \) such that for any \( \mu_1, \mu_2 \in \mathcal{P}(K) \), each \( \gamma \in \Gamma_o(\mu_1, \mu_2) \) and all \( x, y \in K \), it holds

\[
|\gamma_1^{-2}-\gamma_1^{-2}| \leq \mathcal{C}_K(t) \lambda(1 - \lambda)\left(|x - y|^2 + W_{2,\mu}(\mu_1, \mu_2)\right),
\]

for \( L^1 \)-almost every \( t \in [0,T] \) and every \( \lambda \in [0,1] \).

2. The final cost \( \varphi : \mathcal{P}_c(\mathbb{R}^d) \rightarrow \mathbb{R} \) is locally geodesically semiconcave.

In the following theorem, we state one of our main results concerning the value function defined in (22), that is a local geodesic semiconcavity property with respect to the measure variable.

Theorem 3.4 (Local geodesic semiconcavity of the value function). Suppose that hypotheses (OCP) and (SC1) hold. Then for any \( K := B(0, r) \) with \( r > 0 \), there exists a constant \( \mathcal{C}_K > 0 \) such that for every \( \tau \in [0,T] \) and any \( \mu_1, \mu_2 \in \mathcal{P}(K) \), it holds

\[
(1 - \lambda)\Psi(\tau, \mu_1) + \lambda\Psi(\tau, \mu_2) - \Psi(\tau, \gamma_1^{-2}) \leq \mathcal{C}_K \lambda(1 - \lambda)W_{2,\mu}(\mu_1, \mu_2),
\]

for all \( \lambda \in [0,1] \) and each \( \gamma \in \Gamma_o(\mu_1, \mu_2) \).

We split the proof of Theorem 3.4 into two steps. We first prove in Step 1 a general interpolation inequality between curves of measures generated by non-local flows, and use this result in Step 2 to recover the geodesic semiconcavity of the value function. In what follows given \( u(\cdot) \in U \), we denote by \( (\Phi^u_{(r,t)}[\mu](\cdot))_{t \in [0,T]} \) the non-local flows starting from \( \mu \in \mathcal{P}(B(0, r)) \) at time \( t \in [0,T] \) and generated by \( v : (t, \mu, x) \in [0,T] \times \mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow v(t, \mu, u(t), x) \in \mathbb{R}^d \), in the sense of Definition 2.11.

Step 1: An interpolation comparison between non-local flows. In this first step, we prove a general distance estimate between, on the one hand, solutions of non-local continuity equations starting from an interpolated initial datum, and, on the other hand, interpolations of solutions starting from the end-points of this interpolated initial datum.

Lemma 3.5 (A general interpolation inequality). Assume that hypotheses (OCP) and (SC1) hold. Then for every \( K := B(0, r) \) with \( r > 0 \), there exists a constant \( \mathcal{S}_K > 0 \) such that for every \( \tau \in [0,T] \), any \( u(\cdot) \in U \), all \( \mu_1, \mu_2 \in \mathcal{P}(K) \) and each \( \gamma \in \Gamma_o(\mu_1, \mu_2) \), there exists a continuous curve of 2-optimal plans \( t \in [\tau,T] \mapsto \gamma(t) \in \Gamma_o(\mu_1(t), \mu_2(t)) \) such that for all times \( t \in [\tau,T] \) and every \( \lambda \in [0,1] \), it holds

\[
W_1(\gamma_1^{-2}(t), \Phi^u_{(\tau,t)}[\gamma_1^{-2}](\cdot) \# \gamma_1^{-2}) \leq \mathcal{S}_\tau \lambda(1 - \lambda)W_{2,\mu}(\mu_1, \mu_2).
\]
Here, the curves of measures $\mu_1(\cdot), \mu_2(\cdot)$ are defined by

$$
\mu_1(t) := \Phi_{(r,t)}^u[\mu_1](\cdot)\#\mu_1 \quad \text{and} \quad \mu_2(t) := \Phi_{(r,t)}^u[\mu_2](\cdot)\#\mu_2,
$$

for all times $t \in [\tau, T]$.

**Proof.** Observe that by (16) of Theorem 2.13 and Lemma 2.18 there exists $R_r \geq r > 0$ such that $\mu_1(\cdot), \mu_2(\cdot) \in AC([\tau, T], \mathcal{B}_1(K))$ up to redefining $K := B(0, R_r)$. Considering two superposition measures $\eta_1, \eta_2 \in \mathcal{P}(\mathbb{R}^d \times \Sigma_T)$ associated to $\mu_1(\cdot), \mu_2(\cdot)$ respectively via Theorem 2.14, there exists by Proposition 2.15 a transport plan $\dot{\eta}_{12} \in \Gamma(\eta_1, \eta_2)$ such that for all times $t \in [\tau, T]$, it holds

$$
(\pi_{R^d_x}, \pi_{R^d_y})\#\dot{\eta}_{12} = \gamma \quad \text{and} \quad (e^1_{\lambda}, e^2_{\lambda})\#\dot{\eta}_{12} := (\gamma(t) \in \Gamma_o(\mu_1(t), \mu_2(t))).
$$

In particular, owing to the definition of the optimal plans $\gamma(t) \in \Gamma_o(\mu_1(t), \mu_2(t))$, the measures

$$
\hat{\mu}^{1\rightarrow 2}_\lambda(t) := \left( (1 - \lambda)e^1_{\lambda} + \lambda e^2_{\lambda}, \Phi_{(r,t)}^u[\lambda^{1\rightarrow 2}_\lambda] \circ ((1 - \lambda)^{2}_{\pi_{R^d}} + \lambda^{2}_{\pi_{R^d}}) \right)\#\dot{\eta}_{12},
$$

are admissible transport plans between $\gamma^{1\rightarrow 2}_\lambda(t)$ and $\Phi_{(r,t)}^u[\gamma^{1\rightarrow 2}_\lambda](\cdot)\#\gamma^{1\rightarrow 2}_\lambda$ for all times $t \in [\tau, T]$ and every $\lambda \in [0, 1]$. Recall also that under hypotheses (CE) the superposition measures $\eta_1, \eta_2 \in \mathcal{P}(\mathbb{R}^d \times \Sigma_T)$ are concentrated on pairs $(x, \sigma_1), (y, \sigma_2) \in \mathbb{R}^d \times \Sigma_T$ of the form

$$
\sigma_1(t) = \Phi_{(r,t)}^u[\mu_1](x) \quad \text{and} \quad \sigma_2(t) = \Phi_{(r,t)}^u[\mu_2](y),
$$

for all times $t \in [\tau, T]$ and any $(x, y) \in \text{supp}(\gamma)$. This allows us to derive the following distance estimate

$$
W_1(\gamma^{1\rightarrow 2}_\lambda(t), \Phi_{(r,t)}^u[\gamma^{1\rightarrow 2}_\lambda](\cdot)\#\gamma^{1\rightarrow 2}_\lambda)
\leq \int_{\mathbb{R}^{2d}} |x - y|d\hat{\mu}^{1\rightarrow 2}_\lambda(t)(x, y)
= \int_{(\mathbb{R}^d \times \Sigma_T)^2} \left( (1 - \lambda)\sigma_1(t) + \lambda\sigma_2(t) - \Phi_{(r,t)}^u[\gamma^{1\rightarrow 2}_\lambda]\right)d\dot{\eta}_{12}(x, \sigma_1, y, \sigma_2)
= \int_{\mathbb{R}^{2d}} (1 - \lambda)\Phi_{(r,t)}^u[\mu_1](x) + \lambda\Phi_{(r,t)}^u[\mu_2](y) - \Phi_{(r,t)}^u[\gamma^{1\rightarrow 2}_\lambda](1 - \lambda)x + \lambda y)d\gamma(x, y),
$$

for all times $t \in [\tau, T]$ and every $\lambda \in [0, 1]$.

Our goal is now to estimate the right-hand side of (26). Recalling the characterisation (14) of non-local flows, one has

$$
\left| (1 - \lambda)\Phi_{(r,t)}^u[\mu_1](x) + \lambda\Phi_{(r,t)}^u[\mu_2](y) - \Phi_{(r,t)}^u[\gamma^{1\rightarrow 2}_\lambda](1 - \lambda)x + \lambda y \right|
\leq \int_{\tau}^t \left| (1 - \lambda)v(s, \mu_1(s), u(s), \Phi_{(r,s)}^u[\mu_1](x)) + \lambda v(s, \mu_2(s), u(s), \Phi_{(r,s)}^u[\mu_2](y)) \right| ds \quad (27)
$$

$$
+ \int_{\tau}^t \left| v(s, \gamma^{1\rightarrow 2}_\lambda, u(s), (1 - \lambda)\Phi_{(r,s)}^u[\mu_1](x) + \lambda\Phi_{(r,s)}^u[\mu_2](y)) \right| ds
\quad - v(s, \Phi_{(r,s)}^u[\gamma^{1\rightarrow 2}_\lambda](\cdot)\#\gamma^{1\rightarrow 2}_\lambda, u(s), \Phi_{(r,s)}^u[\gamma^{1\rightarrow 2}_\lambda](1 - \lambda)x + \lambda y) \right| ds
$$

for any $x, y \in K$. Observing that $(\gamma^{1\rightarrow 2}_\lambda(s))_{\lambda \in [0, 1]}$ is an interpolating curve between $\mu_1(s)$ and $\mu_2(s)$ with $\gamma(s) \in \Gamma_o(\mu_1(s), \mu_2(s))$ for all times $s \in [\tau, t]$, it further holds by (SC1) (i) that

$$
\left| (1 - \lambda)v(s, \mu_1(s), u(s), \Phi_{(r,s)}^u[\mu_1](x)) + \lambda v(s, \mu_2(s), u(s), \Phi_{(r,s)}^u[\mu_2](y)) \right| \leq C_K(s) \lambda(1 - \lambda)\left( |\Phi_{(r,s)}^u[\mu_1](x) - \Phi_{(r,s)}^u[\mu_2](y)|^2 + W_2^2(\mu_1(s), \mu_2(s)) \right)
\leq C_K(s) \lambda(1 - \lambda)(|x - y|^2 + W_2^2(\mu_1, \mu_2)),
$$
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where the map $C'_K(\cdot) \in L^1([0, T], \mathbb{R}_+)$ is given by
\[
C'_K(s) := 4 \sup_{\tau \in [0, T]} \left( \max_{\mu \in \mathcal{P}(K)} \text{Lip}(\Phi_{\tau, t}[\mu](\cdot); K) + \max_{x \in K} \text{Lip}(\Phi_{\tau, t}[\cdot](x); \mathcal{O}_1(K))^2 \right) C_K(s),
\]
for $\mathcal{L}^1$-almost every $s \in [\tau, T]$. As a consequence of $[CE]$ $(ii)$, one also has
\[
\left| v(s, \gamma_1^{1-2}(s), u(s), (1 - \lambda)\Phi_{\tau, s}[\mu_1](x) + \lambda \Phi_{\tau, s}[\mu_2](y))
- v(s, \Phi_{\tau, s}[\gamma_1^{1-2}]_{\#}\gamma_1^{1-2}, u(s), \Phi_{\tau, s}[\gamma_1^{1-2}]_{\#}(1 - \lambda)x + \lambda y) \right|
\leq l_K(s) \left| (1 - \lambda)\Phi_{\tau, s}[\mu_1](x) + \lambda \Phi_{\tau, s}[\mu_2](y) - \Phi_{\tau, s}[\gamma_1^{1-2}]_{\#}(1 - \lambda)x + \lambda y \right|
+ L_K(s)W_1 \left( \gamma_1^{1-2}(s), \Phi_{\tau, s}[\gamma_1^{1-2}]_{\#}\gamma_1^{1-2} \right),
\]
for $\mathcal{L}^1$-almost every $s \in [\tau, T]$. Whence, by merging $(26)$, $(27)$, $(28)$ and $(29)$ while integrating the resulting estimate against $\gamma \in \Gamma_o(\mu_1, \mu_2)$ and applying Fubini’s theorem, we obtain
\[
\int_{\mathbb{R}^{2d}} \left| (1 - \lambda)\Phi^{u}_{\tau, t}[\mu_1](x) + \lambda \Phi^{u}_{\tau, t}[\mu_2](y) - \Phi^{u}_{\tau, t}[\gamma_1^{1-2}]_{\#}(1 - \lambda)x + \lambda y \right| d\gamma(x, y)
\leq \left( 2 \int_{\mathbb{R}^{2d}} C'_K(s) ds \right) \lambda(1 - \lambda) W_2^2(\mu_1, \mu_2)
+ \int_{\tau}^{T} l_K(s) \int_{\mathbb{R}^{2d}} \left| (1 - \lambda)\Phi^{u}_{\tau, s}[\mu_1](x) + \lambda \Phi^{u}_{\tau, s}[\mu_2](y) - \Phi^{u}_{\tau, s}[\gamma_1^{1-2}]_{\#}(1 - \lambda)x + \lambda y \right| d\gamma(x, y) ds
+ \int_{\tau}^{T} L_K(s) \int_{\mathbb{R}^{2d}} \left| (1 - \lambda)\Phi^{u}_{\tau, s}[\mu_1](x) + \lambda \Phi^{u}_{\tau, s}[\mu_2](y) - \Phi^{u}_{\tau, s}[\gamma_1^{1-2}]_{\#}(1 - \lambda)x + \lambda y \right| d\gamma(x, y) ds.
\]
We thus recover by a direct application of Grönwall’s Lemma
\[
\int_{\mathbb{R}^{2d}} \left| (1 - \lambda)\Phi^{u}_{\tau, t}[\mu_1](x) + \lambda \Phi^{u}_{\tau, t}[\mu_2](y) - \Phi^{u}_{\tau, t}[\gamma_1^{1-2}]_{\#}(1 - \lambda)x + \lambda y \right| d\gamma(x, y) \leq S_K(1 - \lambda) W_2^2(\mu_1, \mu_2),
\]
for all times $t \in [\tau, T]$, where $S_K := 2 \parallel C'_K(\cdot) \parallel_1 \exp(\parallel l_K(\cdot) \parallel_1 + \parallel L_K(\cdot) \parallel_1)$ depends only on $r > 0$ since by construction $K := B(0, R_r)$ with $R_r > 0$ given by Lemma 2.18. Plugging the estimate $(30)$ back into $(29)$, we can finally conclude
\[
W_1 \left( \gamma_1^{1-2}(t), \Phi^{u}_{\tau, t}[\gamma_1^{1-2}]_{\#}\gamma_1^{1-2} \right) \leq S_K(1 - \lambda) W_2^2(\mu_1, \mu_2),
\]
for every $t \in [\tau, T]$ and all $\lambda \in [0, 1]$, which ends our proof.

Step 2: Local geodesic semiconcavity of the value function. Given $r > 0$, let $\mu_1, \mu_2 \in \mathcal{P}(B(0, r))$ and $\gamma \in \Gamma_o(\mu_1, \mu_2)$ be arbitrary, and take $\tau \in [0, T]$. In addition, let $K := B(0, R_r)$ with $R_r > 0$ as in Lemma 2.18.

Proof of Theorem 2.4. By the definition $(22)$ of the value function, there exists for all $\epsilon > 0$ and $\lambda \in [0, 1]$ an admissible control $u_\epsilon(\cdot) \in \mathcal{U}$ such that
\[
\varphi \left( \Phi^{u_\epsilon}_{\tau, T}[\gamma_1^{1-2}]_{\#}\gamma_1^{1-2} \right) \leq \varphi(\tau, \gamma_1^{1-2}) + \epsilon.
\]
Using again the definition of the value function, we further get
\[
(1 - \lambda)\varphi(\tau, \mu_1) + \lambda \varphi(\tau, \mu_2) - \varphi(\tau, \gamma_1^{1-2})
\leq (1 - \lambda)\varphi(\mu_1(T)) + \lambda \varphi(\mu_2(T)) - \varphi \left( \Phi^{u_\epsilon}_{\tau, T}[\gamma_1^{1-2}]_{\#}\gamma_1^{1-2} \right) + \epsilon,
\]
for all $\epsilon > 0$ and any $\lambda \in [0, 1]$, where
\[
\mu_1(T) := \Phi^{u_\epsilon}_{\tau, T}[\mu_1](\cdot)_{\#} \mu_1 \quad \text{and} \quad \mu_2(T) := \Phi^{u_\epsilon}_{\tau, T}[\mu_2](\cdot)_{\#} \mu_2.
\]
Invoking the results of Lemma \[3.3\], there exists a constant \( \mathcal{S}_K > 0 \) independent of \( u_* (\cdot) \) and a 2-optimal transport plan \( \gamma (T) \in \Gamma_o (\mu_1 (T), \mu_2 (T)) \) such that
\[
W_1 \left( \Phi_{\tau, T}^u [\gamma_\lambda^{1 \to 2} (\cdot)] \# \gamma_\lambda^{1 \to 2}, \gamma_\lambda^{1 \to 2} (T) \right) \leq \mathcal{S}_K \lambda (1 - \lambda) W^2_2 (\mu_1, \mu_2),
\]
for every \( \lambda \in [0, 1] \). By hypothesis \([\text{OCP}] (ii)\), this further implies
\[
\varphi (\gamma_\lambda^{1 \to 2} (T)) - \varphi \left( \Phi_{\tau, T}^u [\gamma_\lambda^{1 \to 2} (\cdot)] \# \gamma_\lambda^{1 \to 2} \right) \leq \mathcal{L}_K \mathcal{S}_K \lambda (1 - \lambda) W^2_2 (\mu_1, \mu_2),
\]
where \( \mathcal{L}_K := \text{Lip} (\varphi (\cdot) ; \mathcal{P}_1 (K)) \). Recalling that \( \varphi (\cdot) \) is locally geodesically semiconcave by hypothesis \([\text{SC1}] (ii)\), we also get
\[
(1 - \lambda) \varphi (\mu_1 (T)) + \lambda \varphi (\mu_2 (T)) - \varphi (\gamma_\lambda^{1 \to 2} (T)) \leq \mathcal{C}_K \lambda (1 - \lambda) W^2_2 (\mu_1 (T), \mu_2 (T)) \leq \mathcal{C}_K' \lambda (1 - \lambda) W^2_2 (\mu_1, \mu_2),
\]
with \( \mathcal{C}_K > 0 \) being the local geodesic semiconcavity constant of \( \varphi (\cdot) \) over \( \mathcal{P}_1 (K) \), and
\[
\mathcal{C}_K' := 4 \sup_{t \in [0, T]} \left( \max_{\mu \in \mathcal{P}_1 (K)} \text{Lip} \left( \Phi_{\tau, T}^u [\mu] (\cdot); K \right) + \max_{x \in K} \left( \Phi_{\tau, T}^u (x) \right) \right) \mathcal{C}_K.
\]
The fact that \( \mathcal{C}_K' \geq 0 \) is independent of \( (\epsilon, \lambda) \in \mathbb{R}_+^* \times [0, 1] \) follows from Lemma \[A.1\] together with the uniformity with respect to \( u \in U \) of the regularity constants appearing in \([\text{OCP}] (i)\). Thus, plugging \([32]\) and \([33]\) into \([31]\), we obtain for all \( (\epsilon, \lambda) \in \mathbb{R}_+^* \times [0, 1] \) that
\[
(1 - \lambda) \mathcal{Y} (\tau, \mu_1) + \lambda \mathcal{Y} (\tau, \mu_2) - \mathcal{Y} (\tau, \gamma_\lambda^{1 \to 2}) \leq \left( \mathcal{C}_K' + \mathcal{L}_K \mathcal{S}_K \right) \lambda (1 - \lambda) W^2_2 (\mu_1, \mu_2) + \epsilon,
\]
which concludes the proof of Theorem \[3.4\] since \( \epsilon > 0 \) is arbitrary.

In what follows, we prove that semiconcavity along arbitrary interpolating curves at the level of the dynamics and cost functionals of \( \mathcal{P} \) translate into strong local semiconcavity of the value function.

**Hypotheses (SC2).** Suppose that for any \( R > 0 \), the following holds with \( K := B (0, R) \).

(i) There exists a map \( \mathcal{C}_K (\cdot) \in L^1 ([0, T], \mathbb{R}_+) \) such that for any \( \mu_1, \mu_2 \in \mathcal{P}_1 (K) \), each \( \mu \in \Gamma (\mu_1, \mu_2) \) and all \( x, y \in K \), it holds
\[
\left| (1 - \lambda) v (t, \mu_1, x) + \lambda v (t, \mu_2, y) - v (t, \mu_\lambda^{1 \to 2}, (1 - \lambda) x + \lambda y) \right| \leq \mathcal{C}_K (t) \lambda (1 - \lambda) \left( |x - y|^2 + W^2_2 (\mu_1, \mu_2) \right),
\]
for \( L^1 \)-almost every \( t \in [0, T] \) and any \( \lambda \in [0, 1] \).

(ii) The final cost \( \varphi : \mathcal{P}_c (\mathbb{R}^d) \to \mathbb{R} \) is locally strongly semiconcave.

**Theorem 3.6** (Local strong semiconcavity of the value function). Suppose that hypotheses \([\text{OCP}] \) and \([\text{SC2}] \) hold. Then for any \( K := B (0, r) \) with \( r > 0 \), there exists a constant \( \mathcal{C}_K > 0 \) such that for every \( \tau \in [0, T] \) and any \( \mu_1, \mu_2 \in \mathcal{P} (K) \), it holds
\[
(1 - \lambda) \mathcal{Y} (\tau, \mu_1) + \lambda \mathcal{Y} (\tau, \mu_2) - \mathcal{Y} (\tau, \mu_\lambda^{1 \to 2}) \leq \mathcal{C}_K (1 - \lambda) W^2_2 (\mu_1, \mu_2),
\]
for all \( \lambda \in [0, 1] \) and each \( \mu \in \Gamma (\mu_1, \mu_2) \).

**Proof.** The proof of Theorem \[3.6\] relies on the same arguments as those of Theorem \[3.4\] up to some modifications in the construction of the curve of plans along which the interpolation estimate is satisfied. One can check by reproducing the estimations in the proof of Lemma \[3.3\] and using \([\text{SC2}] \) (i) that there exists a constant \( \mathcal{S}_K > 0 \) such that for any \( \mu \in \Gamma (\mu_1, \mu_2) \), the curve of plans
\[
t \in [0, T] \mapsto \mu_\lambda^{1 \to 2} (t) := \left( (1 - \lambda) \Phi_{\tau, t}^u (\mu_1) \circ \pi_1 + \lambda \Phi_{\tau, t}^u (\mu_2) \circ \pi_2, \Phi_{\tau, t}^u (\mu_\lambda^{1 \to 2}) (1 - \lambda) \pi_1 + \lambda \pi_2 \right) \end{equation}\]
allows to derive the strong interpolation estimate
\[
W_1 \left( \mu_\lambda^{1 \to 2} (t), \Phi_{\tau, t}^u (\mu_\lambda^{1 \to 2}) (\cdot) \# \mu_\lambda^{1 \to 2} \right) \leq \mathcal{S}_K \lambda (1 - \lambda) W^2_2 (\mu_1, \mu_2),
\]
for all times \( t \in [0, T] \) and every \( \lambda \in [0, 1] \). From there on, the proof of Theorem \[3.6\] directly follows by reproducing the estimates of Step 2, while using the fact that under hypotheses \([\text{SC2}] (ii)\), the final cost also satisfies a strong semiconcavity estimate along arbitrary interpolating curves. \( \blacksquare \)
3.2 Semiconcavity with respect to both variables

In Theorem 3.4 and Theorem 3.6 above, we have shown that the value function is locally semiconcave with respect to the measure variable, whenever the dynamics and cost functionals satisfy some adequate interpolation inequalities. In Section 5.3 below, we will need an extension of these regularity estimates involving semiconcavity properties with respect to the time variable as well, in order to study optimal feedback mappings for \((P)\).

Throughout this section, we impose the following tighter regularity conditions on the controlled non-local velocity fields.

**Hypotheses (R).** Suppose that for every \(R > 0\), the following holds with \(K := B(0, R)\).

(i) The map \(v : [0, T] \times \mathcal{P}_e(\mathbb{R}^d) \times U \times \mathbb{R}^d \to \mathbb{R}^d\) satisfies (OCP)-(i) with a time-independent sublinearity constant \(m(\cdot) := m > 0\).

(ii) There exists a constant \(\ell_K > 0\) such that for all \(u \in U\), it holds

\[
|v(t, \mu, u, x) - v(\tau, \nu, u, y)| \leq \ell_K \left( |t - \tau| + W_1(\mu, \nu) + |x - y| \right),
\]

for every \(\tau, t \in [0, T]\), any \(\mu, \nu \in \mathcal{P}(K)\) and all \(x, y \in K\).

Under these stronger regularity requirements, we are able to establish semiconcavity properties of the value function with respect to both time and measure variables.

**Theorem 3.7 (Joint semiconcavity of the value function).** Suppose that hypotheses (OCP), (SC1) and (R) hold. Then for every \(K := B(0, r)\) with \(r > 0\), there exists a constant \(\mathcal{C}_K > 0\) such that for every \(\tau_1, \tau_2 \in [0, T]\), any \(\mu_1, \mu_2 \in \mathcal{P}(B(0, r))\) and each \(\gamma \in \Gamma_o(\mu_1, \mu_2)\), it holds

\[
(1 - \lambda) \mathcal{V}(\tau_1, \mu_1) + \lambda \mathcal{V}(\tau_2, \mu_2) - \mathcal{V}(\tau_\lambda, \gamma_{\lambda}^{1 \to 2}) \leq \mathcal{C}_K \lambda (1 - \lambda) \left( |\tau_1 - \tau_2|^2 + W^2_2(\mu_1, \mu_2) \right),
\]

for all \(\lambda \in [0, 1]\), where \(\tau_\lambda := (1 - \lambda) \tau_1 + \lambda \tau_2\). If the data of \((P)\) satisfy the stronger hypotheses of (SC2) then one further has

\[
(1 - \lambda) \mathcal{V}(\tau_1, \mu_1) + \lambda \mathcal{V}(\tau_2, \mu_2) - \mathcal{V}(\tau_\lambda, \mu_{\lambda}^{1 \to 2}) \leq \mathcal{C}_K \lambda (1 - \lambda) \left( |\tau_1 - \tau_2|^2 + W^2_2(\mu_1, \mu_2) \right)
\]

for all \(\lambda \in [0, 1]\) and each \(\mu \in \Gamma(\mu_1, \mu_2)\).

**Proof.** We will only treat the case in which hypotheses (SC1) hold, the other scenario being completely similar up to some minor modifications already detailed in the proof of Theorem 3.6 above. We also suppose throughout the proof that \(0 \leq \tau_2 < \tau_1 \leq T\), since the case \(0 \leq \tau_1 < \tau_2 \leq T\) is analogous, and \(\tau_1 = \tau_2\) has already been treated in Section 3.1. In the sequel, we will use the notation \(K := B(0, R_r)\) where \(R_r \geq r > 0\) is defined as in Lemma 2.18.

Let \(\gamma \in \Gamma_o(\mu_1, \mu_2)\) be a 2-optimal transport plan, and for \(\lambda \in [0, 1]\) consider \(\tau_\lambda := (1 - \lambda) \tau_1 + \lambda \tau_2\). Observe that for every \(\epsilon > 0\), there exists an admissible control \(u_\epsilon(\cdot) \in U\) such that

\[
\mathcal{V}(\tau_1, \Phi_{\tau_2, \tau_\lambda} u_{\epsilon}|\gamma_{\lambda}^{1 \to 2}|(\cdot) \# \gamma_{\lambda}^{1 \to 2}) \leq \mathcal{V}(\tau_\lambda, \gamma_{\lambda}^{1 \to 2}) + \epsilon.
\]  

(34)

We now consider the following right-invertible reparametrisation of the time variable, given by

\[
\tau_\lambda(s) := \begin{cases} 
\lambda s + (1 - \lambda) \tau_1 & \text{if } s \geq \tau_2, \\
\lambda s & \text{if } \tau_2 \leq s \leq \tau_1, \\
s & \text{otherwise,}
\end{cases}
\]

(35)

for every \(s \in [0, T]\), and observe that \(\tau_\lambda(\tau_1) = \tau_1\) and \(\tau_\lambda(\tau_2) = \tau_\lambda\). Using this time variable and the fact that the value function is non-decreasing along admissible trajectories, we further obtain

\[
(1 - \lambda) \mathcal{V}(\tau_1, \mu_1) + \lambda \mathcal{V}(\tau_2, \mu_2) - \mathcal{V}(\tau_\lambda, \gamma_{\lambda}^{1 \to 2}) \leq (1 - \lambda) \mathcal{V}(\tau_1, \mu_1) + \lambda \mathcal{V}(\tau_1, \Phi_{\tau_2, \tau_\lambda} u_{\epsilon}|\mu_2|(\cdot) \# \mu_2) - \mathcal{V}(\tau_1, \Phi_{\tau_2, \tau_\lambda} u_{\epsilon}|\gamma_{\lambda}^{1 \to 2}|(\cdot) \# \gamma_{\lambda}^{1 \to 2}) + \epsilon,
\]

(36)
where we used (34) and the fact that \( u_\epsilon \circ r_\lambda(\cdot) \in U \). From now on, we set
\[
\tilde{\mu}_2(s) := \Phi_{(\tau_2, \gamma^{-1}_\lambda(\cdot))}^{u_\epsilon \circ r_\lambda}[\mu_2](\cdot) \# \mu_2,
\]
for every \( s \in [\tau_2, \tau_1] \), so that \( \tilde{\mu}_2(\tau_\lambda) = \mu_2 \) and (30) can be rewritten in the simpler form
\[
(1 - \lambda)\mathcal{Y}(\tau_1, \mu_1) + \lambda \mathcal{Y}(\tau_2, \mu_2) - \mathcal{Y}(\tau_\lambda, \gamma^{-1}_\lambda)
\leq (1 - \lambda)\mathcal{Y}(\tau_1, \mu_1) + \lambda \mathcal{Y}(\tau_1, \tilde{\mu}_2(\tau_\lambda)) - \mathcal{Y}(\tau_1, \Phi_{(\tau_\lambda, \tau_1)}^{u_\epsilon}[\gamma^{-1}_\lambda](\cdot) \# \gamma^{-1}_\lambda) + \epsilon.
\]
(38)

Our goal will now be to estimate the right-hand side of (38) by means of a suitable dynamical interpolation, in the same vein as in the proof of Lemma 3.5.

Let \( \eta_1, \eta_2 \in \mathcal{P}(\mathbb{R}^d \times \Sigma_T) \) be the superposition measures associated to the (constant) curve of measures \( \mu_1 \in \mathcal{P}(K) \) and to \( s \in [\tau_\lambda, \tau_1] \mapsto \tilde{\mu}_2(s) \in \mathcal{P}(K) \) respectively. By Proposition 2.13, there exists a transport plan \( \eta_{12} \in \Gamma(\eta_1, \eta_2) \) such that
\[
\left( \pi_{1,2d}^1, \pi_{1,2d}^2 \right) \# \eta_{12} = \gamma \quad \text{and} \quad \left( e_1^2, e_2^2 \right) \# \eta_{12} =: \gamma(s) \in \Gamma_0(\mu_1, \tilde{\mu}_2(s)),
\]
for all times \( s \in [\tau_\lambda, \tau_1] \). Inserting the curve \( \tilde{\gamma}_\lambda^{-1,2}(s) := ((1 - \lambda)\pi_1 + \lambda \pi_2) \# \gamma(s) \) as a crossed term in the right-hand side of (39) while invoking Proposition 3.1 and Theorem 3.4, one has
\[
(1 - \lambda)\mathcal{Y}(\tau_1, \mu_1) + \lambda \mathcal{Y}(\tau_2, \tilde{\mu}_2(\tau_\lambda)) - \mathcal{Y}(\tau_1, \Phi_{(\tau_\lambda, \tau_1)}^{u_\epsilon}[\gamma^{-1}_\lambda](\cdot) \# \gamma^{-1}_\lambda)
\leq \mathcal{G}_K \lambda(1 - \lambda)\mathcal{W}_2^2(\mu_1, \tilde{\mu}_2(\tau_\lambda)) + \mathcal{L}_K \mathcal{W}_1 \left( \tilde{\gamma}_\lambda^{-1,2}(\tau_1) \right) \Phi_{(\tau_\lambda, \tau_1)}^{u_\epsilon}[\gamma^{-1}_\lambda](\cdot) \# \gamma^{-1}_\lambda
\]
where \( \mathcal{G}_K, \mathcal{L}_K > 0 \) are the geodesic semiconcavity and Lipschitz constants of \( \mathcal{Y}(\tau_1, \cdot) \) over \( \mathcal{P}(K) \), respectively. By (37) and hypothesis (R) (i), we can further estimate the first term in the right-hand side of (39) as
\[
\mathcal{W}_2^2(\mu_1, \tilde{\mu}_2(\tau_\lambda)) \leq \left( \mathcal{W}_2(\mu_1, \mu_2) + \mathcal{W}_2(\mu_2, \tilde{\mu}_2(\tau_\lambda)) \right)^2
\leq 2 \left( \mathcal{W}_2^2(\mu_1, \mu_2) + \| \Phi_{(\tau_2, \tau_1)}^{u_\epsilon}[\mu_2](\cdot) - \text{Id} \|_{\mathcal{C}^0(K, \mathbb{R}^d)}^2 \right)
\leq 2(1 + 2R_\epsilon)^2 m^2 \left( |\tau_2 - \tau_1|^2 + \mathcal{W}_2^2(\mu_1, \mu_2) \right)
\]
where we also applied (33). Concerning the second term in the right-hand side of (39), notice first that by construction, the measures
\[
\tilde{\mu}_\lambda^{-1,2}(s) := \left( (1 - \lambda)e_1^s + \lambda e_2^s, \Phi_{(\tau_\lambda, s)}^{u_\epsilon}[\gamma^{-1}_\lambda] \circ ((1 - \lambda)\pi_2^s + \lambda \pi_2^s) \right) \# \eta_{12}
\]
are admissible transport plans between \( \tilde{\gamma}_\lambda^{-1,2}(s) \) and \( \Phi_{(\tau_\lambda, s)}^{u_\epsilon}[\gamma^{-1}_\lambda](\cdot) \# \gamma^{-1}_\lambda \) for every \( s \in [\tau_\lambda, \tau_1] \). Thus
\[
\mathcal{W}_1 \left( \tilde{\gamma}_\lambda^{-1,2}(s), \Phi_{(\tau_\lambda, s)}^{u_\epsilon}[\gamma^{-1}_\lambda](\cdot) \# \gamma^{-1}_\lambda \right)
\leq \int_{\mathbb{R}^{2d}} |x - y| d\tilde{\mu}_\lambda^{-1,2}(s)(x, y)
\leq \int_{\mathbb{R}^{2d}} |(1 - \lambda)\sigma_1(t) + \lambda \sigma_2(t) - \Phi_{(\tau_\lambda, s)}^{u_\epsilon}[\gamma^{-1}_\lambda]((1 - \lambda)x + \lambda y)| d\eta_{12}(x, \sigma_1, y, \sigma_2)
\]
where we used the fact that under hypotheses (CE) the superposition measures \( \eta_1, \eta_2 \in \mathcal{P}(\mathbb{R}^d \times \Sigma_T) \) built above are concentrated on the pairs \( (x, \sigma_1), (y, \sigma_2) \in \mathbb{R}^d \times \Sigma_T \) given by
\[
\sigma_1(s) = x \quad \text{and} \quad \sigma_2(s) = \Phi_{(\tau_s, \gamma^{-1}(s))}^{u_\epsilon}[\mu_2](y),
\]
for all times $s \in [\tau_\lambda, \tau_1]$ and any $(x,y) \in \text{supp}(\gamma)$. By using hypotheses \([R]\) one can show that there exists a constant $C_K > 0$ such that
\[
\int_{\mathbb{R}^{2d}} \left| (1 - \lambda)x + \lambda \Phi_{(\tau_2, \tau_1)}^{\mu_\lambda^{(\lambda)}(s)}[\mu_2](y) - \Phi_{(\tau_1, s)}^{\mu_\lambda^{(\lambda)}(s)}[\lambda^{1-2}](1 - \lambda)x + \lambda y \right| d\gamma(x,y)
\leq C_K \lambda(1 - \lambda) \left( |\tau_2 - \tau_1|^2 + W_2^2(\mu_1, \mu_2) \right) + \ell_K \int_{\tau_\lambda}^s W_1(\tilde{\gamma}_\lambda^{1-2}(\zeta), \Phi_{(\tau_1, \zeta)}^{\mu_\lambda^{(\lambda)}(\zeta)}[\lambda^{1-2}](\cdot)\#\gamma^{1-2}_\lambda) d\zeta.
\]
(42)

The proof of this inequality being somewhat heavy and similar to computations already detailed in Lemma \([45]\) it is postponed to Appendix C below. Plugging this last estimate into (41) and applying Grönwall’s Lemma further yields
\[
W_1(\tilde{\gamma}_\lambda^{1-2}(s), \Phi_{(\tau_1, s)}^{\mu_\lambda^{(\lambda)}(s)}[\gamma^{1-2}_\lambda](\cdot)\#\gamma^{1-2}_\lambda) \leq C'_K \lambda(1 - \lambda) \left( |\tau_2 - \tau_1|^2 + W_2^2(\mu_1, \mu_2) \right),
\]
where $C'_K := C_K \exp(\ell_K T)$. Thus upon combining (38), (39), (40) and (43), we finally recover
\[
(1 - \lambda)\mathcal{V}(\tau_1, \mu_1) + \lambda \mathcal{V}(\tau_2, \mu_2) - \mathcal{V}(\tau_\lambda, \gamma^{1-2}_\lambda) \leq C'_K \lambda(1 - \lambda) \left( |\tau_2 - \tau_1|^2 + W_2^2(\mu_1, \mu_2) \right) + \epsilon,
\]
where $C'_K := C'_K \mathcal{L}_K + 2m^2(1 + 2R)\mathcal{E}_K$, which concludes our proof since $\epsilon > 0$ is arbitrary. \(\square\)

### 3.3 Examples of functionals satisfying hypotheses \([\text{SC1}]\) and \([\text{SC2}]\)

In this short section, we provide several examples of dynamics and cost functionals satisfying the semiconcavity hypotheses of Section 3.1 on which Theorem 3.4, Theorem 3.6 and Theorem 3.7 are based. Most of these examples are treated in a slightly different manner in [8, Chapter 9].

**Proposition 3.8** (Semiconcavity of potential energies). Let $V \in C^1(\mathbb{R}^d, \mathbb{R})$ be such that $\nabla V : \mathbb{R}^d \to \mathbb{R}^d$ is locally Lipschitz. Then, the functional $\mathcal{V} : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}$ defined by
\[
\mathcal{V}(\mu) := \int_{\mathbb{R}^d} V(x) d\mu(x),
\]
for every $\mu \in \mathcal{P}_c(\mathbb{R}^d)$ is locally strongly semiconcave.

**Proof.** It is a known fact (see e.g. [28 Proposition 2.1.2]) that if $V \in C^1(\mathbb{R}^d, \mathbb{R})$ is such that $\nabla V(\cdot)$ is locally Lipschitz, then for every ball $K := B(0, R)$ with $R > 0$ and any $x, y \in K$, it holds
\[
(1 - \lambda)V(x) + \lambda V(y) - V((1 - \lambda)x + \lambda y) \leq C_K \lambda(1 - \lambda)|x - y|^2,
\]
for every $\lambda \in [0, 1]$, where $C_K := \text{Lip}(\nabla V(\cdot); K)$. Whence, for any $\mu_1, \mu_2 \in \mathcal{P}(K)$ and each $\mu \in \Gamma(\mu_1, \mu_2)$, one has
\[
(1 - \lambda)\mathcal{V}(\mu_1) + \lambda \mathcal{V}(\mu_2) - \mathcal{V}(\mu^{1-2}) = \int_{\mathbb{R}^{2d}} \left( (1 - \lambda)V(x) + \lambda V(y) - V((1 - \lambda)x + \lambda y) \right) d\mu(x,y)
\leq C_K \lambda(1 - \lambda) \int_{\mathbb{R}^{2d}} |x - y|^2 d\mu(x,y)
= C_K \lambda(1 - \lambda)W_2^2(\mu_1, \mu_2),
\]
for every $\lambda \in [0, 1]$, which concludes our proof. \(\square\)

This type of local strong semiconcavity regularity is also valid in the broader class of functionals describing interaction energies.

**Corollary 3.9** (Semiconcavity of interaction energies). Let $m \geq 1$ be an integer and $W \in C^1(\mathbb{R}^{m \times d}, \mathbb{R})$ be such that $\nabla W : \mathbb{R}^{m \times d} \to \mathbb{R}^{m \times d}$ is locally Lipschitz. Then, the functional $\mathcal{W} : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}$ defined by
\[
\mathcal{W}(\mu) := \int_{\mathbb{R}^{m \times d}} W(x_1, \ldots, x_m) d(\mu \times \cdots \times \mu)(x_1, \ldots, x_m),
\]
for every $\mu \in \mathcal{P}_c(\mathbb{R}^d)$ is locally strongly semiconcave.
Another interesting example of strongly semiconcave function is the squared Wasserstein distance.

**Proposition 3.10** (Strong semiconcavity of the squared Wasserstein distance). For any $\nu \in \mathcal{P}_2(\mathbb{R}^d)$ and every compact set $K \subset \mathbb{R}^d$, the map $\mu \in \mathcal{P}(K) \mapsto W_2^2(\mu, \nu) \in \mathbb{R}$ is strongly semiconcave with $C_K = 1$.

**Proof.** See [8, Theorem 7.3.2].

In the following proposition, we provide a similar strong semiconcavity result in norm for non-local velocity fields given in the form of smooth convolutions.

**Proposition 3.11** (Norm-semiconcavity of smooth convolutions). Let $H : (t, x) \in [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$ be $\mathcal{L}^1$-measurable with respect to $t \in [0, T]$ and continuously Fréchet differentiable with respect to $x \in \mathbb{R}^d$. Suppose also that for every $K := B(0, R)$ with $R > 0$, there exists $C_K(\cdot) \in L^1([0, T], \mathbb{R}_+)$ such that

$$|H(t, 0)| + \text{Lip}(D_x H(t, \cdot); K) \leq C_K(t),$$

for $\mathcal{L}^1$-almost every $t \in [0, T]$.

Then, the non-local velocity field $v : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ defined by

$$v(t, \mu, x) := \int_{\mathbb{R}^d} H(t, x - z)d\mu(z),$$

for $\mathcal{L}^1$-almost every $t \in [0, T]$ and all $(\mu, x) \in \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d$ satisfies (SC2) (i).

**Proof.** As for real-valued functionals, it can be checked in this case (see e.g. [21, Section 5]) that for $\mathcal{L}^1$-almost every $t \in [0, T]$ and all $x, y \in K$, it holds

$$|(1 - \lambda)H(t, x) + \lambda H(t, y) - H(t, (1 - \lambda)x + \lambda y)| \leq C_K(t) \lambda(1 - \lambda)|x - y|^2.$$

Whence, for any $\mu_1, \mu_2 \in \mathcal{P}(K)$, all $x, y \in K$ and each $\mu \in \Gamma(\mu_1, \mu_2)$, one can deduce

$$\left|\left(1 - \lambda\right)v(t, \mu_1, x) + \lambda v(t, \mu_2, y) - v(t, \mu_1^{1 - \lambda^2}, (1 - \lambda)x + \lambda y)\right|$$

$$= \left|\int_{\mathbb{R}^d} \left((1 - \lambda)H(t, x - z_1) + \lambda H(t, y - z_2)\right)d\mu(z_1, z_2) - \int_{\mathbb{R}^d} H(t, (1 - \lambda)x + \lambda y - z_2)d\mu(z_1, z_2)\right|$$

$$\leq \int_{\mathbb{R}^d} \left|(1 - \lambda)H(t, x - z_1) + \lambda H(t, y - z_2) - H(t, (1 - \lambda)(x - z_1) + \lambda(y - z_2))\right|d\mu(z_1, z_2)$$

$$\leq 2C_K(t)\lambda(1 - \lambda) \int_{\mathbb{R}^d} \left(|x - y|^2 + |z_1 - z_2|^2\right)d\mu(z_1, z_2)$$

$$= 2C_K(t)\lambda(1 - \lambda) \left(|x - y|^2 + W_2^2(\mu_1, \mu_2)\right),$$

for all $\lambda \in [0, 1]$, which concludes the proof of our claim.

**Remark 3.12** (Comparison between hypotheses (SC1) and (SC2)). Going back to Definition 3.2, it is clear that strong local semiconcavity implies local geodesic semiconcavity, so that every data satisfying hypotheses (SC2) also satisfies hypotheses (SC1) by a simple restriction to optimal interpolations.

### 4 Sensitivity analysis of the value function

In this section, we pursue our investigation of the fine properties of the value function $\mathcal{V} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}$ associated to a mean-field optimal control problem of Mayer type. In the context of mean-field optimal control, the well-known fact of stating that the map $t \in [0, T] \mapsto \mathcal{V}(t, \mu(t)) \in \mathbb{R}$ is non-decreasing whenever $(\mu(\cdot), u(\cdot))$ is an admissible pair still holds true. Furthermore, the application $t \in [0, T] \mapsto \mathcal{V}(t, \mu^*(t)) \in \mathbb{R}$ is constant along a pair $(\mu^*(\cdot), u^*(\cdot))$ if and only if it is optimal for ($P$).

In Section 5.2, we will characterise the optimality of admissible trajectory-control pairs in terms of this property.
4.1 Sensitivity relations expressed in terms of Fréchet superdifferentials

We state and prove below one of our central results, which is a sensitivity relation between the costates of the maximum principle and the Fréchet superdifferential of the value function, defined as follows.

**Definition 4.1** (Extended Fréchet superdifferential of the value function). We say that a pair \((\delta, \gamma) \in \mathbb{R} \times \mathcal{P}_c(\mathbb{R}^d)\) belongs to the localised extended Fréchet superdifferential \(\partial^+ \mathcal{V}(\tau_1, \mu_1)\) of the value function \(\mathcal{V} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}\) at \((\tau_1, \mu_1) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d)\) if \(\pi^\#_\# \gamma = \mu_1\), and for every \(R > 0\) it holds
\[
\mathcal{V}(\tau_2, \mu_2) - \mathcal{V}(\tau_1, \mu_1) \leq \sup_{\mu \in \Gamma_{\mu_2}^{\#}(\gamma, \mu_2)} \int_{\mathbb{R}^{2d}} \langle r, y - x \rangle d\mu(x, r, y) + \delta(\tau_2 - \tau_1) + o_R(W_2(\mu_1, \mu_2) + |\tau_1 - \tau_2|),
\]
for any \((\tau_2, \mu_2) \in [0, T] \times \mathcal{P}_c(B_R(\mu_1))\). Analogously, we will say that \(\gamma \in \mathcal{P}_c(\mathbb{R}^d)\) belongs to the localised extended Fréchet superdifferential \(\partial^+ \mathcal{V}(\tau, \mu_1)\) with respect to the measure variable of \(\mathcal{V}(\tau, \cdot)\) at \(\mu_1 \in \mathcal{P}_c(\mathbb{R}^d)\) if \(\pi^\#_\# \gamma = \mu_1\), and for every \(R > 0\) it holds
\[
\mathcal{V}(\tau_2, \mu_2) - \mathcal{V}(\tau_1, \mu_1) \leq \sup_{\mu \in \Gamma_{\mu_2}^{\#}(\gamma, \mu_2)} \int_{\mathbb{R}^{2d}} \langle r, y - x \rangle d\mu(x, r, y) + o_R(W_2(\mu_1, \mu_2)),
\]
for any \(\mu_2 \in \mathcal{P}_c(B_R(\mu_1))\).

**Theorem 4.2** (A Fréchet-type sensitivity relation). Let \(\mu^0 \in \mathcal{P}(B(0, r))\) for some \(r > 0\) and suppose that hypotheses \([\text{OCP}]\) hold. Given a strong local minimiser \((\mu^*(\cdot), u^*(\cdot))\) for \((\mathcal{P})\), let \(R_r^\# > 0\) and \(\nu^*(\cdot) \in AC([0, T], \mathcal{P}_c(K' \times K'))\) be as in Theorem 2.19 where \(K':= B(0, R_r^\#)\).

Then, the following sensitivity relation
\[
\left( \begin{array}{c} H(t, \nu^*(t), u^*(t)) \\ \pi^\# \nu^*(t) \end{array} \right) \in \partial^+ \mathcal{V}(t, u^*(t)),
\]
holds for \(L^1\)-almost every \(t \in [0, T]\).

We split the proof of this result into four steps. In Step 1, we prove a differential inequality at time \(T > 0\) for the value function, which is derived using the Taylor expansion formulas of Appendix A. In Step 2, we establish a representation formula for the curve \(\nu^*(\cdot)\), which allows to uniquely characterise the dynamics of its second marginal by a disintegration argument against \(\mu^*(\cdot, T)\). In Step 3, we use this representation formula to propagate the differential inequality derived in Step 1 backward-in-time, and we finally show in Step 4 how the latter yields the sensitivity relation \((46)\).

**Step 1: A differential inequality at time \(T > 0\)**
Let \(\mathcal{F}_c \subset (0, T)\) be the full \(L^1\)-measure set of Lebesgue points associated to \(\nu : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to v(t, \cdot, u^*(t), \cdot) \in \mathbb{R}^d\) as in Lemma A.3 and define \(\mathcal{F} := \mathcal{F}_c \cap \mathcal{I}_m \subset (0, T)\) where \(\mathcal{I}_m\) is the set of Lebesgue points of \(m(\cdot) \in L^1([0, T], \mathbb{R}_+^*)\).

Let \(\tau \in \mathcal{F}\) and \(\mu_\tau \in \mathcal{P}(B(0, r'))\) for some \(r' > 0\), and fix \(h \in \mathbb{R}\) such that \(\tau + h \in [0, T]\). By Lemma 2.18 and Theorem 2.19 there exists a radius \(R := R(r, r') > 0\) depending on both \(r, r' > 0\) such that, for all times \(t \in [0, T]\), the following support inclusions hold with \(K := B(0, R)\), whenever \(\mu(\cdot)\) is the solution of the Cauchy problem
\[
\begin{align*}
\partial_t \mu(t) + \text{div}_x \left(v(t, \mu(t), u(t))\mu(t)\right) &= 0, \\
\mu(s) &= \mu_\tau,
\end{align*}
\]
for some admissible \(u(\cdot) \in \mathcal{U}\) and arbitrary \(s \in [0, T]\). In the sequel, when there is no ambiguity, we will frequently use the condensed notation
\[
(\Phi^*_\tau(\cdot))(\cdot)_{\tau \in [0, T]} := (\Phi^*_\tau(\cdot))_{\tau \in [0, T]},
\]
(47) to refer to the unique semigroup of non-local flows defined along \((\mu^*(\cdot), u^*(\cdot))\) as in Section 3.1.

In the following lemma, we derive a differential estimate for the value function.
Lemma 4.3 (Differential estimate on the value function). For every $\mu_T \in \Gamma(\mu^*(\tau), \mu_\tau)$, it holds
\[ \mathcal{V}(\tau + h, \mu_\tau) - \mathcal{V}(\tau, \mu^*(\tau)) \]
\[ \leq \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(x), D_x \Phi^*_{(\tau,T)}(x)(y - x) + w_{\mu_\tau}(T, x) \right\rangle d\mu_\tau(x, y) + h \]
\[ + \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(x), \Psi_{(T,T)}(y, x)) \right\rangle d\mu_\tau(x, y) + o_\mathcal{R}(W_{2, \mu_\tau}(\mu^*(T), \mu_\tau) + h). \]

where the maps $D_x \Phi^*_{(\tau,T)}(\cdot)$, $w_{\mu_\tau}(\cdot, \cdot)$ and $\Psi_{(\cdot, \cdot)}$ are defined as in Proposition A.4, Theorem A.5 and Proposition A.6 respectively, with $v : (t, \mu, x) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \mapsto v(t, \mu, u^*(t), x) \in \mathbb{R}^d$.

Proof. We start by observing that by definition (52) of the value function $\mathcal{V} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}$, the following inequality holds
\[ \mathcal{V}(\tau + h, \mu_\tau) - \mathcal{V}(\tau, \mu^*(\tau)) \leq \varphi(\Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) \# \mu_\tau) - \varphi(\mu^*(T)), \]

because $\mu^*(\cdot)$ is optimal for $(P)$ and $t \in [0, T] \Rightarrow \Phi^*_{(\tau+\epsilon, T)}(\mu_\tau)(\cdot) \# \mu_\tau \in \mathcal{P}(\mathcal{K})$ is admissible by construction. Let $\mu_T \in \Gamma(\mu^*(\tau), \mu_\tau)$ be an arbitrary transport plan, to which we associate $\mu_\tau \in \Gamma(\mu^*(T), \Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) \# \mu_\tau)$, defined by
\[ \mu_\tau(T) := (\Phi^*_{(\tau,T)}(\mu^*(\tau)) \circ \pi^1, \Phi^*_{(\tau+h,T)}(\mu_\tau) \circ \pi^2) \# \mu_\tau. \]

Recall now that $\varphi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}$ is locally differentiable by hypothesis [OCP](ii), which allows us to write as a consequence of Proposition 2.3
\[ \varphi(\Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) \# \mu_\tau) - \varphi(\mu^*(T)) = \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(x, y - x) \right\rangle d\mu_\tau(T)(x, y) + o_\mathcal{R}(W_{2, \mu_\tau}(\mu^*(T), \Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) \# \mu_\tau)). \]

By Lemma A.1, there exists a constant $C_{(\cdot, \tau)} > 0$ such that for any pair $x, y \in \mathcal{K}$, it holds
\[ |\Phi^*_{(\tau+h,T)}(\mu_\tau)(y) - \Phi^*_{(\tau,T)}(\mu^*(\tau))(y)| \leq C_{(\cdot, \tau)} \left| x - y + W_{2, \mu_\tau}(\mu^*(\tau), \mu_\tau) + h \right|, \]

where we also used the fact that $\tau \in \mathcal{T}$ is a Lebesgue point of $m(\cdot) \in L^1([0, T], \mathbb{R}_+)$. By integrating this last expression against $\mu_\tau$ and recalling the definition (50) of $\mu_\tau(T)$, we obtain
\[ o_\mathcal{R}(W_{2, \mu_\tau}(\mu^*(T), \Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) \# \mu_\tau)) = o_\mathcal{R}(W_{2, \mu_\tau}(\mu^*(\tau), \mu_\tau) + h). \]

We now turn our attention to the integral term in (51). Observe that by the definition (50) of $\mu_\tau(T)$, the latter can be rewritten as
\[ \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(x, y - x) \right\rangle d\mu_\tau(T)(x, y) = \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(\mu^*(\tau))(\cdot), \Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) - \Phi^*_{(\tau,T)}(\mu^*(\tau))(\cdot)) \right\rangle d\mu_\tau(x, y). \]

In addition, remark that for any $x, y \in \mathcal{K}$, the following Taylor expansion
\[ \Phi^*_{(\tau+h,T)}(\mu_\tau)(y) = \Phi^*_{(\tau,T)}(\mu^*(\tau))(x) + D_x \Phi^*_{(\tau, T)}(\mu^*(\tau))(x)(y - x) + w_{\mu_\tau}(T, x) \]
\[ + h \Psi_{(\tau, T)}(x) + o_\mathcal{R}(|x - y| + W_{2, \mu_\tau}(\mu^*(\tau), \mu_\tau) + h), \]

holds as a consequence of Corollary A.7, where $D_x \Phi^*_{(\tau,T)}(\mu^*(\tau))(\cdot)$, $w_{\mu_\tau}(\cdot, \cdot)$ and $\Psi_{(\cdot, \cdot)}$ are defined as in Proposition A.4, Theorem A.5 and Proposition A.6 respectively. Thus, combining (51), (53) and (54) with the estimate derived in Lemma B.2 of Appendix B, we obtain
\[ \varphi(\Phi^*_{(\tau+h,T)}(\mu_\tau)(\cdot) \# \mu_\tau) - \varphi(\mu^*(T)) = \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(x), D_x \Phi^*_{(\tau,T)}(x)(y - x) + w_{\mu_\tau}(T, x) \right\rangle d\mu_\tau(x, y) + h \int_{\mathbb{R}^d} \left\langle \nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(x), \Psi_{(T,T)}(y, x)) \right\rangle d\mu_\tau(x, y) + o_\mathcal{R}(W_{2, \mu_\tau}(\mu^*(\tau), \mu_\tau) + h). \]
where we used the condensed notation \((\Phi_{t,T}^*)(\cdot)\) introduced in (47). By plugging (55) into (49), we finally recover (48), which concludes the proof of our claim.

\[ \square \]

**Step 2: Representation formula for the Pontryagin costate**

Our goal is now to prove via a backward time propagation that the differential inequality derived in Step 1 implies (46) at time \(t \in \mathcal{T} \). To this end, we first need to isolate the “costate” part – i.e. the second marginal – of the curve \(\nu^*(\cdot)\) satisfying the PMP of Theorem 2.19.

**Proposition 4.4** (Disintegration representation of state-costate curves). Assume that hypotheses [OCP] hold and let \(\nu^*(\cdot) \in AC([0, T], \mathcal{P}_1(K' \times K'))\) be a solution of the forward-backward Hamiltonian continuity equation (19), with \(K' := B(0, R')\) and \(R' > 0\) being as in (18). Define the curve of measures

\[ \nu^*_t : t \in [0, T] \mapsto \left(\Phi_{t,T}^* \circ \pi^1, \pi^2\right) \# \nu^*(t) \in \mathcal{P}(K' \times K'), \quad (56) \]

and for all \(t \in [0, T]\), consider its disintegration \(\nu^*_t(t) = \int_{\mathbb{R}^d} \sigma^*_x(t) d\mu^*(T)(x)\) against \(\pi^1 \# \nu^*_t(t) = \mu^*(T)\).

Then for \(\mu^*(T)\)-almost every \(x \in \mathbb{R}^d\), the curve \(\sigma^*_x(\cdot) \in AC([0, T], \mathcal{P}_1(K'))\) is the unique solution of the backward Cauchy problem

\[ \begin{align*}
\partial_t \sigma^*_x(t) + \text{div}_r \left(W_x(t, \sigma^*_x(t)) \sigma^*_x(t)\right) &= 0, \\
\sigma^*_x(T) &= \delta\left(-\nabla \varphi(\mu^*(T))(x)\right),
\end{align*} \quad (57) \]

where the non-local velocity field \(W_x : [0, T] \times \mathcal{P}_e(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow \mathbb{R}^d\) is defined by

\[ W_x(t, \sigma, r) = -D_x v\left(t, \mu^*(t), u^*(t), \Phi_{t,T}^*(x)\right)^\top r - \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} D_\mu v\left(t, \mu^*(t), u^*(t), \Phi_{t,T}^*(y)\right) \left(\Phi_{t,T}^*(x)\right)^\top p d\mu^*(T)(y), \quad (58) \]

for \(L^1\)-almost every \(t \in [0, T]\), any \(\sigma \in \mathcal{P}_e(\mathbb{R}^d)\) and all \(r \in \mathbb{R}^d\). Moreover, there exists a map \(m^*_x(\cdot) \in L^1([0, T], \mathbb{R}_+)\) such that

\[ W_1(\sigma^*_x(t), \sigma^*_x(\tau)) \leq \int_\tau^t m^*_x(s) ds, \quad (59) \]

for all times \(0 \leq \tau \leq t \leq T\) and \(\mu^*(T)\)-almost every \(x \in \mathbb{R}^d\).

**Proof.** It can be checked as a consequence of the absolute continuity of \(t \in [0, T] \mapsto \nu^*(t) \in \mathcal{P}_1(K' \times K')\) and \(t \in [0, T] \mapsto \Phi_{t,T}^*[\mu^*(t)](\cdot) \in C^0(K', \mathbb{R}^d)\) that \(\nu^*_t(\cdot) \in AC([0, T], \mathcal{P}_1(K' \times K'))\). Whence by (41), the map \(t \in [0, T] \mapsto \int_{\mathbb{R}^d} \xi(x, r) d\nu^*_t(t)(x, r) \in \mathbb{R}\) is absolutely continuous for any \(\xi \in C^\infty_c(\mathbb{R}^{2d}, \mathbb{R})\), and denoting by \(\mathcal{L}_\xi \subset (0, T)\) the set of its Lebesgue points, one has

\[ \frac{d}{dt} \int_{\mathbb{R}^d} \xi(x, r) d\nu^*_t(t)(x, r) = \frac{d}{dt} \int_{\mathbb{R}^d} \xi\left(\Phi_{t,T}^*[\mu^*(t)](x), r\right) d\nu^*(t)(x, r), \quad (60) \]

for all times \(t \in \mathcal{L}_\xi\), i.e. for \(L^1\)-almost every \(t \in [0, T]\). By repeating the same arguments as in the proof of Proposition A.0 below, it can further be shown that

\[ \frac{d}{dt} \Phi_{t,T}^*(x) = -D_x \Phi_{t,T}^*(x)v(t, \mu^*(t), u^*(t), x), \quad (61) \]

for \(L^1\)-almost every \(t \in [0, T]\) and any \(x \in K'\).
By combining (61) together with Lebesgue’s differentiation theorem under the integral and the distributional characterisation [13] of the fact that \( \nu^*(\cdot) \) solves (19), we obtain

\[
\frac{d}{dt} \int_{\mathbb{R}^d} \xi \Phi^*_T(x,r) d\nu^*(t)(x,r) = \int_{\mathbb{R}^d} \frac{d}{dt} \xi \Phi^*_T(x,r) d\nu^*(t)(x,r) + \int_{\mathbb{R}^d} \nabla \xi \Phi^*_T(x,r) \cdot \frac{d}{dt} \nu^*(t)(x,r) - \int_{\mathbb{R}^d} \nabla_r \xi \Phi^*_T(x,r) \cdot \frac{d}{dt} \nu^*(t)(x,r)
\]

where we used the explicit expression of \( \nabla \xi \Phi^*_T(x,r) \cdot \frac{d}{dt} \nu^*(t)(x,r) \) given in (20). By plugging (62) into (60) while noticing that the two first integrals in the right-hand side cancel each other out, it further holds

\[
\frac{d}{dt} \int_{\mathbb{R}^d} \xi(x,r) d\nu^*_T(t)(x,r) = -\int_{\mathbb{R}^d} \nabla_r \xi(x,r) \cdot \frac{d}{dt} \nu^*_T(x,r) + \int_{\mathbb{R}^d} \nabla_r \xi(x,r) \cdot \frac{d}{dt} \nu^*_T(x,r)
\]

for any \( \xi \in C_c^\infty(\mathbb{R}^d, \mathbb{R}) \) and \( \mathcal{L}^1 \)-almost every \( t \in [0,T] \). Recalling that \( \nu^*_T(t) = \int_{\mathbb{R}^d} \sigma^*_T(x) d\mu^*(T)(x) \) for all times \( t \in [0,T] \), one can rewrite (63) as

\[
\int_{\mathbb{R}^d} \left( \frac{d}{dt} \int_{\mathbb{R}^d} \xi(x,r) d\sigma^*_T(t)(r) \right) d\mu^*(T)(x) = 0
\]

for \( \mathcal{L}^1 \)-almost every \( t \in [0,T] \) and any \( \xi \in C_c^\infty(\mathbb{R}^d, \mathbb{R}) \), where we used Fubini’s theorem and (58). In particular, by choosing test functions of the form \( \xi(x,r) := \phi(x)\zeta(r) \), we can deduce from (64)

\[
\int_{\mathbb{R}^d} \left( \frac{d}{dt} \int_{\mathbb{R}^d} \zeta(r) d\sigma^*_T(t)(r) \right) d\mu^*(T)(x) = 0
\]

for any \( \phi, \zeta \in C_c^\infty(\mathbb{R}^d, \mathbb{R}) \). For any Borel set \( \Omega \subset \mathbb{R}^d \), consider a sequence \( (\phi_n) \subset C_c^\infty(\mathbb{R}^d, \mathbb{R}) \) converging strongly towards \( 1_\Omega \) in \( L^1(\mathbb{R}^d, \mathbb{R}; \mu^*(T)) \). By passing to the limit as \( n \to +\infty \) in (65), we obtain

\[
\int_{\mathbb{R}^d} \left( \frac{d}{dt} \int_{\mathbb{R}^d} \zeta(r) d\sigma^*_x(t)(r) \right) d\mu^*(T)(x) = 0
\]

for every Borel set \( \Omega \subset \mathbb{R}^d \). This in turn implies that for \( \mu^*(T) \)-almost every \( x \in \mathbb{R}^d \), it holds

\[
\frac{d}{dt} \int_{\mathbb{R}^d} \zeta(r) d\sigma^*_x(t)(r) = \int_{\mathbb{R}^d} \nabla \zeta(r) \cdot \frac{d}{dt} \nu_x^*(t) d\sigma_x^*(t)(r)
\]

for every \( \zeta \in C_c^\infty(\mathbb{R}^d, \mathbb{R}) \), which, by [13], equivalently implies that the curve \( \sigma^*_x(\cdot) \) solves

\[
\partial_t \sigma^*_x(t) + \text{div}_r \left( \nabla \zeta(t) \sigma^*_x(t) \right) = 0,
\]

in the sense of distributions. In addition, upon noticing that

\[
\sigma^*_x(T) = \delta(-\nabla \varphi(\mu^*(T))(x)),
\]
because \( \nu^*(T) = (\text{Id}, -\nabla \varphi(\mu^*(T))) \# \mu^*(T) \), and by uniqueness of the disintegration representation, we conclude that \( \sigma^*_x(\cdot) \) is a solution of \((57)\) for \( \mu^*(T) \)-almost every \( x \in \mathbb{R}^d \).

We end our proof by focusing on the regularity properties of \( \sigma^*_x(\cdot) \). The fact that \( \sigma^*_x(t) \in \mathcal{P}(K') \) is direct since \( \nu^*(t) \in \mathcal{P}(K' \times K') \) for all times \( t \in [0, T] \). Moreover, under hypotheses \([\text{OCP}]\) the non-local velocity fields \( W_\nu : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) satisfy hypotheses \([\text{CE}]\)(i), (ii) with constants that are uniform with respect to \( x \in \text{supp}(\mu^*(T)) \). By Theorem 2.19, this implies that solutions of \((57)\) are in fact unique, and there exists a map \( m^\nu_x(\cdot) \in L^1([0, T], \mathbb{R}^+) \) such that

\[
W_1(\sigma^*_x(t), \sigma^*_x(\tau)) \leq \int_\tau^t m^\nu_x(s) ds,
\]

for all times \( 0 \leq \tau < t \leq T \) and \( \mu^*(T) \)-almost every \( x \in \mathbb{R}^d \).

\[\square\]

Remark 4.5 (Necessity and sufficiency of the disintegration representation). In the earlier works \([14, 18, 19]\), the existence of a state-costate curve \( \nu^*(\cdot) \) satisfying the PMP in Wasserstein spaces – either the version exposed in Theorem 2.19 or its pendant with feedback controls – was obtained by constructing explicitly the curves \( \sigma^*_x(\cdot) \) for \( \mu^*(T) \)-almost every \( x \in \mathbb{R}^d \), and then defining \( \nu^*(\cdot) \) by \((57)\), with \( \nu^*_x(\cdot) \) being itself built via the disintegration formula \( \nu^*_x(t) = \int_{\mathbb{R}^d} \sigma^*_x(t) d\mu^*(T)(x) \). Therefore, Proposition 4.4 can be seen as a reciprocal statement to that of Theorem 2.19 (i), (ii), as they together establish the uniqueness of state-costate curves with prescribed first marginal which are solutions of the Hamiltonian system \([19]\). In that sense, this proposition restores the known fact in classical optimal control theory that the costate curve associated to an optimal trajectory-control pair is unique.

Step 3: Time-constancy of two functionals In Step 1 above, we derived the estimate

\[
\mathcal{V}(\tau + h, \mu_\tau) - \mathcal{V}(\tau, \mu^*(\tau)) \\
\leq \int_{\mathbb{R}^d} \left< -\nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(x)), D_x \Phi^*_{(\tau,T)}(y - x) + w_{\mu_\tau}(T, x) \right> d\mu_\tau(x, y) \\
+ h \int_{\mathbb{R}^d} \left< -\nabla \varphi(\mu^*(T))(\Phi^*_{(\tau,T)}(x)), \Psi_{\tau}(T, x) \right> d\mu_\tau(x, y) + o_R \left(W_2 \mu_\tau(\mu^*(\tau), \mu_\tau) + h \right).
\]

(67)

for every \( \tau \in \mathcal{T} \), any \( h \in \mathbb{R} \) such that \( \tau + h \in [0, T] \) and all \( \mu_\tau \in \mathcal{P}(B(0, r')) \), where \( \mu_\tau \in \Gamma(\mu^*(\tau), \mu_\tau) \) is arbitrary. Our goal in what follows is to show that \((67)\) in fact yields \((44)\) with \((71, 1) := (\tau, \mu^*(\tau))\) and \((72, 2) := (\tau + h, \mu_\tau)\).

Let us choose \( \mu_\tau := \gamma_\tau \in \Gamma_o(\mu^*(\tau), \mu_\tau) \) and consider the partially transported plan

\[
\gamma^T_\tau := (\Phi^*_{(\tau,T)} \circ \pi_1, \pi_2) \_\# \gamma_\tau \in \Gamma(\mu^*(T), \mu_\tau),
\]

along with its disintegration \( \gamma^T_\tau := \int_{\mathbb{R}^d} \gamma^T_{\tau,x} d\mu^*(T)(x) \) against \( \pi_1 \_\# \gamma^T_\tau = \mu^*(T) \). Moreover, let \( \nu^*(\cdot) \) be the unique state-costate curve satisfying the PMP of Theorem 2.19 and \( \sigma^*_x(\cdot) \) be as in Proposition 4.4 for \( \mu^*(T) \)-almost every \( x \in \mathbb{R}^d \). By introducing the curve \( \nu^*(\cdot) \in AC([0, T], \mathcal{P}_1(K \times K \times K)) \), defined for all times \( t \in [0, T] \) by

\[
\nu^*(t) := (\Phi^*_{(T,t)} \circ \pi_1, \pi_2, \pi_3) \_\# \nu^*_T(t) \quad \text{with} \quad \nu^*_T(t) := \int_{\mathbb{R}^d} \left( \sigma^*_x(t) \times \gamma^T_{\tau,x} \right) d\mu^*(T)(x),
\]

(68)

we can reformulate \((67)\) as

\[
\mathcal{V}(\tau + h, \mu_\tau) - \mathcal{V}(\tau, \mu^*(\tau)) \\
\leq \int_{\mathbb{R}^d} \left< -r, D_x \Phi^*_{\tau,T}(\Phi^*_{(\tau,T)}(x))(y - \Phi^*_{(\tau,T)}(x)) + w_{\gamma_\tau}(T, \Phi^*_{(\tau,T)}(x)) \right> d\nu^*(T)(x, y) \\
+ h \int_{\mathbb{R}^d} \left< -r, \Psi_{\tau}(T, \Phi^*_{(\tau,T)}(x)) \right> d\nu^*(T)(x, r) + o_R \left(W_2(\mu^*(\tau), \mu_\tau) + h \right).
\]

(69)

Here, we also used the fact that \( W_{2,\gamma_\tau}(\mu^*(\tau), \mu_\tau) = W_{2}(\mu^*(\tau), \mu_\tau) \) since \( \gamma_\tau \in \Gamma_o(\mu^*(\tau), \mu_\tau) \).

In the following lemma, we state a technical result showing that the estimate of \((69)\) can be propagated back from the final time \( T > 0 \) to \( \tau \in \mathcal{T} \). Its proof being somewhat heavy and relying on ideas already explored in \([14, 18, 19]\), we postpone it to Appendix D below.
Lemma 4.6 (Time-constancy of two functionals). Let $\mathcal{H}_1, \mathcal{H}_2 : [0, T] \to \mathbb{R}$ be defined by

\[
\mathcal{H}_1(t) := \int_{\mathbb{R}^d} \langle r, D_x \Phi^*_{(t,r)}(\Phi^*_{(t,r)}(x)) \rangle (y - \Phi^*_{(t,r)}(x)) + w_{\gamma_r}(t, \Phi^*_{(t,r)}(x)) \rangle \, d\nu^*(t)(x, r, y),
\]
and

\[
\mathcal{H}_2(t) := \int_{\mathbb{R}^d} \langle r, \Psi_{(t, \Phi^*_{(t,r)}(x))} \rangle \, d\nu^*(t)(x, r),
\]
for all times $t \in [0, T]$. Then, both maps $\mathcal{H}_1(\cdot), \mathcal{H}_2(\cdot)$ are absolutely continuous, with

\[
\frac{d}{dt} \mathcal{H}_1(t) = \frac{d}{dt} \mathcal{H}_2(t) = 0,
\]
for $\mathcal{L}^1$-almost every $t \in [0, T]$, and are therefore constant over $[0, T]$.

Step 4: Proof of the sensitivity relation. By combining the results of the previous three steps, we can prove the claims of Theorem 4.2.

Proof of Theorem 4.2. As a direct consequence of Lemma 4.6 and upon identifying terms in the right-hand side of (69) using (70) and (71), one has

\[
\mathcal{V}(\tau + h, \mu_r) - \mathcal{V}(\tau, \mu^*(\tau)) \leq -\mathcal{H}_1(T) - h \mathcal{H}_2(T) + o_R(W_2(\mu^*(\tau), \mu_r) + h)
\]

\[
= -\mathcal{H}_1(T) - h \mathcal{H}_2(T) + o_R(W_2(\mu^*(\tau), \mu_r) + h).
\]

Now, by the definitions of $D_x \Phi^*_{(t,r)}(\cdot)$, $w_{\gamma_r}(\cdot, \cdot)$ and $\Psi_{(t, \cdot)}$ given in Proposition A.4, Theorem A.3 and Proposition A.6 respectively together with the absolute continuity of $\nu^*(\cdot)$ and $\nu^*(\cdot)$, one further has

\[
\mathcal{H}_1(\tau) = \int_{\mathbb{R}^d} \langle r, y - x \rangle \, d\nu^*(\tau)(x, r, y) = -\int_{\mathbb{R}^d} \langle r, y - x \rangle \, d\left(\pi^1, -\pi^2, \pi^3\right) \# \nu^*(\tau)(x, r, y),
\]
and

\[
\mathcal{H}_2(\tau) = -\int_{\mathbb{R}^d} \langle r, v(\tau, \mu^*(\tau), u^*(\tau), x) \rangle \, d\nu^*(\tau)(x, r) = -\mathbb{H}(\tau, \mathcal{V}(\tau), u^*(\tau)),
\]
where we used the expression (17) of the Hamiltonian $\mathbb{H} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times U \to \mathbb{R}$. Whence, upon combining (72), (73) and (74), it holds

\[
\mathcal{V}(\tau + h, \mu_r) - \mathcal{V}(\tau, \mu^*(\tau)) \leq \int_{\mathbb{R}^d} \langle r, y - x \rangle \, d\left(\pi^1, -\pi^2, \pi^3\right) \# \nu^*(\tau)(x, r, y)
\]

\[
+ h \mathbb{H}(\tau, \nu^*(\tau), u^*(\tau)) + o_R(W_2(\mu^*(\tau), \mu_r) + h).
\]

Let $\xi \in C^0(\mathbb{R}^d, \mathbb{R})$ and observe that by the construction of $\nu^*(\cdot)$ displayed in (68), one has

\[
\int_{\mathbb{R}^d} \xi(x, r) \, d\nu^*(\tau)(x, r, y) = \int_{\mathbb{R}^d} \xi(\Phi^*_{(t,r)}(x), r) \, d\nu^*_t(\tau)(x, r, y)
\]

\[
= \int_{\mathbb{R}^d} \xi(\Phi^*_{(t,r)}(x), r) \, d\nu^*_t(\tau)(x, r, y) = \int_{\mathbb{R}^d} \xi(x, r) \, d\nu^*(\tau)(x, r),
\]
or equivalently $\pi_{1,2}^1 \nu^*(\tau) = \nu^*(\tau)$. By performing the same computations, one can also show that $\pi_{1,2}^3 \nu^*(\tau) = \gamma_r \in \Gamma^*_o(\mathcal{V}(\tau), \mu_r)$, which is equivalent to saying that $\nu^*(\tau) \in \Gamma^*_o(\mathcal{V}(\tau), \mu_r)$ following the notations introduced in Definition 2.3. This fact together with (75) then yields

\[
\mathcal{V}(\tau + h, \mu_r) - \mathcal{V}(\tau, \mu^*(\tau)) \leq \int_{\mathbb{R}^d} \langle r, y - x \rangle \, d\nu^*(\tau)(x, r, y)
\]

\[
+ h \mathbb{H}(\tau, \nu^*(\tau), u^*(\tau)) + o_R(W_2(\mu^*(\tau), \mu_r) + h),
\]
for all times $\tau \in \mathcal{T}$, every $h \in \mathbb{R}$ such that $\tau + h \in [0, T]$ and any $\mu_r \in \mathcal{P}(B(0, r'))$ for some $r' > 0$, where $\nu^*(\tau) \in \Gamma^*_o(\mathcal{V}(\tau), \mu_r)$. Recalling the definition (H) of the mixed superdifferential of the value function, and observing that $\mathcal{F} \subset (0, T)$ has full $\mathcal{L}^1$-measure, we conclude from (76) that

\[
\left(\mathbb{H}(t, \nu^*(t), u^*(t)), \pi^1, -\pi^2 \# \nu^*(t)\right) \in \partial^+ \mathcal{V}(t, \mu^*(t)),
\]
for $\mathcal{L}^1$-almost every $t \in [0, T]$, which ends the proof of Theorem 4.2.
By applying the same strategy, we can also derive a sensitivity result which only involves the localised Fréchet superdifferential of the value function with respect to the measure variable. The main difference between this partial sensitivity relation and the total one exposed in Theorem 4.2 is that the former holds true for all times $t \in [0,T]$, instead of $L^1$-almost every times.

**Proposition 4.7** (Sensitivity relation with respect to the measure variable). Let $\mu^0 \in \mathcal{P}(B(0,r))$ for some $r > 0$, and suppose that hypotheses $[\text{OCP}]$ hold. Given a strong local minimiser $(\mu^*(\cdot), u^*(\cdot))$ for $\mathcal{P}$, denote by $\nu^*(\cdot) \in \text{AC}([0,T], \mathcal{P}_1(K' \times K'))$ the state-costate curve satisfying the PMP of Theorem 2.14 with $K' := B(0,R'_r)$ being given as in $[18]$.

Then, the following sensitivity relation

$$ (\pi^1, -\pi^2) \mu^*(t) \in \partial^+_{\mu} \mathcal{V}(t, \mu^*(t)), \quad (77) $$

holds for all times $t \in [0,T]$.

**Proof.** To prove the statement of Proposition 4.7 one can repeat the arguments of Step 1 to 4 above while fixing $h = 0$, and replacing the set $\mathcal{F} \subset (0,T)$ by the whole time interval $[0,T]$.

4.2 Sensitivity relations expressed in terms of Dini superdifferentials

In section 4.1 above, we derived general sensitivity relations in terms of the Fréchet superdifferential of the value function, defined in the sense of $[8$, Chapter 10$]$. However in several control-theoretic applications, we will need to apply sensitivity results in cases where the test measures are of the form $\mu_r := (\text{Id} + F)\# \mu_r^\ast (\tau)$, where $F \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)$ is not an optimal transport direction. This fact motivates the introduction of the following notion of Dini superdifferential.

**Definition 4.8** (Dini superdifferential of the value function). Given $(\tau, \mu) \in [0,T] \times \mathcal{P}_c(\mathbb{R}^d)$ and $(h,F) \in \mathbb{R} \times L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)$, we define the upper Dini derivative of $\mathcal{V}(\cdot, \cdot)$ at $(\tau, \mu)$ in the direction $(h,F)$ as

$$ d^+ \mathcal{V}(\tau,\mu)(h,F) := \lim_{\epsilon \to 0^+} \sup \left[ \frac{\mathcal{V}(\tau + \epsilon h, (\text{Id} + \epsilon F)\# \mu) - \mathcal{V}(\tau,\mu)}{\epsilon} \right]. \quad (78) $$

Then, we say that a pair $(\delta, \xi) \in \mathbb{R} \times L^2(\mathbb{R}^d, \mathbb{R}^d; \mu)$ belongs to the localised Dini superdifferential $d^+ \mathcal{V}(\tau,\mu)$ of $\mathcal{V}(\cdot, \cdot)$ at $(\tau, \mu)$ if

$$ d^+ \mathcal{V}(\tau,\mu)(h,F) \leq \int_{\mathbb{R}^d} \langle \xi(x), F(x) \rangle d\mu(x) + \delta h, \quad (79) $$

for all $(h,F) \in \mathbb{R} \times L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)$. We analogously say that $\xi \in L^2(\mathbb{R}^d, \mathbb{R}^d; \mu)$ belongs to the localised Dini superdifferential $d^+ \mathcal{V}(\tau,\mu)$ with respect to the measure variable of $\mathcal{V}(\tau, \cdot)$ at $\mu$ if $(79)$ holds for all $F \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)$ with $h = \delta = 0$.

**Remark 4.9** (On the definition of Dini superdifferentials). The so-called Dini-Hadamard superdifferentials are usually defined in vector spaces by means of contingent directional derivatives (see e.g. $[3$, Section 6.1$]$). While the sensitivity relation expressed below could also be proven for an analogue of the Dini-Hadamard superdifferential stated on the space $[0,T] \times \mathcal{P}_c(\mathbb{R}^d)$, we chose to use the simpler notion of Dini superdifferential introduced above to lighten the presentation.

In the following theorem, we state another central result of this manuscript, which provides Dini-type sensitivity relations involving non-optimal transport directions.

**Theorem 4.10** (Dini-type sensitivity relations for Pontryagin costates). Suppose that hypotheses $[\text{OCP}]$ hold and let $K := B(0,R_r)$ be as in Lemma 2.13. Given a strong local minimiser $(\mu^*(\cdot), u^*(\cdot)) \in \text{AC}([0,T], \mathcal{P}_1(K) \times \mathcal{U})$, denote by $\nu^*(\cdot) \in \text{AC}([0,T], \mathcal{P}_1(K' \times K'))$ the state-costate curve satisfying the PMP of Theorem 2.14 with $K' := B(0,R'_r)$ being given as in $[18]$.

Then, the following sensitivity relation

$$ \left( \mathbb{H}(t, \nu^*(t), u^*(t)), -\nu^*(t) \right) \in \partial^+ \mathcal{V}(t, \mu^*(t)), \quad (80) $$

holds for all times $t \in [0,T]$.
holds for $L^1$-almost every $t \in [0, T]$, where $\tilde{v}^*(t) \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(t))$ denotes the barycentric projection of the state-costate curve $v^*(t)$ onto $\pi^*_B \mu^*(t) = \mu^*(t)$ defined in the sense of (7). Moreover, the following sensitivity relation with respect to the measure variable

$$-\tilde{v}^*(t) \in \partial H^+_\mu(t, \mu^*(t)),$$

holds for all times $t \in [0, T]$.

**Proof.** We apply the same strategy as in Section 4.1 above, up to some minor modifications. As before, we will use the condensed notation

$$(\Phi^*_\tau(t))(\cdot, t, \tau, \mu^*),$$

already introduced in (47) to refer to non-local flows defined along $(\mu^*(\cdot), u^*(\cdot))$.

First, fix $\tau \in \mathcal{F}$ and observe that for every $F \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))$, the following support estimate

$$\text{supp} \left( (\text{Id} + \epsilon F) \# \mu^*(\tau) \right) \subset B(0, R_\tau + \|F(\cdot)\|_{L^\infty(\mu^*(\tau))})$$

holds for every $\epsilon \in (0, 1]$, since $\text{supp}(\mu^*(\tau)) \subset K := B(0, R_\tau)$. Then, by applying Lemma 4.3 and Proposition 4.4 in the particular case where

$$\mu_\tau := (\text{Id} + \epsilon F) \# \mu^*(\tau) \quad \text{and} \quad \mu_\tau' := (\text{Id}, \text{Id} + \epsilon F) \# \mu^*(\tau),$$

for some $\epsilon > 0$, we can derive the following differential estimate

$$\mathcal{F}(\tau + \epsilon h, (\text{Id} + \epsilon F) \# \mu^*(\tau)) - \mathcal{F}(\tau, \mu^*(\tau))$$

\begin{equation}
\leq \epsilon \int_{\mathbb{R}^d} \left( -r, D_x \Phi^*_\tau(T, x) \cdot \left( \Phi^*_\tau(T, x) F(\Phi^*_\tau(T, x)) + w_\tau(T, \Phi^*_\tau(T, x)) \right) \right) \nu^*(T)(x, r)
+ \epsilon h \int_{\mathbb{R}^d} \left( -r, \Psi_\tau(T, \Phi^*_\tau(T, x)) \right) \nu^*(T)(x, r) + o_{h, \mathcal{F}}(\epsilon),
\end{equation}

similarly to (69). Here, we introduced the notation $w_\mathcal{F}(\cdot, \cdot) := \frac{1}{t} w_{\mu_\tau}(\cdot, \cdot)$, while the dependence on $\mathcal{F}(\cdot)$ of the remainder term $o_{h, \mathcal{F}}(\epsilon)$ appears as a consequence of (82), and since

$$W_{2, \mu_\tau}(\mu^*(\tau), (\text{Id} + \epsilon F) \# \mu^*(\tau)) \leq \epsilon \|\mathcal{F}(\cdot)\|_{L^\infty(\mu^*(\tau))},$$

for any $\epsilon > 0$. By Theorem A.3 applied with $\mu_\tau$ defined as in (83), one can check that the map $t \in [0, T] \mapsto w_\mathcal{F}(x, t) \in \mathbb{R}^d$ defined for all $x \in K$ is the unique solution of the Cauchy problem

\begin{equation}
\begin{cases}
\partial_t w_\mathcal{F}(t, x) = D_x v^{\tau}(t, \Phi^*_\tau(t, x)) w_\mathcal{F}(t, x) \\
+ \int_{\mathbb{R}^d} D_x v^{\tau}(t, \Phi^*_\tau(t, x), \Phi^*_\tau(t, y)) \left( D_x \Phi^*_\tau(y) F(y) + w_\tau(t, y) \right) \mu^*(\tau)(y),
\end{cases}
\end{equation}

where we used the fact that $w_{\mu_\tau}(\cdot, \cdot) = \epsilon w_\mathcal{F}(\cdot, \cdot)$ and the linearity of (A.11). Furthermore, by adapting the proof of Lemma 4.6 one can show that the mappings

$$\mathcal{H}_1 : t \in [0, T] \mapsto \int_{\mathbb{R}^d} \langle r, D_x \Phi^*_\tau(y) F(y) + w_\tau(t, y) \rangle \mu^*(\tau)(y),$$

and

$$\mathcal{H}_2 : t \in [0, T] \mapsto \int_{\mathbb{R}^d} \langle r, \Psi_\tau(t, \Phi^*_\tau(y)) \rangle \mu^*(\tau)(y),$$

are constant over $[0, T]$, with

$$\mathcal{H}_1(\tau) = \int_{\mathbb{R}^d} \langle r, \mathcal{F}(x) \rangle \mu^*(\tau)(x, r) \quad \text{and} \quad \mathcal{H}_2(\tau) = -\mathcal{H}(\tau, \mu^*(\tau), u^*(\tau)).$$
Thus by combining (87) and (88) while recalling the definition (7) of barycentric projection, we recover
\[
\nu'\left(\tau + c\alpha, (\text{Id} + \epsilon \mathcal{F})\#\mu^*(\tau)\right) - \nu'\left(\tau, \mu^*(\tau)\right) \leq \int_{\mathbb{R}^d} \left(-\tilde{\nu}^*(\tau, x), \mathcal{F}(x)\right) d\mu^*(\tau)(x) + \epsilon \int_{\mathbb{R}^d} \left(-\tilde{\nu}^*(\tau, x), \mathcal{F}(x)\right) d\mu^*(\tau)(x) + \epsilon h \mathbb{H}(\tau, \nu^*(\tau), u^*(\tau)) + o_h, \mathcal{F}(\epsilon). \tag{87}
\]
Dividing both sides of (87) by \(\epsilon > 0\), taking the limsup as \(\epsilon \to 0^+\) and using the definition (78) of upper Dini derivative, we obtain
\[
\text{d}^+ \nu'\left(\tau, \mu^*(\tau)\right)(h, \mathcal{F}) \leq \int_{\mathbb{R}^d} \langle -\tilde{\nu}^*(t, x), \mathcal{F}(x)\rangle d\mu^*(\tau)(x) + h \mathbb{H}(\tau, \nu^*(\tau), u^*(\tau)),
\]
for all \((h, \mathcal{F}) \in \mathbb{R} \times L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\). Since \(\mathcal{F} \subset (0, T)\) has full \(\mathcal{L}^1\)-measure and \(\tau \in \mathcal{F}\) is arbitrary, this is in turn equivalent to the sensitivity relation (88).

Similarly to Proposition 4.7, one can repeat exactly the same proof strategy with \(h = 0\) and by replacing \(\mathcal{F}\) by the whole time-interval \([0, T]\) in order to recover the sensitivity relation (81) expressed with respect to the measure variable. \(\square\)

**Remark 4.11 (Comparisons between Theorem 4.2 and Theorem 4.10).** As previously mentioned, Theorem 4.2 is a sensitivity relation expressed in terms of Fréchet superdifferentials defined in the sense of [8] Chapter 10. While the latter constitutes an insightful structural result, it is less suited to control problems than the Dini-type sensitivity relation of Theorem 4.10, and of a slightly different nature. Indeed, when \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\) and \(\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)\) are arbitrary, Theorem 4.10 transcribes a kind of strong superdifferentiability of the value function in the sense of [8] Definition 10.3.1], but only for test measures expressed as perturbations of the identity (see also [8, Remark 10.3.2]). This property builds explicitly on the product structure of the disintegrations against \(\mu^*(T)\) of the 3-plans \(\nu^*_T(\cdot)\) appearing in Step 3 and Step 4 of the proof of Theorem 4.2. For this reason, it cannot be concluded from the approach we developed that \((\pi^1, -\pi^2)\#\nu^*(t)\) is a strong Fréchet superdifferential of \(\nu'(t, \cdot)\) at \(\mu^*(t)\) in general, so that Theorem 4.10 cannot be deduced directly from Theorem 4.2.

5 Applications in mean-field optimal control

In this section, we investigate various interesting characterisations and properties of optimal trajectories for mean-field optimal control problems, some of which are established as a consequence of the semiconcavity and sensitivity properties of the value function explored in Section 3 and Section 4.

5.1 Propagation of Gateaux differentiability for the value function

In this section, we prove forward-time propagation result along optimal trajectories for the Dini subdifferentials of the value function with respect to the measure variable.

**Definition 5.1 (Dini subdifferential of the value function).** Given \((\tau, \mu) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d)\) and \((h, \mathcal{F}) \in \mathbb{R} \times L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)\), we define the lower Dini derivative of \(\nu'(\cdot, \cdot)\) at \((\tau, \mu)\) in the direction \((h, \mathcal{F})\) as
\[
d^- \nu'(\tau, \mu)(h, \mathcal{F}) := \liminf_{\epsilon \to 0^+} \left[ \frac{\nu'\left(\tau + \epsilon h, (\text{Id} + \epsilon \mathcal{F})\#\mu\right) - \nu'(\tau, \mu)}{\epsilon} \right]. \tag{88}
\]
Then, we say that a pair \((\delta, \xi) \in \mathbb{R} \times L^2(\mathbb{R}^d, \mathbb{R}^d; \mu)\) belongs to the localised Dini subdifferential \(\partial^- \nu'(\tau, \mu)\) of \(\nu'(\cdot, \cdot)\) at \((\tau, \mu)\) if
\[
d^- \nu'(\tau, \mu)(h, \mathcal{F}) \geq \int_{\mathbb{R}^d} \langle \xi(x), \mathcal{F}(x)\rangle d\mu(x) + \delta h, \tag{89}
\]
for all \((h, \mathcal{F}) \in \mathbb{R} \times L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)\). We analogously say that \(\xi \in L^2(\mathbb{R}^d, \mathbb{R}^d; \mu)\) belongs to the localised Dini subdifferential \(\partial^- \nu'(\tau, \mu)\) with respect to the measure variable of \(\nu'(\tau, \cdot)\) at \(\mu\) if (89) holds for all \(\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu)\) with \(h = \delta = 0\).
In the following proposition, we start by showing that the Dini subdifferential of the value function is single-valued whenever it is non-empty, and that the value function admits Gateaux derivatives at the corresponding points.

**Proposition 5.2** (Subdifferential and Gateaux derivatives of the value function). Assume that hypotheses (OCP) hold and let \((\mu^*(\cdot), u^*(\cdot))\) be an optimal trajectory-control pair for \((\mathcal{P})\). If \(\partial^- \mathcal{V}(\tau, \mu^*(\tau)) \neq \emptyset\) for some \(\tau \in [0, T]\), then

\[
\partial^- \mathcal{V}(\tau, \mu^*(\tau)) = \{-\nu^*(\tau)\},
\]

and the application \(\mu \in \mathcal{P}_c(\mathbb{R}^d) \mapsto \mathcal{V}(t, \mu) \in \mathbb{R}\) admits directional derivatives at \(\mu^*(\tau)\), namely

\[
d \mathcal{V}(\tau, \mu^*(\tau))(0, \mathcal{F}) := \lim_{\epsilon \to 0^+} \left[ \frac{\mathcal{V}(\tau, (\text{Id} + \epsilon \mathcal{F})\# \mu^*(\tau)) - \mathcal{V}(\tau, \mu^*(\tau))}{\epsilon} \right]
\]

(90)

\[
= \int_{\mathbb{R}^d} \langle -\nu^*(\tau, x), \mathcal{F}(x) \rangle d\mu^*(\tau)(x),
\]

for every \(\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\).

**Proof.** Let \(\xi_\tau \in \partial^- \mathcal{V}(\tau, \mu^*(\tau))\) and \(\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\) be arbitrary. By definition of the Dini sub and superdifferentials, together with the sensitivity relations of Theorem 4.10 it holds

\[
\int_{\mathbb{R}^d} \langle -\nu^*(\tau, x), \mathcal{F}(x) \rangle d\mu^*(\tau)(x) \geq d^+ \mathcal{V}(\tau, \mu^*(\tau))(0, \mathcal{F})
\]

(91)

\[
\geq d^- \mathcal{V}(\tau, \mu^*(\tau))(0, \mathcal{F}) \geq \int_{\mathbb{R}^d} \langle \xi_\tau(x), \mathcal{F}(x) \rangle d\mu^*(\tau)(x),
\]

which can be rewritten as

\[
\int_{\mathbb{R}^d} \langle \nu^*(\tau, x) + \xi_\tau(x), \mathcal{F}(x) \rangle d\mu^*(\tau)(x) \leq \mathcal{F},
\]

for every \(\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\). By a simple density argument, the previous inequality yields \(\xi_\tau = -\nu^*(\tau)\) in \(L^2(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\), which actually means that \(\partial^- \mathcal{V}(\tau, \mu^*(\tau)) = \{-\nu^*(\tau)\}\) because \(\xi_\tau\) is an arbitrary Dini subdifferential. Upon using this fact together with (91), one further has

\[
d^- \mathcal{V}(\tau, \mu^*(\tau))(0, \mathcal{F}) = d^+ \mathcal{V}(\tau, \mu^*(\tau))(0, \mathcal{F}),
\]

which implies that the limit in (90) exists and is given by

\[
\lim_{\epsilon \to 0^+} \left[ \frac{\mathcal{V}(\tau, (\text{Id} + \epsilon \mathcal{F})\# \mu^*(\tau)) - \mathcal{V}(\tau, \mu^*(\tau))}{\epsilon} \right] = \int_{\mathbb{R}^d} \langle -\nu^*(\tau, x), \mathcal{F}(x) \rangle d\mu^*(\tau)(x),
\]

for every \(\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\). \(\square\)

**Remark 5.3** (On the directional derivatives of the value function). The identity written in (90) can be assimilated to the claim that \(-\nu^*(\tau) \in L^2(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))\) is the Gateaux derivative of the value function \(\mathcal{V}(\cdot, \tau)\) at \(\mu^*(\tau)\).

In the following theorem, we build on Proposition 5.2 to prove that subdifferentiability – and therefore Gateaux differentiability – properties of the value function propagate forward in time along solutions of the Hamiltonian dynamics stemming from the PMP.

**Theorem 5.4** (Forward propagation of Dini subdifferentials and regularity of the value function). Let \(\mu^0 \in \mathcal{P}(B(0, r))\) for some \(r > 0\), and assume that hypotheses (OCP) hold. Given a strong local minimiser \((\mu^*(\cdot), u^*(\cdot))\) for \((\mathcal{P})\), let \(u^*(\cdot)\) be the state-costate curve satisfying the PMP of Theorem 2.14. Finally, suppose that \(\partial^- \mathcal{V}(\tau, \mu^*(\tau)) \neq \emptyset\) for some \(\tau \in [0, T]\).

Then, any curve of measures \(\nu^*(\cdot)\) solution of the forward Hamiltonian continuity equation

\[
\begin{align*}
\partial_t \nu^*(t) + \text{div}_x \left( J_{2d} \nabla_{\nu} H(t, \nu^*(t), u^*(t)) \nu^*(t) \right) &= 0, \\
\pi_1 \nu^*(t) &= \mu^*(t) \quad \text{for all times } t \in [\tau, T], \\
-\nu^*(\tau) &= \partial^- \mathcal{V}(\tau, \mu^*(\tau)),
\end{align*}
\]

(92)
is such that \( \vartheta^*(t) = \tilde{\nu}^*(t) \) for all times \( t \in [\tau, T] \). In particular, the state-costate curve \( \nu^*(\cdot) \) is a solution of (92), which also satisfies

\[
\partial^-_{\mu} \mathcal{V}(t, \mu^*(t)) \cap \partial^-_{\mu} \mathcal{V}(t, \mu^*(t)) = \{ -\tilde{\nu}^*(t) \},
\]

for all times \( t \in [\tau, T] \). Moreover, the application \( \mu \in \mathcal{P}_e(\mathbb{R}^d) \mapsto \mathcal{V}(t, \mu) \in \mathbb{R} \) admits directional derivatives at \( \mu^*(t) \), namely

\[
d\mathcal{V}(t, \mu^*(t))(0, \mathcal{F}) = \int_{\mathbb{R}^d} (-\tilde{\nu}^*(t, x), \mathcal{F}(x))d\mu^*(t)(x),
\]

(93) for all times \( t \in [\tau, T] \) and every \( \mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(t)) \).

Proof. Let \( K := B(0, R_e) \) with \( R_e > 0 \) being defined as in Lemma 2.18 and choose arbitrary elements \( t \in [\tau, T] \) and \( \mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(t)) \). Then for every \( \epsilon \in (0, 1] \), one has

\[
\mathcal{V}(t, (\text{Id} + \epsilon \mathcal{F})_{\#} \mu^*(t)) - \mathcal{V}(t, \mu^*(t)) \geq \mathcal{V}(t, \Phi_{(t, \tau)}^*([\text{Id} + \epsilon \mathcal{F}]_{\#} \mu^*(t)) \circ (\text{Id} + \epsilon \mathcal{F})_{\#} \mu^*(t)) - \mathcal{V}(t, \mu^*(t)),
\]

(94) since \( \mathcal{V}(t, \mu(t)) \in \mathbb{R} \) is non-decreasing along solutions of the control system and constant along optimal trajectories. Observing that \( \text{supp}((\text{Id} + \epsilon \mathcal{F})_{\#} \mu^*(t)) \subset \mathcal{K} := B(0, R) \) with \( \mathcal{R} := \mathcal{R}_e + \| \mathcal{F} \|_{L^\infty(\mu^*(t))} \) for all \( \epsilon \in (0, 1] \), it holds by Corollary 4.7 applied with \( y := x + \epsilon \mathcal{F}(x) \in \mathcal{K} \) and \( \mu_t := (\text{Id}, \text{Id} + \epsilon \mathcal{F})_{\#} \mu^*(t) \) that

\[
\Phi_{(t, \tau)}^*([\text{Id} + \epsilon \mathcal{F}]_{\#} \mu^*(t)) x = \Phi_{(t, \tau)}^*(x) + \epsilon \mathcal{F}(x) + o_{t,x,K}(\epsilon),
\]

(95) for all times \( t \in [\tau, T] \) and every \( x \in \mathcal{K} \), and it is the unique solution of the linearised Cauchy problem

\[
\begin{aligned}
\frac{d}{ds} \mathcal{F}_t(s, x) &= D_x v(s, \mu^*(s), \Phi_{(t,s)}^*(x)) \mathcal{F}_t(s, x) \\
&\quad + \int_{\mathbb{R}^d} D_{\mu} v(s, \mu^*(s), \Phi_{(t,s)}^*(x)) (\Phi_{(t,s)}^*(y)) \mathcal{F}_t(s, y)d\mu^*(t)(y), \\
\mathcal{F}_t(t, x) &= \mathcal{F}(x),
\end{aligned}
\]

(97) as a consequence of Proposition 4.4 and Theorem 4.3. Hence, by merging (91), (95) and (96), we obtain

\[
\mathcal{V}(t, (\text{Id} + \epsilon \mathcal{F})_{\#} \mu^*(t)) - \mathcal{V}(t, \mu^*(t)) \geq \mathcal{V}(t, (\text{Id} + \epsilon \mathcal{F}(t, \Phi_{(t, \tau)}^*(\cdot)) + o(\epsilon))_{\#} \mu^*(t)) - \mathcal{V}(t, \mu^*(t)).
\]

(98) Recall now that since \( \partial^-_{\mu} \mathcal{V}(t, \mu^*(t)) \neq \emptyset \), one has \( \partial^-_{\mu} \mathcal{V}(t, \mu^*(t)) = \{ -\tilde{\nu}^*(t) \} \) by Proposition 5.2. Thus, by construction, the state-costate curve \( \nu^*(\cdot) \) is an admissible solution of the forward Hamiltonian dynamics (92).

Next, we consider any solution \( \vartheta^*(\cdot) \) of (92). Then, by definition (98) of the lower Dini derivative, one has

\[
d^- \mathcal{V}(t, \mu^*(t)) \left( \mathcal{F}_t(\tau, \Phi_{(\tau, \tau)}^*(\cdot)) \right) \geq \frac{d}{d\tau} \left( -\tilde{\nu}^*(\tau, x), \mathcal{F}_t(\tau, \Phi_{(\tau, \tau)}^*(x)) \right)d\mu^*(\tau)(x)
\]

(99)

\[
= -\int_{\mathbb{R}^d} \left( \mathcal{F}_t(\tau, \Phi_{(\tau, \tau)}^*(x)) \right)d\mathcal{V}^*(\tau)(x, r).
\]

By repeating the arguments of Appendix 12 with (97), one can show that the map

\[
\mathcal{H} : s \in [\tau, T] \mapsto \int_{\mathbb{R}^d} \left( r, \mathcal{F}_t(s, \Phi_{(s, \tau)}^*(x)) \right)d\mathcal{V}^*(s)(x, r),
\]
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is constant over $[\tau, t]$, which in particular yields
\[
\int_{\mathbb{R}^d} \langle r, \mathcal{F}(\tau, \Phi^*_{(\tau,t)}(x)) \rangle d\nu^*(\tau, r) = \int_{\mathbb{R}^d} \langle r, \mathcal{F}(x) \rangle d\theta^*(t, r).
\] (100)

Combining (98), (99) and (100) allows us to conclude
\[
d^{-}(\mathcal{V}(t, \mu^*(t)))(0, \mathcal{F}) \geq \int_{\mathbb{R}^d} (-\hat{\nu}^*(t, x), \mathcal{F}(x)) d\mu^*(t, x),
\]
for every $\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(t))$, where we used that $\mu \in \mathcal{P}_1(K) \rightarrow \mathcal{V}(\tau, \mu) \in \mathbb{R}$ is Lipschitz by Proposition 3.1.

By Definition 5.1, this latter inequality implies that $-\hat{\nu}^*(t) \in \overline{\partial}^+ \mathcal{V}(t, \mu^*(t))$ for all times $t \in [\tau, T]$, which also yields $\hat{\nu}^*(t) = \nu^*(t)$ and (100) as a consequence of Proposition 5.2. Furthermore, we also get that $\overline{\partial}^+ \mathcal{V}(t, \mu^*(t)) \cap \overline{\partial}^+ \mathcal{V}(t, \mu^*(t))$ is reduced to a singleton whenever it is non-empty. This allows us to conclude that $\overline{\partial}^+ \mathcal{V}(t, \mu^*(t)) \cap \overline{\partial}^+ \mathcal{V}(t, \mu^*(t)) = \{\hat{\nu}^*(t)\}$ for all times $t \in [\tau, T]$. \qed

Remark 5.5 (Link between directional derivatives and Wasserstein gradients). If a functional $\mathcal{P}_c(\mathbb{R}^d) \rightarrow \mathbb{R}$ is locally differentiable at some $\mu \in \mathcal{P}_c(\mathbb{R}^d)$ in the sense of Definition 2.8, then $\overline{\partial}^+ \phi(\mu) \cap \overline{\partial}^+ \phi(\mu) = \{\nabla \phi(\mu)\}$ where $\nabla \phi(\mu) \in \text{Tan}_\mu \mathcal{P}_2(\mathbb{R}^d)$ is the Wasserstein gradient of $\phi(\cdot)$ at $\mu$.

5.2 Sufficient optimality conditions under Dini-type sensitivity relations

In Theorem 4.10, we have shown that if $(\mu^*(\cdot), u^*(\cdot))$ is an optimal pair for $(\mathcal{P})$, then the unique state-costate curves $\nu^*(\cdot)$ satisfying the PMP is such that $(\mathbb{H}(t, \nu^*(t), u^*(t)), -\hat{\nu}^*(t)) \in \overline{\partial}^+ \mathcal{V}(t, \mu^*(t))$ for $\mathcal{L}^1$-almost every $t \in [0, T]$. In what follows, we prove that the sensitivity relations also provide sufficient conditions for the optimality of a pair associated to a state-costate curve satisfying the PMP.

Throughout this section, we assume that hypotheses (OCP) hold, fix $\mu^0 \in \mathcal{P}(B(0, r))$ for some $r > 0$ and let $K := B(0, R_k)$ with $R_k > 0$ being given by Lemma 2.18.

Theorem 5.6 (Sufficiency of the PMP under Dini-type sensitivity relations). Let $(\mu^*(\cdot), u^*(\cdot))$ be an admissible pair for $(\mathcal{P})$, and suppose that there exists a state-costate curve $\nu^*(\cdot)$ satisfying the PMP of Theorem 2.19 together with the sensitivity relation
\[
\left(\mathbb{H}(t, \nu^*(t), u^*(t)), -\hat{\nu}^*(t)\right) \in \overline{\partial}^+ \mathcal{V}(t, \mu^*(t)),
\] (101)
for $\mathcal{L}^1$-almost every $t \in [0, T]$. Then, the pair $(\mu^*(\cdot), u^*(\cdot))$ is optimal for $(\mathcal{P})$.

Proof. Recall first that since $(\mu^*(\cdot), u^*(\cdot))$ is an admissible pair for $(\mathcal{P})$, the map $t \in [0, T] \mapsto \mathcal{V}(t, \mu^*(t)) \in \mathbb{R}$ is non-decreasing, as well as absolutely continuous by Proposition 3.1. Let $\mathcal{F} \subset (0, T)$ be as in Section 4.1 and fix $\tau \in \mathcal{F}$ such that both $\frac{d}{dt} \mathcal{V}(\tau, \mu^*(\tau))$ exists and (101) hold at $\tau$.

Remark that by (7) and Definition 4.8, the inclusion (101) can be rewritten as
\[
\limsup_{\epsilon \to 0^+} \left[ \mathcal{V}(\tau + \epsilon, (\text{Id} + \epsilon \mathcal{F}) \# \mu^*(\tau)) - \mathcal{V}(\tau, \mu^*(\tau)) \right] \leq -\int_{\mathbb{R}^d} \langle r, \mathcal{F}(\tau, \mu^*(\tau)) \rangle d\mu^*(\tau, r) + \mathbb{H}(t, \nu^*(t), u^*(t)),
\]
for any $\mathcal{F} \in L^\infty(\mathbb{R}^d, \mathbb{R}^d; \mu^*(\tau))$. Choosing in particular $\mathcal{F}(\cdot) = v(\tau, \mu^*(\tau), \cdot)$, one further has
\[
\limsup_{\epsilon \to 0^+} \left[ \mathcal{V}(\tau + \epsilon, (\text{Id} + \epsilon v(\tau, \mu^*(\tau), \cdot)) \# \mu^*(\tau)) - \mathcal{V}(\tau, \mu^*(\tau)) \right] \leq 0.
\] (102)

Under hypotheses (OCP), (i), (ii), it can be shown by repeating the arguments in the proof of Proposition 4.1 below that the non-local flows $(\Phi^{\ast}_{(\tau, t)}(\cdot))_{\tau, t \in [0, T]}$ defined along $(\mu^*(\cdot), u^*(\cdot))$ as in (17) satisfy the following Taylor expansion in $C^0(K, \mathbb{R}^d)$
\[
\Phi^*_r(\tau + \epsilon) = \text{Id} + \epsilon v(\tau, \mu^*(\tau), \cdot) + o_r(\epsilon),
\] (103)
for every \( \epsilon > 0 \), since the elements of \( \mathcal{F} \) are Lebesgue points of \( t \in [0,T] \mapsto v(t,\cdot,u^*(t),\cdot) \in C^0(\mathcal{P}(K) \times K,\mathbb{R}^d) \). Thus, we can deduce from (103) combined with the representation formula (10) that

\[
\mu^*(\tau + \epsilon) = (\mathrm{Id} + cv(\tau,\mu^*(\tau),u^*(\tau)) + o_\epsilon(\epsilon))\#\mu^*(\tau),
\]

for any small \( \epsilon > 0 \), which together with (102) and Proposition 5.1 allows us to obtain

\[
\limsup_{\epsilon \to 0^+} \left[ \frac{\mathcal{V}(\tau + \epsilon,\mu^*(\tau + \epsilon)) - \mathcal{V}(\tau,\mu^*(\tau))}{\epsilon} \right] \leq 0.
\]

Since we assumed that \( t \in [0,T] \mapsto \mathcal{V}(t,\mu^*(t)) \in \mathbb{R} \) is differentiable at \( \tau \in \mathcal{F} \), this last estimate finally yields

\[
\frac{d}{dt} \mathcal{V}(\tau,\mu^*(\tau)) \leq 0,
\]

for every \( \tau \in \mathcal{F} \) belonging to a subset of full \( \mathcal{L}^1 \)-measure. Whence, the map \( \mathcal{V}(\cdot,\mu^*(\cdot)) \) is non-increasing and therefore constant, which implies that the pair \((\mu^*(\cdot),u^*(\cdot))\) is optimal. \( \square \)

In Theorem 5.6 above, we have proven that the necessary conditions of the PMP become sufficient when supplemented with the Dini-type sensitivity relation (111). In the following proposition, we show that the latter sensitivity relation is still a sufficient optimality condition when \( \nu^*(\cdot) \) is not a necessarily a state-costate curve solution of the Hamiltonian continuity equation (114).

**Proposition 5.7** (A more general sufficient optimality condition). Let \((\mu^*(\cdot),u^*(\cdot))\) be admissible for \((P)\), and suppose that for \( \mathcal{L}^1 \)-almost every \( t \in [0,T] \) there exists \( \nu^*_t \in \mathcal{P}_c(\mathbb{R}^d) \) such that

\[
\pi^1_\# \nu^*_t =\mu^*(t), \quad \left( H(t,\nu^*_t,u^*(t)), -\tilde{v}^*_t \right) \in \partial^+ \mathcal{V}(t,\mu^*(t)) \quad \text{and} \quad H(t,\nu^*_t,u^*(t)) = \max_{u \in U} H(t,\nu^*_t,u),
\]

where \( \tilde{v}^*_t \) is the barycentric projection of \( \nu^*_t \) onto \( \mu^*(t) \). Then, \((\mu^*(\cdot),u^*(\cdot))\) is optimal for \((P)\).

**Proof.** This result can be obtained by repeating the arguments in the proof of Theorem 5.6. \( \square \)

### 5.3 Optimal feedback

We end this series of applications of the semiconcavity and sensitivity relations in mean-field control by discussing optimal feedbacks for \((P)\) and their regularity. These latter take the form of a *set-valued map* \( \mathcal{G} : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \to C^0(\mathbb{R}^d,\mathbb{R}^d) \), defined using lower Dini derivatives of the value function.

In order to investigate optimal feedbacks, we recall the notion of *upper-semicontinuity* for set-valued maps, for which we refer to [10] Section 1.4. We also adapt to the Wasserstein setting a standard result of non-smooth analysis stating that semiconcave mappings admits directional derivatives, and that they coincide with adequately chosen *regularised lower derivatives* (see e.g. [21] Theorem 3.9).

**Definition 5.8** (Upper-semicontinuous set-valued mappings). Let \((\mathcal{F},d_{\mathcal{F}})\) be a separable metric space, \((X,\|\cdot\|_X)\) be a separable Banach space and \( \mathcal{G} : \mathcal{F} \rightrightarrows X \) be a set-valued map, i.e. an application such that \( \mathcal{G}(s) \subset X \) for every \( s \in \mathcal{F} \). Then, \( \mathcal{G}(\cdot) \) is said to be upper-semicontinuous at a point \( s \in \mathcal{F} \) such that \( \mathcal{G}(s) \neq \emptyset \) if for every neighbourhood \( U \subset X \) of \( \mathcal{G}(s) \), there exists \( \eta > 0 \) such that \( \mathcal{G}(s') \subset U \) for every \( s' \in \mathcal{F} \) such that \( d_{\mathcal{F}}(s,s') \leq \eta \).

**Proposition 5.9** (Dini derivatives of semiconcave mappings). Let \( \phi : \mathcal{P}_c(\mathbb{R}^d) \to \mathbb{R}^d \) be locally strongly semiconcave. Then for every \( \mu \in \mathcal{P}_c(\mathbb{R}^d) \), the directional derivative \( D\phi(\mu)(\mathcal{F}) \) exists for any \( \mathcal{F} \in L^\infty(\mathbb{R}^d,\mathbb{R}^d,\mu) \). Moreover if \( \mathcal{F} \subset C^0(\mathbb{R}^d,\mathbb{R}^d) \), then for every \( R > 0 \) the latter coincides with the regularised \( R \)-lower derivative, defined by

\[
d^*_{\alpha,R} \phi(\mu)(\mathcal{F}) := \liminf_{\epsilon \to 0^+,\nu \to \mu} \left[ \frac{\phi((\mathrm{Id} + \epsilon \mathcal{F})\#\nu) - \phi(\nu)}{\epsilon} \right].
\]
Proof. We start by showing that \( \phi(\cdot) \) admits Dini derivatives in every direction. Let \( \mu \in \mathcal{R}_r(\mathbb{R}^d) \) and \( \mathcal{F} \in L^\infty([0, T]; \mathbb{R}^d; \mu) \), and denote by \( K := B(0, R) \) a closed ball such that \( \text{supp}((\text{Id} + \epsilon \mathcal{F})\#\mu) \subseteq K \) for every \( \epsilon \in [0, 1] \). Observe that for every pair \( 0 < \epsilon_1 \leq \epsilon_2 \leq 1 \), it holds

\[
\text{Id} + \epsilon_1 \mathcal{F} = (1 - \frac{\epsilon_1}{\epsilon_2})\text{Id} + \frac{\epsilon_1}{\epsilon_2}(\text{Id} + \epsilon_2 \mathcal{F}),
\]

which, by the local strong semiconcavity of \( \phi(\cdot) \) applied along \( \mu := (\text{Id} + \epsilon_2 \mathcal{F})\#\mu \), yields

\[
\phi((\text{Id} + \epsilon_1 \mathcal{F})\#\mu) - \phi(\mu) \geq \frac{\epsilon}{\epsilon_2} \phi((\text{Id} + \epsilon_2 \mathcal{F})\#\mu) - \phi(\mu) - \mathcal{C}_K(\epsilon_2 - \epsilon_1) \left\| \mathcal{F}(\cdot) \right\|_{L^2(\mu)} \tag{106}
\]

for a given constant \( \mathcal{C}_K > 0 \), where we used the fact that \( W_2(\mu, (\text{Id} + \epsilon_2 \mathcal{F})\#\mu) = \epsilon_2 \left\| \mathcal{F}(\cdot) \right\|_{L^2(\mu)} \). Taking first the liminf as \( \epsilon_1 \to 0^+ \) and then the limsup as \( \epsilon_2 \to 0^+ \) in (106), we obtain

\[
d^- \phi(\mu)(\mathcal{F}) \geq d^+ \phi(\mu)(\mathcal{F}),
\]

which implies the existence of the directional derivative \( d\phi(\mu)(\mathcal{F}) \).

Let \( R > 0 \) and suppose that \( \mathcal{F} \in C^0([0, T]; \mathbb{R}^d) \). By definition (104) of the regularised \( R \)-lower derivative, it is clear that \( d\phi(\mu)(\mathcal{F}) \geq d^-\phi(\mu)(\mathcal{F}) \). As we assumed that \( \phi(\cdot) \) is locally strongly semiconcave, it is also continuous in the \( W_2 \)-metric over \( \mathcal{P}(B_R(\mu)) \), and for every \( (\epsilon, \alpha) \in (0, 1) \times \mathbb{R}_+ \) there exists \( \eta > 0 \) such that

\[
\frac{\phi((\text{Id} + \epsilon \mathcal{F})\#\mu) - \phi(\mu)}{\epsilon} \leq \frac{\phi((\text{Id} + \epsilon \mathcal{F})\#\nu) - \phi(\nu)}{\epsilon} + \alpha, \tag{107}
\]

for any \( \nu \in \mathcal{P}(B_R(\mu)) \) satisfying \( W_2(\mu, \nu) \leq \eta \). By plugging (107) into (106), it further holds

\[
\phi((\text{Id} + \epsilon \mathcal{F})\#\mu) - \phi(\mu) \leq \inf_{\nu \in \mathcal{K}_{R, \epsilon}(\mu), \epsilon^2 \in [0, \epsilon]} \phi((\text{Id} + \epsilon \mathcal{F})\#\nu) - \phi(\nu) + \mathcal{C}_K \epsilon \left\| \mathcal{F}(\cdot) \right\|_{L^2(\mu)} + \alpha,
\]

where \( \mathcal{K}_{R, \epsilon}(\mu) := \{\nu \in \mathcal{P}(B_R(\mu)) : W_2(\mu, \nu) \leq \eta\} \). Letting \( \epsilon, \alpha, \eta \to 0^+ \) in the previous expression thus yields \( \text{D} \phi(\mu)(\mathcal{F}) \leq d^-\phi(\mu)(\mathcal{F}) \), which concludes our proof since \( R > 0 \) is arbitrary.

Building on these notions, we discuss in the following theorem the structure and regularity of optimal feedback mappings for (P). In the proof of this result, we will denote by \( \text{Graph}(\mathcal{G}(\cdot)) := \{(s, x) \in \mathcal{F} \times X \text{ s.t. } x \in \mathcal{G}(s)\} \) the graph of a given set-valued mapping \( \mathcal{G} : \mathcal{F} \rightrightarrows X \).

**Theorem 5.10** (Optimal feedbacks). Let \( \mu^0 \in \mathcal{P}(B(0, r)) \) for some \( r > 0 \). Moreover, assume that hypotheses \( \text{[OCP]} \) hold, and let \( K := B(0, R_r) \) where \( R_r > 0 \) is given as in Lemma 2.18.

Then, a trajectory-control pair \((\mu^*(\cdot), u^*(\cdot))\) is optimal for (P) if and only if

\[
v(t, \mu^*(t), u^*(t)) \in \mathcal{G}_K(t, \mu^*(t)), \tag{108}
\]

for \( L^1 \)-almost every \( t \in [0, T], \) where we defined the generalised feedback sets

\[
\mathcal{G}(K, \mu) := \{v \in v(t, \mu, U)_{\mathcal{K} \text{ s.t. } d^- \mathcal{F}(\mu)(1, v) \leq 0}\}, \tag{109}
\]

for all \((t, \mu) \in [0, T] \times \mathcal{P}(K) \). The feedback sets \( \mathcal{G}_K(t, \mu) \) are compact in \( C^0(K, \mathbb{R}^d) \) for all \((t, \mu) \in [0, T] \times \mathcal{P}(K) \), and if in addition \( \text{[SC2]} \) and \( \text{[R]} \) hold, then the set-valued map \( \mathcal{G}_K : [0, T] \times \mathcal{P}(K) \rightrightarrows C^0(K, \mathbb{R}^d) \) is upper-semicontinuous.

**Proof.** The fact that \((\mu^*(\cdot), u^*(\cdot))\) is optimal if and only if (108) is satisfied can be proven by repeating arguments analogous to those of the proof of Theorem 5.6. Indeed let \((\mu^*(\cdot), u^*(\cdot))\) be an optimal pair for (P) and observe that by Proposition 3.1 one has

\[
\mathcal{F}(t + \epsilon, (\text{Id} + \epsilon v(t, \mu^*(t), u^*(t))\#\mu^*(t)) - \mathcal{F}(t, \mu^*(t)) = \mathcal{F}(t + \epsilon, \mu^*(t + \epsilon)) - \mathcal{F}(t, \mu^*(t)) + o_t(\epsilon) = o_t(\epsilon),
\]
for $\mathcal{L}^1$-almost every $t \in [0,T]$, where we used the fact that $t \in [0,T] \mapsto \psi(t, \mu^*(t)) \in \mathbb{R}$ is constant. Thus, dividing by $\epsilon > 0$ and taking the liminf as $\epsilon \to 0^+$ in the previous inequality, we obtain
\[
d^+ \psi(t, \mu^*(t)) (1, v(t, \mu^*(t)), u^*(t)) = 0,
\]
which by \[109\] implies that $v(t, \mu^*(t), u^*(t))_K \in G_K(t, \mu^*(t))$ for $\mathcal{L}^1$-almost every $t \in [0,T]$. Conversely, let $(\mu^*(\cdot), u^*(\cdot))$ be an admissible pair for $(\mathcal{P})$ such that $v(t, \mu^*(t), u^*(t))_K \in G_K(t, \mu^*(t))$ for $\mathcal{L}^1$-almost every $t \in [0,T]$, and let $\tau \in [0,T]$ be a point of differentiability of $t \in [0,T] \mapsto \psi(t, \mu^*(t)) \in \mathbb{R}$ at which \[108\] holds and $W_1(\mu^*(\tau) + \epsilon, (\text{Id} + c v(\tau, \mu^*(\tau), u^*(\tau))) \# \mu^*(\tau)) = o_\epsilon(\epsilon)$. Then,
\[
\psi(\tau + \epsilon, \mu^*(\tau + \epsilon)) - \psi(\tau, \mu^*(\tau)) = \psi(\tau + \epsilon, (\text{Id} + c v(\tau, \mu^*(\tau), u^*(\tau))) \# \mu^*(\tau)) - \psi(\tau, \mu^*(\tau)) + o_\epsilon(\epsilon),
\]
and upon dividing by $\epsilon > 0$ and taking the liminf as $\epsilon \to 0^+$ while recalling that $\psi(\cdot, \mu^*(\cdot))$ is differentiable at $\tau$ and $v(\tau, \mu^*(\tau), u^*(\tau))_K \in G_K(\tau, \mu^*(\tau))$, we obtain
\[
\frac{d}{d\tau} \psi(\tau, \mu^*(\tau)) \leq 0.
\]
Because $t \in [0,T] \mapsto \psi(t, \mu^*(t)) \in \mathbb{R}$ is absolutely continuous and non-decreasing, and since the last inequality holds for $\mathcal{L}^1$-almost every $\tau \in [0,T]$, we conclude that $(\mu^*(\cdot), u^*(\cdot))$ is optimal for $(\mathcal{P})$.

We now prove that set-valued map $G_K : [0,T] \times \mathcal{P}(K) \rightrightarrows C^0(K, \mathbb{R}^d)$ has compact values, and that its graph is closed under hypotheses (SC2) and (R) hold. By classical results in non-smooth analysis (see e.g. [9, Corollary 1]), this is equivalent to the upper-semicontinuity of $G_K(\cdot, \cdot)$. Remark first that $v(t, \mu, U)_K \subset C^0(K, \mathbb{R}^d)$ is compact under (OCP)\(1) (see e.g. [17, Theorem 6]), while
\[
\{ v \in C^0(K, \mathbb{R}^d) \text{ s.t. } d^- \psi(t, \mu)(1, v) \leq 0 \},
\]
is closed in $C^0(K, \mathbb{R}^d)$ under hypotheses (OCP). Thus, $G_K(t, \mu)$ is a compact subset of $C^0(K, \mathbb{R}^d)$ for all $(t, \mu) \in [0,T] \times \mathcal{P}(K)$. Assume now that (SC2) and (R) hold, and consider a sequence $(t_n, \mu_n, v_n) \subset \text{Graph}(G_K(\cdot, \cdot))$ satisfying
\[
t_n \xrightarrow{n \to +\infty} t, \quad W_1(\mu_n, \mu) \xrightarrow{n \to +\infty} 0 \quad \text{and} \quad \|v - v_n\|_{C^0(K, \mathbb{R}^d)} \xrightarrow{n \to +\infty} 0,
\]
for some $(t, \mu, v) \in [0,T] \times \mathcal{P}(K) \times C^0(K, \mathbb{R}^d)$. By Proposition 5.9 we know that for every $R > 0$ the lower Dini derivative $d^- \psi(t, \mu)(1, v)$ coincides with the regularised $R$-lower derivative $d^-_{w_R} \psi(t, \mu)(1, v)$. By definition (105) of the latter, there exist two sequences $\epsilon_n, \delta_n \to 0^+$ such that
\[
\frac{\psi(t + \epsilon_n, (\text{Id} + \epsilon_n v_n) \# \mu_n) - \psi(t, \mu_n)}{\epsilon_n} \leq \delta_n,
\]
for $n \geq 1$ large enough, which allows to obtain
\[
d^- \psi(t, \mu^*(t))(1, v) = d^-_{w_R} \psi(t, \mu^*(t))(1, v) \leq \lim_{n \to +\infty} \inf_{n \to +\infty} \frac{\psi(t + \epsilon_n, (\text{Id} + \epsilon_n v_n) \# \mu) - \psi(t, \mu_n)}{\epsilon_n} \leq 0,
\]
for $\mathcal{L}^1$-almost every $t \in [0,T]$. One can also check that $(t, \mu) \in [0,T] \times \mathcal{P}_1(K) \rightrightarrows v(t, \mu, U)_K$ has closed graph under (R)\(1) (i), which allows us to conclude that Graph($G_K(\cdot, \cdot)$) is closed.

**Remark 5.11** (On the feedback mapping defined in [109]). It has been identified in set-valued analysis (see e.g. [9, Chapter 2]) that the minimal regularity requirement needed to generalise Peano’s existence theorem to differential inclusions is the upper-semicontinuity of the right-hand side with respect to the state variable, along with the convexity of the set of admissible velocities. In the present context, the existence of global solutions to the feedback-form continuity inclusion
\[
\begin{cases}
\partial_t \mu^*(t) \in -\text{div}_x(G(t, \mu^*(t)) \mu^*(t)), \\
\mu^*(0) = \mu^0,
\end{cases}
\]
is ensured in the absence of convexity by the existence of an optimal trajectory $\mu^*(\cdot)$ for $(\mathcal{P})$. 

36
A Linearisation formulas for non-local flows

In this section, we prove several first-order linearisation formulas for families of non-local flows \((\Phi_{(\tau,t)}[\mu]_t)_{t \in [0,T]}\) as in Definition 2.11. Throughout this section, we consider a velocity field \(v : [0,T] \times \mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d \mapsto \mathbb{R}^d\) satisfying hypotheses \((\text{CE})\) of Section 2.3 along with a closed ball \(K := B(0,r)\) where \(r > 0\).

Before stating the first-order linearisation results, we start by absolute continuity and Lipschitz regularity estimates on non-local flows that are useful in the remainder of this section.

**Lemma A.1** (Regularity estimates on non-local flows). There exists a constant \(C_K > 0\) such that for every \(\tau_1, \tau_2 \in [0,T]\) with \(\tau_1 \leq \tau_2\), any \(\mu, \nu \in \mathcal{P}(K)\) and all \(x, y \in K\), it holds

\[
|\Phi_{(\tau_2,t)}[\nu](y) - \Phi_{(\tau_1,t)}[\mu](x)| \leq C_K \left( |x - y| + W_1(\mu, \nu) + \int_{\tau_1}^{\tau_2} m(s) ds \right),
\]

for all times \(t \in [0,T]\).

**Proof.** The proof of this result essentially relies on a bootstrapped application of Gronwall’s lemma. To simplify the notations, we introduce

\[
\mu(t) := \Phi_{(\tau_1,t)}[\mu](\cdot)_{\#} \mu \quad \text{and} \quad \nu(t) := \Phi_{(\tau_2,t)}[\nu](\cdot)_{\#} \nu,
\]
defined for all times \(t \in [0,T]\). We consider only the case \(\tau_2 \leq t \leq T\), the other scenario being identical up to changing the sign of integrals.

Observe first that by Theorem 2.13 there exists \(R_r \geq r > 0\) such that \(\text{supp}(\mu(t)) \cup \text{supp}(\nu(t)) \subset K'\) where \(K' := B(0,R_r)\) for all times \(t \in [0,T]\). By \((\text{CE})\), it then holds for any \(x, y \in K\)

\[
|\Phi_{(\tau_2,t)}[\nu](y) - \Phi_{(\tau_1,t)}[\mu](x)| \leq |x - y| + \int_{\tau_1}^{\tau_2} |v(s, \mu(s), \Phi_{(\tau_1,s)}[\mu](x))| ds
\]

\[
+ \int_{\tau_2}^{t} |v(s, \nu(s), \Phi_{(\tau_2,s)}[\nu](y) - v(s, \mu(s), \Phi_{(\tau_1,s)}[\mu](x))| ds
\]

\[
\leq |x - y| + \int_{\tau_1}^{\tau_2} m_r(s) ds + \int_{\tau_2}^{t} L_{K'}(s) W_1(\mu(s), \nu(s)) ds
\]

\[
+ \int_{\tau_2}^{t} L_{K'}(s) |\Phi_{(\tau_2,s)}[\nu](y) - \Phi_{(\tau_1,s)}[\mu](x)| ds,
\]

(A.1)

for all times \(t \in [\tau_1,T]\), with \(m_r(\cdot) := (1 + 2R_r) m(\cdot)\) and where we used \((\text{CE})(i), (ii)\). Integrating \((\text{A.1})\) against a 1-optimal transport plan \(\gamma \in \Gamma_0(\mu, \nu)\) and applying Fubini’s theorem, we further obtain

\[
\int_{\mathbb{R}^{2d}} |\Phi_{(\tau_2,t)}[\nu](y) - \Phi_{(\tau_1,t)}[\mu](x)| d\gamma(x,y) \leq W_1(\mu, \nu) + \int_{\tau_1}^{\tau_2} m_r(s) ds + \int_{\tau_2}^{t} L_{K'}(s) W_1(\mu(s), \nu(s)) ds
\]

\[
+ \int_{\tau_2}^{t} L_{K'}(s) \left( \int_{\mathbb{R}^{2d}} |\Phi_{(\tau_2,s)}[\nu](y) - \Phi_{(\tau_1,s)}[\mu](x)| d\gamma(x,y) \right) ds,
\]

(A.2)

which yields by an application of Grönwall’s lemma that

\[
\int_{\mathbb{R}^{2d}} |\Phi_{(\tau_2,t)}[\nu](y) - \Phi_{(\tau_1,t)}[\mu](x)| d\gamma(x,y)
\]

\[
\leq \left( W_1(\mu, \nu) + \int_{\tau_1}^{\tau_2} m_r(s) ds + \int_{\tau_2}^{t} L_{K'}(s) W_1(\mu(s), \nu(s)) ds \right) \exp \left( \|L_{K'}(\cdot)\|_1 \right),
\]

(A.3)

for all times \(t \in [\tau_2,T]\). Observing now that \((\Phi_{(\tau_1,t)}[\mu] \circ \pi^1, \Phi_{(\tau_2,t)}[\nu] \circ \pi^2)_{\#} \gamma \in \Gamma(\mu(t), \nu(t))\) for all times \(t \in [0,T]\), we can deduce from \((\text{A.3})\) that

\[
W_1(\mu(t), \nu(t)) \leq \left( W_1(\mu, \nu) + \int_{\tau_1}^{\tau_2} m_r(s) ds + \int_{\tau_2}^{t} L_{K'}(s) W_1(\mu(s), \nu(s)) ds \right) \exp \left( \|L_{K'}(\cdot)\|_1 \right)
\]
which by another application of Grönwall’s lemma provides the distance estimate

\[ W_1(\mu(t), \nu(t)) \leq C_K^t \left( W_1(\mu, \nu) + \int^{t_1}_{t_1} m_r(s) ds \right), \tag{A.4} \]

for all times \( t \in [\tau_2, T] \), where \( C_K^t > 0 \) is a constant which only depends on \( K := B(0, r) \) via hypotheses \( \text{(CE)} \). Plugging (A.4) into (A.1) and applying yet again Grönwall’s lemma, we can finally conclude

\[ |\Phi_{(\tau_2, t)}[\nu](y) - \Phi_{(\tau_1, t)}[\mu](x)| \leq C_K \left( |x - y| + W_1(\mu, \nu) + \int^{\tau_2}_{\tau_1} m_r(s) ds \right), \]

for all times \( t \in [\tau_2, T] \) and some constant \( C_K > 0 \). The case \( 0 \leq t \leq \tau_2 \leq T \) being similar, this concludes the proof of our lemma. \( \square \)

In what follows, we introduce notions of measurability, integrability and Lebesgue points adapted to maps with values in \( C^{0}(\mathcal{P}(K) \times K, \mathbb{R}^d) \).

**Definition A.2** (Measurability and integrability of \( C^0 \)-valued maps). A mapping \( V : [0, T] \rightarrow C^0(\mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d, \mathbb{R}^d) \) is said to be \( L^1 \)-measurable if for every compact set \( K \subset \mathbb{R}^d \), its restriction

\[ V|_K : t \in [0, T] \mapsto V(t)|_{\mathcal{P}(K) \times K} \in C^0(\mathcal{P}(K) \times K, \mathbb{R}^d), \]

is \( L^1 \)-measurable. Similarly, we say that \( V : [0, T] \rightarrow C^0(\mathbb{R}^d, \mathbb{R}^d) \) is locally integrable if its restrictions \( V_K : [0, T] \rightarrow C^0(\mathcal{P}(K) \times K, \mathbb{R}^d) \) are integrable in the sense of Bochner for every compact set \( K \subset \mathbb{R}^d \).

Using this notion of integrability, we can derive the following useful result concerning the Lebesgue points of non-local velocity fields satisfying hypotheses \( \text{(CE)} \).

**Lemma A.3** (Uniform Lebesgue points of non-local velocity fields). There exists a subset \( \mathcal{E} \subset (0, T) \) of full \( L^1 \)-measure such that every compact set \( K \subset \mathbb{R}^d \), the elements of \( \mathcal{E} \) are Lebesgue point of the maps \( v|_K : t \in [0, T] \rightarrow C^0(\mathcal{P}(K) \times K, \mathbb{R}^d) \), \( D_x v|_K : t \in [0, T] \rightarrow C^0(\mathcal{P}(K) \times K, \mathbb{R}^{d \times d}) \) and \( D_t v|_K : t \in [0, T] \rightarrow C^0(\mathcal{P}(K) \times K, \mathbb{R}^{d \times d}) \).

*Proof.* First, observe that \( \mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d = \bigcup_{n \geq 1} \mathcal{P}(B(0, n)) \times B(0, n) \), where the sets \( \mathcal{P}(B(0, n)) \) are compact in the \( W_1 \times | \cdot | \cdot \)-topology. Moreover, by \( \text{(CE)} \) (i), it holds

\[ |v(t, \mu, x)| \leq m(t) \left( 1 + |x| + \max_{y \in \text{supp}(\mu)} |y| \right), \]

for \( L^1 \)-almost every \( t \in [0, T] \) and any \( (\mu, x) \in \mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d \). In particular, the restricted maps

\[ v|_{B(0,n)} : t \in [0, T] \mapsto v(t, \cdot, \cdot)|_{\mathcal{P}(B(0,n)) \times B(0,n)} \in C^0(\mathcal{P}(B(0,n)) \times B(0,n), \mathbb{R}^d), \]

are \( L^1 \)-measurable and Bochner integrable for every \( n \geq 1 \). Whence, there exists a subset \( \mathcal{E}_n \subset (0, T) \) of full \( L^1 \)-measure which elements are Lebesgue points of \( v|_{B(0,n)} \) in the sense of \( \text{(2)} \). Consider the full \( L^1 \)-measure subset \( \mathcal{E} : = \bigcap_{n \geq 1} \mathcal{E}_n \subset (0, T) \) and an arbitrary compact set \( K \subset \mathbb{R}^d \). Then, notice that for every \( \tau \in \mathcal{E} \) and \( h > 0 \) with \( \tau + h \in [0, T] \), it holds

\[ \frac{1}{h} \int^{\tau + h}_{\tau} \left\| v|_K(t) - v|_K(\tau) \right\|_{C^0(\mathcal{P}(K) \times K, \mathbb{R}^d)} dt \leq \frac{1}{h} \int^{\tau + h}_{\tau} \left\| v|_{B(0,NK)}(t) - v|_{B(0,NK)}(\tau) \right\|_{C^0(\mathcal{P}(B(0,NK)) \times B(0,NK), \mathbb{R}^d)} dt \xrightarrow{h \to 0^+} 0, \]

for every \( N_K \geq 1 \) such that \( K \subset B(0, N_K) \).

Thus, we have proven that the elements of \( \mathcal{E} \) are Lebesgue points of \( v|_K(t) \in C^0(\mathcal{P}(K) \times K, \mathbb{R}^d) \) for any compact set \( K \subset \mathbb{R}^d \). Applying the same reasoning while using hypotheses \( \text{(CE)} \) (ii), (iii), (iv), one can obtain the existence of two subsets \( \mathcal{E}_x, \mathcal{E}_t \subset (0, T) \) of full \( L^1 \)-measures which elements respectively are Lebesgue points of

\[ D_x v|_K : t \in [0, T] \mapsto D_x v(t, \cdot, \cdot)|_{\mathcal{P}(K) \times K} \in C^0(\mathcal{P}(K) \times K, \mathbb{R}^{d \times d}), \]
and
\[ D_\mu v_K : t \in [0, T] \mapsto D_\mu v(t, \cdot)(\cdot)|_{K} \times K \times K \in C^0(\mathcal{P}(K) \times K \times \mathbb{R}^{d 	imes d}), \]
for every compact set \( K \subset \mathbb{R}^d \). Here, the measurability of \( D_\mu v_K(\cdot) \) can be deduced from the construction detailed e.g. in [59, Definition 3.1 and Remark 3.2] together with standard arguments relying on Pettis’ theorem for mappings with values in separable Banach spaces [8, Chapter II - Theorem 2]. Thus, defining the subset of full \( \mathcal{L}^1 \)-measure \( \mathcal{J}^\ast := \mathcal{J}_c \cap \mathcal{J}_e \cap \mathcal{J}_{ee} \subset (0, T) \) concludes our proof. \( \square \)

In the following proposition, we extend a well-known result about linearisations of flows with respect to the space variable.

**Proposition A.4** (Space derivatives of non-local flows). For every \( \mu \in \mathcal{P}(K) \) and all \( \tau, t \in [0, T] \), the map \( x \in K \mapsto \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^d \) is continuously Fréchet-differentiable. Moreover, for any \( x, y \in K \), the following Taylor expansion holds
\[ \Phi_{(\tau, t)}[\mu](y) = \Phi_{(\tau, t)}[\mu](x) + D_x \Phi_{(\tau, t)}[\mu](x)(y - x) + o_{\tau, t, x, \mu, K}(|x - y|), \]
(A.5)
where
\[ \sup_{(\tau, t, \mu, x) \in [0, T] \times [0, T] \times \mathcal{P}(K) \times K} o_{\tau, t, \mu, x, K}(|x - y|) = o_K(|x - y|). \]
Here, for all \( x \in K \), the map \( t \in [0, T] \mapsto D_x \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^{d 	imes d} \) is the unique solution of the linearised Cauchy problem
\[ \begin{aligned}
\partial_t w(t, x) &= D_x v \left( t, \mu(t), \Phi_{(\tau, t)}[\mu](x) \right) w(t, x), \\
w(\tau, x) &= 1d,
\end{aligned} \]
(A.6)
with \( \mu(t) := \Phi_{(\tau, t)}[\mu](\cdot)\# \mu \) for all times \( t \in [0, T] \).

**Proof.** Observe first that by Lemma [A.1] there exists a constant \( C_K > 0 \) such that \( x \in K \mapsto \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^d \) is \( C_K \)-Lipschitz for any \( \tau, t \in [0, T] \). By the classical variational equation (see e.g. [21, Theorem 2.3.2]), the map \( x \in \mathbb{R}^d \to \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^d \) is Fréchet-differentiable, and its differential \( w(t, x) := D_x \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^{d \times d} \) is the unique solution of the linearised Cauchy problem
\[ \begin{aligned}
\partial_t w(t, x) &= D_x v \left( t, \mu(t), \Phi_{(\tau, t)}[\mu](x) \right) w(t, x), \\
w(\tau, x) &= 1d.
\end{aligned} \]
(A.7)
Observe now that by \((CE)\) (iii) and (iii), the map \( y \in \mathbb{R}^d \mapsto D_x v(t, \mu(t), y) \in \mathbb{R}^d \) is uniformly continuous on compact sets, and there exists \( l'_K(\cdot) \in L^1([0, T], \mathbb{R}^+ \) such that
\[ \max_{x \in K} |D_x v(t, \mu(t), \Phi_{(\tau, t)}[\mu](x))| \leq l'_K(t), \]
(A.8)
for \( \mathcal{L}^1 \)-almost every \( t \in [0, T] \). These facts together with the \( C_K \)-Lipschitz regularity of \( x \in K \mapsto \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^d \) imply, by Grönwall’s Lemma and Lebesgue’s dominated convergence theorem, that \( x \in K \mapsto D_x \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^d \) is continuous and bounded, uniformly with respect to \( \tau, t \in [0, T] \).

Fix now \( x, y \in K \) and observe that by \((CE)\) together with \((A.7)\), it holds for all times \( 0 \leq \tau \leq t \leq T \)
\[ \begin{aligned}
|\Phi_{(\tau, t)}[\mu](y) - \Phi_{(\tau, t)}[\mu](x) - D_x \Phi_{(\tau, t)}[\mu](y - x)| \\
&\leq \int_{\tau}^{t} \left| v \left( s, \mu(s), \Phi_{(\tau, s)}[\mu](y) \right) - v \left( s, \mu(s), \Phi_{(\tau, s)}[\mu](s) \right) \right| ds \\
&\quad - D_x v \left( s, \mu(s), \Phi_{(\tau, s)}[\mu](x) \right) D_x \Phi_{(\tau, s)}[\mu](x)(y - x)| ds \\
&\quad - D_x v \left( s, \mu(s), \Phi_{(\tau, s)}[\mu](x) \right) D_x \Phi_{(\tau, s)}[\mu](x)|x - y| d\lambda
\end{aligned} \]
(A.9)
where we used the integral version of Taylor’s theorem along with Fubini’s theorem. Notice now that since \( z \in K \mapsto D_x v(s, \mu(s), \Phi_{(\tau,s)}[\mu](z)) \in \mathbb{R}^d \) and \( z \in K \mapsto D_x \Phi_{(\tau,s)}[\mu](z) \in \mathbb{R}^d \) are continuous, it holds for every \( \lambda \in [0, 1] \)
\[
\left| D_x v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x + \lambda(y-x)) \right) \right| - D_x v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x) \right) \left| x - y \right| \leq o_{s,x,K}(\left| x - y \right|),
\]
for \( \mathcal{L}^1 \)-almost every \( s \in [\tau, T] \). Moreover, we have \( \int_0^T \sup_{(s,x) \in \mathcal{P}(K) \times K} \left| o_{s,x,K}(\left| x - y \right|) \right| ds = o_K\left( \left| x - y \right| \right) \) as a consequence of the \( C^1 \)-Lipschitz regularity of \( \Phi_{(\tau,s)}[\mu](\cdot) \) over \( K \). Plugging this estimate into (A.9) and applying Lebesgue’s dominated convergence theorem, we can conclude that
\[
\Phi_{(\tau,t)}[\mu](y) = \Phi_{(\tau,t)}[\mu](x) + D_x \Phi_{(\tau,t)}[\mu](y-x) + o_{\tau,t,x,K}(\left| x - y \right|),
\]
for all times \( 0 \leq \tau \leq t \leq T \) and any \( x, y \in K \), where
\[
\sup_{(\tau,t,x) \in [0,T] \times [0,T] \times \mathcal{P}(K) \times K} \left| o_{\tau,t,x,K}(\left| x - y \right|) \right| = o_K(\left| x - y \right|).
\]
The case \( 0 \leq t \leq \tau \leq T \) being similar, this ends the proof of our proposition.

In [9] Proposition 5, an explicit formula was derived for directional derivatives of non-local flows \( (\Phi_{(\tau,t)}[\mu](\cdot))_{t \in [0,T]} \) with respect to the measure variable. Therein however, only the particular case of perturbations of the identity induced by vector fields was considered, whereas in the present paper we need the following generalisation which takes into account perturbations induced by arbitrary transport plans.

**Theorem A.5** (Measure derivatives of non-local flows along transport plans). For all \( \mu, \nu \in \mathcal{P}(K) \) and every \( \mu \in \Gamma(\mu, \nu), \) the map \( \mu \in \mathcal{P}(K) \mapsto \Phi_{(\tau,t)}[\mu](\cdot) \in C^0([0,T] \times K, \mathbb{R}^d) \) admits a derivative in the direction \( \mu \) at \( \tau \) for all \( \tau \in [0,T]. \) Moreover, the following Taylor expansion holds in \( C^0(K, \mathbb{R}^d) \)

\[
\Phi_{(\tau,t)}[\mu](\cdot) = \Phi_{(\tau,t)}[\mu](\cdot) + w_{\tau,t}(t, \cdot) + o_{\tau,t,K}(W_2,\mu(\mu, \nu)),
\]
for all times \( t \in [0,T] \) with \( \sup_{t \in [0,T]} \| o_{\tau,t,K}(W_2,\mu(\mu, \nu)) \|_{C^0(K, \mathbb{R}^d)} = o_K(W_2,\mu(\mu, \nu)). \) Here, for any \( x \in K, \) the map \( t \in [0,T] \mapsto w_{\mu}(t,x) \in \mathbb{R}^d \) is the unique solution of the linearised Cauchy problem

\[
\left\{ \begin{array}{l}
\partial_t w_{\mu}(t,x) = D_x v(t, \mu(t), \Phi_{(\tau,t)}[\mu](x)) w_{\mu}(t,x)
+ \int_{\mathbb{R}^d} D_x v(t, \mu(t), \Phi_{(\tau,t)}[\mu](x))\Phi_{(\tau,t)}[\mu](y) \left( D_x \Phi_{(\tau,t)}[\mu](y)(z-y) + w_{\mu}(t,y) \right) d\mu(y,z),
\end{array} \right.
\]
\[
w_{\mu}(\tau,x) = 0,
\]
where \( \mu(t) := \Phi_{(\tau,t)}[\mu](\cdot) \# \mu \) for all times \( t \in [0,T], \) and the following Grönwall-type estimate

\[
\| w_{\mu}(\cdot, \cdot) \|_{C^0([0,T] \times K, \mathbb{R}^d)} \leq C_K W_2,\mu(\mu, \nu),
\]
holds with a constant \( C_K > 0 \) depending only on \( K. \)

**Proof.** The proof of this result being fairly long and relying on several preliminary results, we expose it separately in Appendix [B].

In the following proposition, we provide a uniform-in-space variant of the classical linearisation result with respect to the initial time for non-local flows.

**Proposition A.6** (Derivatives of non-local flows with respect to the initial time). Let \( \mathcal{T} := \mathcal{T}^* \cap \mathcal{T}_m \subset (0,T) \) be the intersection of \( \mathcal{T}^* \) as defined above with the set \( \mathcal{T}_m \) of Lebesgue points of \( m(\cdot) \in L^1([0,T], \mathbb{R}_+). \) Then for every \( \tau \in \mathcal{T} \) and \( \mu \in \mathcal{P}(K), \) the map \( s \in \mathcal{T} \mapsto \Phi_{(s,\tau)}[\mu](\cdot) \in C^0([0,T] \times \mathbb{R}^d) \) is a measure derivative in the sense of [9] Proposition 5.
$K, \mathbb{R}^d$ is differentiable at $\tau$. Moreover, given $h \in \mathbb{R}$ such that $\tau + h \in [0, T]$, the following Taylor expansion

$$\Phi_{(\tau+h,t)}[\mu](\cdot) = \Phi_{(\tau,t)}[\mu](\cdot) + h\Psi_{\tau}(t, \cdot) + o_{\tau,t,K}(h),$$  \hspace{1cm} (A.13)

holds in $C^0(K, \mathbb{R}^d)$ for all times $t \in [0, T]$, with $\sup_{h \in [0,T]} \|o_{\tau,t,K}(h)\|_{C^0(K, \mathbb{R}^d)} = o_{\tau,K}(h)$. Here, for any $x \in K$, the map $t \mapsto \Psi_{\tau}(t,x) \in \mathbb{R}^d$ is the unique solution of the linearised Cauchy problem

$$\begin{aligned}
\partial_t \Psi_{\tau}(t,x) &= D_x v(t, \mu(t), \Phi_{(\tau,t)}[\mu](x))\Psi_{\tau}(t,x) \\
+ \int_{\mathbb{R}^d} D_{\mu} v(t, \mu(t), \Phi_{(\tau,t)}[\mu](x))(\Phi_{(\tau,t)}[\mu](y))\Psi_{\tau}(t,y)d\mu(y),
\end{aligned} \hspace{1cm} (A.14)
$$

where $\mu(t) := \Phi_{(\tau,t)}[\mu](\cdot)\# \mu$ for all times $t \in [0, T]$

**Proof.** The fact that for any $\mu \in \mathcal{P}(K)$, the map $s \mapsto \Phi_{(s,\cdot)}[\mu](\cdot) \in C^0([0,T] \times K, \mathbb{R}^d)$ is differentiable at all $\tau \in \mathcal{T}$ can be proven by repeating the proof of Theorem A.5. We denote by $\Psi_{\tau}(\cdot, \cdot) \in C^0([0,T] \times K, \mathbb{R}^d)$ the corresponding derivative.

Let us now fix $h \in \mathbb{R}$ such that $\tau + h \in [0, T]$. Notice that by Lemma 3.13, there exists $R'_r > 0$ such that $\Phi_{(\tau+h,t)}[\mu](x) \in K' := B(0, R'_r)$ for any $(t, x) \in [0, T] \times K$. Thus, denoting $\mu(s) := \Phi_{(s,\cdot)}[\mu](\cdot)\# \mu$ for any $s \in [\tau, \tau+h]$, it holds

$$W_2(\mu(s), \Phi_{(\tau+h,s)}[\mu](\cdot)\# \mu) = W_2(\Phi_{(\tau+h,s)}[\mu(\tau+h)](\cdot)\# \mu(\tau+h), \Phi_{(\tau+h,s)}[\mu(\cdot)\# \mu(\tau+h)]$$

\begin{align}
&\leq W_2(\Phi_{(\tau+h,s)}[\mu(\tau+h)](\cdot)\# \mu(\tau+h), \Phi_{(\tau+h,s)}[\mu(\tau+h)](\cdot)\# \mu) \\
&\quad + W_2(\Phi_{(\tau+h,s)}[\mu(\tau+h)](\cdot)\# \mu(\tau+h), \Phi_{(\tau+h,s)}[\mu(\cdot)\# \mu]) \\
&\leq C_{K'} \int_\tau^{\tau+h} m(s)ds,
\end{align} \hspace{1cm} (A.15)

where the constant $C_{K'} > 0$ is independent of $\tau \in \mathcal{T}$ and $\mu \in \mathcal{P}(K)$, and given explicitly by

$$C_{K'} := (1 + 2R'_r) \sup_{s \in [\tau, \tau+h]} \left( \max_{v \in \mathcal{P}(K')} \text{Lip}(\Phi_{(\tau+h,s)}[\mu](\cdot); K') + \max_{x \in K'} \text{Lip}(\Phi_{(\tau+h,s)}[\cdot](x); \mathcal{P}_1(K')) \right).$$

as a consequence of (5) and (6) together with Lemma A.1 and (15).

We now focus on the first-order expansion (A.13). Observe that by (14), it holds

$$\Phi_{(\tau+h,t)}[\mu](x) = x + \int_{\tau}^{\tau+h} v(s, \Phi_{(\tau+h,s)}[\mu](\cdot)\# \mu, \Phi_{(\tau+h,s)}[\mu](x))ds$$

\begin{align}
&= x + \int_{\tau}^{\tau+h} v(s, \Phi_{(\tau+h,s)}[\mu](\cdot)\# \mu, \Phi_{(\tau+h,s)}[\mu](x))ds \\
&\quad - \int_{\tau}^{\tau+h} v(s, \Phi_{(\tau+h,s)}[\mu](\cdot)\# \mu, \Phi_{(\tau+h,s)}[\mu](x))ds,
\end{align} \hspace{1cm} (A.16)

for any $(t, x) \in [0, T] \times K$. We start by studying the behaviour as $h \to 0^+$ of the second integral in the right-hand side of (A.16). Up to replacing each $v(s, \mu, \cdot)$ by its restriction to $K'$, one has

$$\int_{\tau}^{\tau+h} v(s, \mu, x)ds = h v(\tau, \mu, x) + o_{\tau,x,K}(h),$$

\hspace{1cm} (A.17)

with $\sup_{x \in K} |o_{\tau,x,K}(h)| = o_{\tau,K}(h)$, since every $\tau \in \mathcal{T}$ is a Lebesgue point of $t \mapsto v|_{K'}(t, \mu, \cdot) \in C^0(K', \mathbb{R}^d)$. In addition, it also holds

$$\int_{\tau}^{\tau+h} |v(s, \mu(s), \Phi_{(\tau+h,s)}[\mu](x)) - v(s, \mu, x)|ds \leq \left( \int_{\tau}^{\tau+h} L_{K'}(s)ds \right) \sup_{s \in [\tau, \tau+h]} |\Phi_{(\tau+h,s)}[\mu](x) - x| + \left( \int_{\tau}^{\tau+h} L_{K'}(s)ds \right) \sup_{s \in [\tau, \tau+h]} \|\Phi_{(\tau,s)}[\mu](\cdot) - \text{Id}\|_{C^0(K', \mathbb{R}^d)}$$

\begin{align}
&\leq \left( \int_{\tau}^{\tau+h} (L_{K'}(s) + L_{K'}(s))ds \right) \left( \int_{\tau}^{\tau+h} m_r(s)ds \right) \leq o_{\tau,K}(h),
\end{align} \hspace{1cm} (A.18)
because \( l_{K'}(\cdot), L_{K'}(\cdot) \in L^1([0,T],\mathbb{R}_+) \) and \( \int_{\tau}^{\tau+h} m_{\tau}(s)ds = O_{\tau,K}(h) \), since \( m_{\tau}(\cdot) = (1 + 2R_{\tau})m(\cdot) \) and we assumed that \( \tau \in \mathcal{T} \) is a Lebesgue points of \( m(\cdot) \). Combining (A.17) and (A.18) yields
\[
\int_{\tau}^{\tau+h} v\left(s, \mu(s), \Phi_{(\tau+h,s)}[\mu](x)\right)ds = h v(\tau, \mu, x) + o_{\tau,x,K}(h),
\]
with \( \sup_{x \in K} |o_{x_\tau,K}(h)| = o_{\tau,K}(h) \). Observe now that under hypotheses \([\text{CE}](ii)\), it also holds
\[
\int_{\tau}^{\tau+h} \left| v\left(s, \Phi_{(\tau+h,s)}[\mu](\cdot)\#\mu, \Phi_{(\tau+h,s)}[\mu](\cdot)\right) - v\left(s, \mu(s), \Phi_{(\tau+h,s)}[\mu](\cdot)\right)\right| ds
\]
\[
\leq \int_{\tau}^{\tau+h} L_{K'}(s)W_1(\mu(s), \Phi_{(\tau+h,s)}[\mu](\cdot)\#\mu) ds
\]
\[
\leq C_{K'} \left( \int_{\tau}^{\tau+h} L_{K'}(s)ds \right) \left( \int_{\tau}^{\tau+h} m(s)ds \right) = o_{\tau,K}(h),
\]
where we used the distance estimate (A.15) along with the facts that \( L_{K'}(\cdot) \in L^1([0,T],\mathbb{R}_+) \) and \( \tau \in \mathcal{T} \) is a Lebesgue point of \( m(\cdot) \). Thus, by merging (A.19) and (A.20), we can conclude
\[
\int_{\tau}^{\tau+h} v\left(s, \Phi_{(\tau+h,s)}[\mu](\cdot)\#\mu, \Phi_{(\tau+h,s)}[\mu](\cdot)\right)ds = h v(\tau, \mu, x) + o_{\tau,x,K}(h),
\]
for any \( \tau \in \mathcal{T} \) and all \( h \in \mathbb{R} \) such that \( \tau + h \in [0,T] \), where \( \sup_{x \in K} |o_{x_\tau,K}(h)| = o_{\tau,K}(h) \).

We now focus on the first integral in the right-hand side of (A.16). Observe that for every \( s \in [0,T], \) all \( \nu \in \mathcal{P}(K') \) and any \( x \in K \), it holds
\[
v\left(s, \nu, \Phi_{(\tau+h,s)}[\mu](x)\right) = v\left(s, \nu, \Phi_{(\tau,s)}[\mu](x) + h\Psi_{\tau}(s, x) + o_{s,x,K}(K)\right)
\]
\[
= v\left(s, \nu, \Phi_{(\tau,s)}[\mu](x)\right) + h D_x v\left(s, \nu, \Phi_{(\tau,s)}[\mu](x)\right) \Psi_{\tau}(s, x) + o_{s,x,K}(K),
\]
for \( L^1 \)-almost every \( s \in [\tau,t] \) as a consequence of \([\text{CE}](iii)\), where
\[
\int_0^T \sup_{(\nu,x) \in \mathcal{P}(K') \times K} |o_{s,x,K}(h)| ds = o_K(h).
\]
Choose now \( \nu := \Phi_{(\tau+h,s)}[\mu](\cdot)\#\mu \) and recall that \( \nu \in \mathcal{P}_c(\mathbb{R}^d) \mapsto v(t, \nu, x) \in \mathbb{R}^d \) is locally differentiable as a consequence of hypothesis \([\text{CE}](iv)\). Thus, by applying Corollary 2.10 with
\[
\mu^+ := \left( \Phi_{(\tau,s)}[\mu](\cdot), \Phi_{(\tau+h,s)}[\mu](\cdot)\right)\#\mu,
\]
the right-hand side of (A.22) can be further expanded for \( L^1 \)-almost every \( s \in [0,T] \) and all \( x \in K \) as
\[
v\left(s, \Phi_{(\tau+h,s)}[\mu](\cdot)\#\mu, \Phi_{(\tau+h,s)}[\mu](\cdot)\right)
\]
\[
= v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) + h D_x v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) \Psi_{\tau}(s, x)
\]
\[
+ h \int_{\mathbb{R}^d} \left(D_{\mu}v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) \Phi_{(\tau,s)}[\mu](y)\right) \Psi_{\tau}(s, y) d\mu(y)
\]
\[
+ o_{\tau,s,x,K} \left(W_2(\mu(s), \Phi_{(\tau+h)}[\mu](\cdot)\#\mu)\right)
\]
\[
= v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) + h D_x v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) \Psi_{\tau}(s, x)
\]
\[
+ h \int_{\mathbb{R}^d} \left(D_{\mu}v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) \Phi_{(\tau,s)}[\mu](y)\right) \Psi_{\tau}(s, y) d\mu(y)
\]
\[
+ o_{\tau,s,x,K}(h),
\]
with \( \int_0^T \sup_{x \in K} |o_{\tau,s,x,K}(h)|h ds = o_{\tau,K}(h) \), and where we used again the distance estimate (A.15) together with the fact that \( \tau \in \mathcal{T} \) is a Lebesgue point of \( m(\cdot) \). Whence, by plugging (A.19) and (A.23) into (A.16) and identifying terms, we obtain
\[
\Psi_{\tau}(t, x) = -v(\tau, \mu, x) + \int_{\tau}^{t} D_x v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) \Psi_{\tau}(s, x) ds
\]
\[
+ \int_{\tau}^{t} \int_{\mathbb{R}^d} D_{\mu}v\left(s, \mu(s), \Phi_{(\tau,s)}[\mu](x)\right) \Phi_{(\tau,s)}[\mu](y) \Psi_{\tau}(s, y) d\mu(y) ds,
\]
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for all \((t, x) \in [0, T] \times K\), which is equivalent to saying that \(\Psi_\tau(\cdot, \cdot) \in C^0([0, T] \times K, \mathbb{R}^d)\) solves (A.11). The uniqueness of such solutions follows from an application of Grönwall’s Lemma.

We end this section about linearisations of non-local flows by establishing a total derivative formula with respect to the initial space, measure and time variables.

**Corollary A.7** (Total derivative of non-local flows). Let \(\mathcal{F} \subset (0, T)\) be as in Proposition A.6 and fix \((\tau, \mu, x) \in \mathcal{F} \times \mathcal{P}(K) \times K\). Then for every \(h \in \mathbb{R}\) such that \(\tau + h \in [0, T]\), any \(\nu \in \mathcal{P}(K)\) and all \(y \in K\), the following Taylor expansion holds

\[
\Phi_{(\tau + h, t)}[v](y) = \Phi_{(\tau, t)}[\mu](x) + D_x \Phi_{(\tau, t)}[\mu](x)(y - x) + w_\mu(t, x) + h \Psi_\tau(t, x) + o_{\tau, t, x, K}(|x - y| + W_{2, \mu}(\mu, \nu) + h),
\]

for all times \(t \in [0, T]\) and any \(\mu \in \Gamma(\mu, \nu)\), where \(\sup_{(t, h) \in [0, T] \times (-\tau, T - \tau)} |o_{\tau, t, h, \nu, x, K}(r)| = o_K(r)\) as \(r \to 0^+\). Here, the maps \(D_x \Phi_{(\tau, \cdot)}[\mu](\cdot)\), \(w_\mu(\cdot, \cdot)\) and \(\Psi_\tau(\cdot, \cdot)\) are defined as in Proposition A.4, Theorem A.5 and Proposition A.6 respectively.

**Proof.** The proof of (A.24) is obtained by chaining the first-order expansions (A.5), (A.10) and (A.13) with respect to the time, space and measure variables. By Proposition A.4 it first holds

\[
\Phi_{(\tau + h, t)}[v](y) = \Phi_{(\tau, h, t)}[v](x) + D_x \Phi_{(\tau, t)}[v](x)(y - x) + o_{\tau, t, h, \nu, x, K}(|x - y|),
\]

with

\[
\sup_{(t, h) \in [0, T] \times (-\tau, T - \tau)} \sup_{(\mu, \nu) \in \mathcal{P}(K) \times K} o_{\tau, t, h, \nu, x, K}(r) = o_K(r),
\]

as \(r \to 0^+\). By applying arguments similar to those of the proof of Proposition A.4 above, it can be shown under hypotheses (CE) (ii), (iii) that

\[
\left\|D_x \Phi_{(\tau + h, \cdot)}[\mu](\cdot) - D_x \Phi_{(\tau, \cdot)}[\mu](\cdot)\right\|_{C^0([0, T] \times K, \mathbb{R}^d)} \to 0
\]

and we can deduce from (A.25) that

\[
\Phi_{(\tau + h, t)}[v](y) = \Phi_{(\tau, h, t)}[v](x) + D_x \Phi_{(\tau, t)}[\mu](y)(y - x) + o_{\tau, t, h, \nu, x, K}(|x - y|),
\]

with \(\sup_{(t, h, \nu, x) \in [0, T] \times (-\tau, T - \tau) \times \mathcal{P}(K) \times K} |o_{\tau, t, h, \nu, x, K}(|x - y|)| = o_K(|x - y|)\). By Theorem A.5 we can further expand the first term in the right-hand side of this expression as

\[
\Phi_{(\tau + h, t)}[v](x) = \Phi_{(\tau, h, t)}[\mu](x) + w_\mu^h(t, x) + o_{\tau, t, h, x, K}(W_{2, \mu}(\mu, \nu)),
\]

for any \(\mu \in \Gamma(\mu, \nu)\), with \(\sup_{(t, h, x) \in [0, T] \times (-\tau, T - \tau) \times K} o_{\tau, t, h, x, K}(r) = o_K(r)\) as \(r \to 0^+\), and where for any \(x \in K\) the map \(t \in [0, T] \mapsto w_\mu^h(t, x) \in \mathbb{R}^d\) is the unique solution of the linearised Cauchy problem

\[
\begin{cases}
\partial_t w_\mu^h(t, x) = D_x v(t, \Phi_{(\tau + h, t)}[\mu](\cdot) \# \mu, \Phi_{(\tau + h, t)}[\mu](x)) w_\mu^h(t, x) \\
+ \int_{\mathbb{R}^d} D_x v(t, \Phi_{(\tau + h, t)}[\mu](\cdot) \# \mu, \Phi_{(\tau + h, t)}[\mu](x))(\Phi_{(\tau + h, t)}[\mu](y)) \left(D_x \Phi_{(\tau + h, t)}[\mu](y)(z - y) + w_\mu^h(t, y)\right) d\mu(y, z),
\end{cases}
\]

\[
w_\mu^h(\tau + h, x) = 0.
\]

Again, by invoking hypotheses (CE) (ii), (iii), (iv) and repeating the Grönwall-type estimates detailed above and in Appendix B while using the fact that elements of \(\mathcal{F}^*\) are uniform Lebesgue points of \(t \in [0, T] \mapsto D_x v(t, \cdot, \cdot)\) and \(t \in [0, T] \mapsto D_\mu v(t, \cdot, \cdot)(\cdot)\) by construction, it can further be proven that

\[
w_\mu^h(t, x) = w_\mu(t, x) + o_{\tau, t, x, K}(W_{2, \mu}(\mu, \nu) + h),
\]

43
with \( \sup_{(t,x)\in[0,T] \times K} |o_{\tau,t,x,K}(r)| = o_{\tau,K}(r) \) as \( r \to 0^+ \). Thus combining (A.25) and (A.26), we obtain
\[
\Phi_{(r+h,t)}[\mu](y) = \Phi_{(r+h,t)}[\mu](x) + D_s \Phi_{(r,t)}[\mu](x)(y-x) + w_{\mu}(t, x) + o_{r,t,h,x,K}(|x-y| + W_{2,\mu}(\mu, \nu) + h),
\]
where \( \sup_{(t,h,x)\in[0,T] \times (-\infty,T) \times K} |o_{\tau,t,h,x,K}(r)| = o_{\tau,K}(r) \) as \( r \to 0^+ \). Finally since \( \tau \in \mathcal{I} \) by assumption, it holds as a consequence of Proposition [A.6] that
\[
\Phi_{(r+h,t)}[\mu](x) = \Phi_{(r,t)}[\mu](x) + h\Psi_{\tau}(t, x) + o_{r,t,h,K}(h),
\]
with \( \sup_{(t,h,x)\in[0,T] \times K} |o_{r,t,h,K}(h)| = o_{\tau,K}(h) \) as \( h \to 0 \). Hence, by merging (A.27) and (A.28), we recover the full Taylor expansion (A.24), which concludes the proof of our corollary.

\[ B \quad \text{Proof of Theorem [A.5]} \]

In this section, we detail the proof of Theorem [A.5]. The latter is inspired by that of [19, Proposition 5], and is based on an application of the following parametrised version of Banach fixed point theorem.

**Theorem B.1** (Banach fixed point theorem with parameter). Let \( (\mathcal{I}, d) \) be a metric space, \( (X, \| \cdot \|_X) \) be a Banach space and \( \Lambda : \mathcal{I} \times X \to X \) be a continuous mapping. Moreover, suppose that there exists a constant \( \kappa \in (0,1) \) such that for every \( s \in \mathcal{I} \), it holds
\[
\|\Lambda(s, x) - \Lambda(s, y)\|_X \leq \kappa \|x - y\|_X,
\]
for all \( x, y \in X \). Then for any \( s \in \mathcal{I} \), there exists a unique \( x(s) \in X \) such that
\[
\Lambda(s, x(s)) = x(s).
\]
Moreover, the map \( s \in \mathcal{I} \mapsto x(s) \in X \) is continuous, and such that the following estimate holds
\[
\|x(s) - y(s)\| \leq \frac{1}{1-\kappa} \|x - y\|_X,
\]
for any \( x, y \in \mathcal{I} \times X \).

Before moving to the proof of Theorem [A.5], we derive three additional technical lemmas that will be useful in the sequel. Given \( \mu \in \mathcal{P}(K) \) and \( \tau \in [0,T) \), we will again use the condensed notation \( \mu(t) := \Phi_{(\tau,t)}[\mu](\cdot)_{\#\mu} \) for all times \( t \in [0,T) \), to lighten the computations throughout this section.

**Lemma B.2** (Integral of a small-o of the distance). Let \( K \subset \mathbb{R}^d \) be a compact set, \( \mu, \nu \in \mathcal{P}(K) \) be given, \( \mu \in \Gamma(\mu, \nu) \) and \( (x, y) \in \mathbb{R}^{2d} \mapsto o_{K}(|x - y|) \in \mathbb{R}_+ \) be a map in \( L^\infty(\mathbb{R}^{2d}, \mathbb{R}_+; \mu) \) such that
\[
\lim_{y \to x \atop y \in K} o_{K}(|x - y|) = 0,
\]
uniformly with respect to \( x \in K \). Then, the following integral estimate holds
\[
\int_{\mathbb{R}^{2d}} o_{K}(|x - y|) d\mu(x, y) = o_{K}(W_{2,\mu}(\mu, \nu)).
\]

**Proof.** By definition of the small-o, the requirement (B.2) can be written as follows: for any \( \epsilon > 0 \), there exists \( \eta > 0 \) such that for every \( x, y \in K \), we have \( o_{K}(|x - y|) \leq \epsilon |x - y| \) whenever \( |x - y| < \eta \). Let us fix such a pair \( \epsilon, \eta > 0 \), and observe that
\[
\int_{\mathbb{R}^{2d}} o_{K}(|x - y|) d\mu(x, y) = \int_{|x - y| < \eta} o_{K}(|x - y|) d\mu(x, y) + \int_{|x - y| \geq \eta} o_{K}(|x - y|) d\mu(x, y)
\]
\[
\leq \epsilon \int_{\mathbb{R}^{2d}} |x - y| d\mu(x, y) + C_{K,\mu}(\{ (x, y) \in \mathbb{R}^{2d} \text{ s.t. } |x - y| \geq \eta \}).
\]
where $C_K > 0$ is a constant which only depends on $K$. By Hölder’s inequality, one can estimate the first term in the right-hand side of (B.3) as

$$
\int_{\mathbb{R}^d} |x - y| d\mu(x, y) \leq \left( \int_{\mathbb{R}^d} |x - y|^2 d\mu(x, y) \right)^{1/2} = W_{2,\mu}(\mu, \nu). \tag{B.4}
$$

Concerning the second term in the right-hand side of (B.3), it holds by Chebyshev’s inequality

$$
\mu \left( \left\{ (x, y) \in \mathbb{R}^d \text{ s.t. } |x - y| \geq \eta \right\} \right) \leq \frac{1}{\eta^2} \int_{|x - y| \geq \eta} |x - y|^2 d\mu(x, y) \leq \frac{1}{\eta^2} W_{2,\mu}^2(\mu, \nu). \tag{B.5}
$$

Whence, by plugging (B.4) and (B.5) into (B.3), we obtain

$$
\int_{\mathbb{R}^d} \alpha_K(|x - y|) d\mu(x, y) \leq c W_{2,\mu}(\mu, \nu) + \frac{C_K}{\eta^2} W_{2,\mu}^2(\mu, \nu).
$$

Thus for every $\epsilon' := 2\epsilon$, there exists $\eta' := \frac{\epsilon^2}{C_K} \epsilon$ such that $\int_{\mathbb{R}^d} \alpha_K(|x - y|) d\mu(x, y) \leq \epsilon' W_{2,\mu}(\mu, \nu)$ whenever $W_{2,\mu}(\mu, \nu) \leq \eta'$, which concludes the proof of our claim.

\textbf{Lemma B.3} (Uniform estimate on directional derivatives of non-local flows). Let $\mu, \nu \in \mathcal{P}(K)$, fix $\tau \in [0, T]$ and $\mu \in \Gamma(\mu, \nu)$. Then, the unique solution $w_{\mu}(\cdot, \cdot) \in C^0([0, T] \times K, \mathbb{R}^d)$ of the linearised Cauchy problem (A.11) satisfies

$$
||w_{\mu}(\cdot, \cdot)||_{C^0([0, T] \times K, \mathbb{R}^d)} \leq C_K W_{2,\mu}(\mu, \nu), \tag{B.6}
$$

for some constant $C_K > 0$, along with the integral estimate

$$
\int_{\mathbb{R}^d} |w_{\mu}(t,x) - w_{\mu}(t,y)| d\mu(x, y) \leq o_{\tau,t,K}(W_{2,\mu}(\mu, \nu)), \tag{B.7}
$$

where $\sup_{\tau \in [0, T]} o_{\tau,t,K}(W_{2,\mu}(\mu, \nu)) = o_K(W_{2,\mu}(\mu, \nu))$.

\textbf{Proof.} The estimate (B.6) can be obtained under hypotheses (CE) from a direct application of Grönwall’s Lemma to (A.11). By Theorem 2.13 there exists a compact set $K' \subset \mathbb{R}^d$ depending on $K$ such that $\text{supp}(\mu(t)) \subset K'$ and $\Phi(t, t)[\mu](x) \in K'$ for all $(t, x) \in [0, T] \times K$. Thus, given $x, y \in K$, it can be checked by inserting suitable crossed terms in the integral expression of (A.11) that

$$
|w_{\mu}(t,x) - w_{\mu}(t,y)|
\leq
\int_{\tau}^{t} l_K'(s) |w_{\mu}(s,x) - w_{\mu}(s,y)| ds
+ \left( \int_{\tau}^{t} \left| D_x v(s, \mu(s), \Phi(t,s)[\mu](x)) - D_x v(s, \mu(s), \Phi(t,s)[\mu](y)) \right| ds \right) \times C_K W_{2,\mu}(\mu, \nu)
+ \left( \int_{\tau}^{t} \max_{\sigma \in \mathcal{P}(K')} \left| D_\mu v(s, \sigma, \Phi(t,s)[\mu](\cdot)) - D_\mu v(s, \sigma, \Phi(t,s)[\mu](\cdot)) \right| ds \right)
\times \left( L_K' + C_K \right) W_{2,\mu}(\mu, \nu), \tag{B.8}
$$

where we used the notations

$$
l_K'(s) := \max_{\sigma \in \mathcal{P}(K')} \left| D_x v(s, \sigma, \cdot) \right|_{C^0(K', \mathbb{R}^d)}, \quad L_K' := \max_{\sigma \in \mathcal{P}(K')} \left| D_\mu \Phi(t,s)[\sigma](\cdot) \right|_{C^0([0, T] \times K', \mathbb{R}^d)}. \notag
$$

Moreover, observe that as a consequence of (CE) (iii), (iv), it holds

$$
\begin{align*}
\begin{cases}
|D_x v(s, \mu(s), \Phi(t,s)[\mu](x)) - D_x v(s, \mu(s), \Phi(t,s)[\mu](y))| &\leq o_{s,x,K}(1), \\
\max_{\sigma \in \mathcal{P}(K')} \left| D_\mu v(s, \sigma, \Phi(t,s)[\mu](\cdot)) - D_\mu v(s, \sigma, \Phi(t,s)[\mu](\cdot)) \right| &\leq o_{s,x,K}(1),
\end{cases}
\end{align*} \tag{B.9}
$$

where

$$
\int_{0}^{T} \sup_{x \in K} o_{s,x,K}(1) ds = o_K(1). \tag{B.10}
$$

\textbf{45}
as $y \to x$. Hence, we recover by applying Grönwall’s lemma to $[B.8]$ together with $[B.9]$ that

$$|w_\mu(t,x) - w_\mu(t,y)| \leq (L_K^2 + C_K) \exp(|t'|_{K} \int_{t}^{t'} \left|D_{t'}^{\nu} \Phi_{t'}^\nu(x)\right| dt') \left|\Theta_{t,K}^\nu \left(W_{2,t}(\mu, \nu)\right)\right|.$$ 

(B.11)

By integrating $[B.11]$ against $\mu$ and repeating the steps of the proof of Lemma $[B.2]$ we finally obtain

$$\int_{[0,T]} |w_\mu(t,x) - w_\mu(t,y)| \, d\mu(x,y) \leq \Theta_{t,K} \left(W_{2,t}(\mu, \nu)\right),$$

where $\sup_{t \in [0,T]} |\Theta_{t,K} \left(W_{2,t}(\mu, \nu)\right)| = \Theta_{t,K}$, which concludes our proof.

Building on these preliminary estimates, we can move on to the proof of Theorem $[A.3]$. The proof of this result is based on a classical strategy already explored in a simpler setting in $[19, \text{Proposition 5}]$, which is based on Theorem $[B.1]$. We start by showing that $\Theta_{t,K}$ has a unique solution. Let us fix $\tau \in [0,T]$, an arbitrary plan $\mu \in \Gamma(\mu, \nu)$ and consider the operator $\Theta_{t,K} : C^0([0,T] \times K, \mathbb{R}^d) \to C^0([0,T] \times K, \mathbb{R}^d)$ defined by

$$\Theta_{t,K}(w)(t,x) := \int_{\tau}^{t} D_x v(s, \mu(s), \Phi_{t,K}(\mu))(s,x) \, ds$$

$$+ \int_{\tau}^{t} \int_{[0,T]} D_x v(s, \mu(s), \Phi_{t,K}(\mu))(s,x) \left(\Phi_{t,K}(\mu)(y)(z-y) + w(s,y)\right) \, d\mu(x,y) \, ds,$$ 

for any $w \in C^0([0,T] \times K, \mathbb{R}^d)$ and all $(t,x) \in [0,T] \times K$, where we recall that $\mu(s) := \Phi_{t,K}(\mu)(\cdot)$. As a consequence of hypotheses $[CE]$ $(iii), (iv)$, there exist $L'_{K}(\cdot), L_{K}(\cdot) \in L^1([0,T], \mathbb{R}_+)$ such that

$$\max_{\sigma \in \mathcal{P}(K')} \left|D_x v(s, \sigma(x))\right|_{C^0(K, \mathbb{R}^d)} \leq L'_{K}(s)$$

for $L^1$-almost every $s \in [0,T]$, where $K' \subset \mathbb{R}^d$ is a compact set depending on $K$ such that $\text{supp}(\mu(t)) \subset K'$ and $\Phi_{t,K}(\mu)(x) \in K'$ for all $(t,x) \in [0,T] \times K$. Whence for all $w_1, w_2 \in C^0([0,T] \times K, \mathbb{R}^d)$, it holds for $t \in [\tau,T]$.

$$\left|\Theta_{t,K}(w_1)(t,x) - \Theta_{t,K}(w_2)(t,x)\right| \leq \int_{\tau}^{t} L_{K}(s) \max_{y \in K} \left|w_1(s,y) - w_2(s,y)\right| \, ds.$$ 

(B.13)

where $L_{K}(\cdot) := L'_{K}(\cdot) + L_{K}(\cdot)$, with a similar estimate for $t \in [0,\tau]$. We now consider the following weighted $C^0$-norm, defined by

$$\left|w(\cdot, \cdot)\right|_{C^0([\tau,T] \times K, \mathbb{R}^d)} := \max_{(t,x) \in [\tau,T] \times K} e^{-2 \int_{0}^{t} L_{K}(s) \, ds} \left|w(t,x)\right|,$$

and notice that it is equivalent to the usual $C^0$-norm over $[\tau,T] \times K$. Then, $[B.13]$ implies that

$$\left|\Theta_{t,K}(w_1)(t,x) - \Theta_{t,K}(w_2)(t,x)\right| \leq \left(\int_{\tau}^{t} L_{K}(s) e^{-2 \int_{t}^{s} L_{K}(\cdot) \, ds} \, ds\right) \left|w_1 - w_2\right|_{C^0([\tau,T] \times K, \mathbb{R}^d)}$$

$$= \frac{1}{2} \left(e^{-2 \int_{0}^{t} L_{K}(s) \, ds} - e^{-2 \int_{0}^{t} L_{K}(s) \, ds}\right) \left|w_1 - w_2\right|_{C^0([0,T] \times K, \mathbb{R}^d)};$$

for all times $t \in [\tau,T]$, which in turn yields for any $w_1, w_2 \in C^0([0,T] \times K, \mathbb{R}^d)$ that

$$\left|\Theta_{t,K}(w_1) - \Theta_{t,K}(w_2)\right|_{C^0([\tau,T] \times K, \mathbb{R}^d)} \leq \frac{1}{2} \left|w_1 - w_2\right|_{C^0([0,T] \times K, \mathbb{R}^d)}.$$

In a similar way, we show that the same inequality also holds when $[\tau,T]$ is replaced by $[0,\tau]$. Whence, the operator $\Theta_{t,K}(\cdot)$ is contracting with respect to $\left|\cdot\right|_{C^0([0,T] \times K, \mathbb{R}^d)}$, and by Theorem $[B.1]$ there exists a unique map $w_\mu \in C^0([0,T] \times K, \mathbb{R}^d)$ such that $\Theta_{t,K}(w_\mu) = w_\mu$, namely $w_\mu(\cdot, \cdot)$ is the unique solution of $[A.11]$. Recall also that by Lemma $[B.3]$ this mapping is such that

$$\left|w_\mu(\cdot, \cdot)\right|_{C^0([0,T] \times K, \mathbb{R}^d)} \leq C_{K} W_{2,t}(\mu, \nu),$$

(B.14)
for some constant $C_K > 0$, depending only on $K$.

Consider now the operator $\Lambda_\tau: \mathcal{P}(K) \times C^0([0,T] \times K, \mathbb{R}^d) \to C^0([0,T] \times K, \mathbb{R}^d)$, defined by

$$
\Lambda_\tau(\nu, \Phi)(t,x) := x + \int_0^t \nu(s, \Phi(s,\cdot)) \# \nu, \Phi(s, x) ds,
$$

for any $\nu \in \mathcal{P}(K)$ and all $\Phi \in C^0([0,T] \times K, \mathbb{R}^d)$. It can be checked that $\nu \mapsto \Lambda_\tau(\nu, \Phi)$ is continuous with respect to the $W_1$-metric for any $\Phi \in C^0([0,T] \times K, \mathbb{R}^d)$, and by repeating the same steps as above, it can also be proven that $\Phi \mapsto \Lambda_\tau(\nu, \Phi)$ is contracting with respect to $\|\cdot\|_{C^0([0,T] \times K, \mathbb{R}^d)}$ independently from $\nu \in \mathcal{P}(K)$. Whence, by Theorem [B.7], there exists for any $\nu \in \mathcal{P}(K)$ a unique continuous map $\Phi_{(\cdot,\cdot)}[\nu](\cdot) \in C^0([0,T] \times K, \mathbb{R}^d)$ such that

$$
\Lambda_\tau(\nu, \Phi_{(\cdot,\cdot)}[\nu])(\cdot) = \Phi_{(\cdot,\cdot)}[\nu](\cdot).
$$

Observing now that $\|\cdot\|_{C^0([0,T] \times K, \mathbb{R}^d)}$ is equivalent to the standard $C^0$-norm, there exists by (B.1) a constant $C_K > 0$ such that

$$
\|\Phi_{(\cdot,\cdot)}[\nu](\cdot) - \Phi_{(\cdot,\cdot)}[\mu](\cdot) - w_\mu(\cdot)\|_{C^0([0,T] \times K, \mathbb{R}^d)} \\
\leq C_K \left(\|\Lambda_\tau(\nu, \cdot) - \text{Id}\left(\Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(\cdot)\right)\|_{C^0([0,T] \times K, \mathbb{R}^d)} \right),
$$

for every $\nu \in \mathcal{P}(K)$. Hence, to complete the proof of Theorem A.5, there remains to show that the right-hand side of (B.16) is a $o_K(W_{2,\mu}(\mu, \nu))$.

Let $K' \subset \mathbb{R}^d$ be a compact set such that

$$
\Phi_{(\cdot,\cdot)}[\nu](x) + w_\mu(t, x) \in K',
$$

for any $\nu \in \mathcal{P}(K)$ and all $(t, x) \in [0,T] \times K$, and fix an element $z \in K'$. It then holds as a consequence of hypothesis [CE] (iv) together with Proposition 2.9 and Corollary 2.10 that

$$
v\left( s, (\Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(s, \cdot)) \# \nu, z \right) \\
v\left( s, (\Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(s, \cdot)) \circ \pi^2 \# \mu, z \right) \\
v(s, \mu(s), z) \\
+ \int_{\mathbb{R}^d} \text{D}v(s, \mu(s), z) \left( \Phi_{(\cdot,\cdot)}[\mu](x) \left( \Phi_{(\cdot,\cdot)}[\mu](y) + w_\mu(s, y) - \Phi_{(\cdot,\cdot)}[\mu](x) \right) \right) d\mu(x, y) \\
+ o_{r,s,z,K}(W_{2,\mu}(\mu(s), (\Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(s, \cdot)) \# \nu)),
$$

with $\int_0^T \sup_{(\tau,\sigma) \in [0,T] \times K'} |o_{r,s,z,K}(r)| ds = o_K(r)$ as $r \to 0^+$, and where we chose the particular test plans $\mu^s_\tau \in \mathcal{P}_c(\mathbb{R}^d)$ given by

$$
\mu^s_\tau := \left( \Phi_{(\cdot,\cdot)}[\mu] \circ \pi^1, \left( \Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(s, \cdot) \right) \circ \pi^2 \right) \# \mu.
$$

By the triangle inequality of the $L^2(\mathbb{R}^2, \mathbb{R}; \mu)$-norm together with the Lipschitz regularity of $x \in K \mapsto \Phi_{(\cdot,\cdot)}[\mu](x) \in \mathbb{R}^d$ and (B.14), it can be checked that

$$
W_{2,\mu}(\mu(s), (\Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(s, \cdot)) \# \nu) \leq \left( \sup_{t \in [0,T]} \text{Lip}(\Phi_{(\cdot,\cdot)}[\mu](\cdot); K) + C_K \right) W_{2,\mu}(\mu, \nu),
$$

for all times $s \in [0,T]$, which in turn allows us to recover the asymptotic estimate

$$
\int_0^T \sup_{(\tau,\sigma) \in [0,T] \times K'} o_{r,s,z,K}(W_{2,\mu}(\mu(s), (\Phi_{(\cdot,\cdot)}[\mu](\cdot) + w_\mu(s, \cdot)) \# \nu)) ds = o_K(W_{2,\mu}(\mu, \nu)).
$$

But this time with $\mathcal{L}_K(\cdot) := l_K(\cdot) + L_K(\cdot)$ being given by [CE] (ii).
By Lemma [B.3] above, it also holds

\[ \int_{\mathbb{R}^d} |w_\mu(s, y) - w_\mu(s, x)| \, d\mu(x, y) = o_{\tau, s, K}(W_{2, \mu}(\mu, \nu)), \]  

(B.19)

with \( \sup_{\tau, s \in [0, T]} |o_{\tau, s, K}(W_{2, \mu}(\mu, \nu))| = o_K(W_{2, \mu}(\mu, \nu)) \). In addition, by Proposition [A.3] observe that given \( x, y \in K \), one has for all \( s \in [\tau, t] \)

\[ \Phi_{(\tau, s)}[\mu](y) = \Phi_{(\tau, s)}[\mu](x) + D_x \Phi_{(\tau, s)}[\mu](x)(y - x) + o_{s, K}(|x - y|), \]  

(B.20)

where \( \sup_{\tau, s \in [0, T]} o_{s, K}(|x - y|) = o_K(|x - y|) \). This further implies by Lemma [A.1] and Lemma [B.2]

\[ \int_{\mathbb{R}^d} o_K(|x - y|) \, d\mu(x, y) = o_K(W_{2, \mu}(\mu, \nu)), \]  

(B.21)

since \( \mu, \nu \in \mathcal{P}(K) \). Thus, plugging (B.18), (B.19), (B.20) and (B.21) into (B.17) yields

\[ v(s, (\Phi_{(\tau, s)}[\mu](\cdot) + w_\mu(s, \cdot)) \# \nu, z) = v(s, \mu(s), z) + \int_{\mathbb{R}^d} D_\mu v(s, \mu(s), z) \left( \Phi_{(\tau, s)}[\mu](x) \right) \left( D_x \Phi_{(\tau, s)}[\mu](x)(y - x) + w_\mu(s, y) \right) \, d\mu(x, y) + o_{\tau, s, z, K}(W_{2, \mu}(\mu, \nu)). \]  

(B.22)

for \( \mathcal{L}^1 \)-almost every \( s \in [0, T] \) and any \( z \in K' \).

Now, fix \( z := \Phi_{(\tau, s)}[\mu](x) + W_{2, \mu}(s, x) \in K' \) for some \((s, x) \in [0, T] \times K \). Observe first that as a consequence of the continuity of \((\nu, x, y) \in \mathcal{P}(K') \times K' \times K' \mapsto D_\nu v(t, \nu, x)(y) \in \mathbb{R}^{d \times d} \) for \( \mathcal{L}^1 \)-almost every \( t \in [0, T] \) imposed in (CE) (iii), one has for \( \mathcal{L}^1 \)-almost every \( s \in [0, T] \)

\[ D_\mu v(s, \mu(s), \Phi_{(\tau, s)}[\mu](x) + w_\mu(s, x)) \left( \Phi_{(\tau, s)}[\mu](y) \right) = D_\mu v(s, \mu(s), \Phi_{(\tau, s)}[\mu](x)) \left( \Phi_{(\tau, s)}[\mu](y) \right) + o_{s, x, K}(1), \]  

(B.23)

with \( \int_0^T \sup_{x \in K} o_{s, x, K}(1) \, ds = o_K(1) \) as \( W_{2, \mu}(\mu, \nu) \) → 0⁺. Moreover by hypothesis (CE) (iii), the map \( x \in K' \mapsto v(t, \mu(t), x) \in \mathbb{R}^d \) is continuously differentiable, so that

\[ v\left(s, (s, \Phi_{(\tau, s)}[\mu](x) + w_\mu(s, x)) = v\left(s, \mu(s), \Phi_{(\tau, s)}[\mu](x) \right) + D_x v\left(s, (s, \Phi_{(\tau, s)}[\mu](x) \right) w_\mu(s, x) + o_{s, x, K}(W_{2, \mu}(\mu, \nu)), \]  

(B.24)

with \( \int_0^T \sup_{x \in K} o_{s, x, K}(W_{2, \mu}(\mu, \nu)) \, ds = o_K(W_{2, \mu}(\mu, \nu)) \), where we used (B.14). Whence, by merging (B.22), (B.23) and (B.24) and applying Lebesgue’s dominated convergence theorem, we recover

\[ \Lambda_\gamma(\nu, \Phi_{(\tau, s)}[\mu](\cdot) + w_\mu(\cdot, \cdot))(t, x) = x + \int_t^s v\left(s, (s, \Phi_{(\tau, s)}[\mu](x) \right) \, ds + \int_t^s D_x v\left(s, (s, \Phi_{(\tau, s)}[\mu](x) \right) w_\mu(s, x) \]

\[ + \int_{\mathbb{R}^d} D_\mu v\left(s, (s, \Phi_{(\tau, s)}[\mu](x) \right) \left( \Phi_{(\tau, s)}[\mu](y) \right) \left( D_x \Phi_{(\tau, s)}[\mu](y)(z - y) + w_\mu(s, y) \right) \, d\mu(y, z) \right) \, ds \]

\[ + o_{\tau, t, x, K}(W_{2, \mu}(\mu, \nu)), \]

with \( \sup_{(t,x) \in [0, T] \times [0, T] \times K} |o_{\tau, t, x, K}(W_{2, \mu}(\mu, \nu))| = o_K(W_{2, \mu}(\mu, \nu)) \), and where we used Lemma [B.2].

Recalling that \((t, x) \in [0, T] \times K \mapsto \Phi_{(\tau, t)}[\mu](x) \in \mathbb{R}^d \) is the unique solution of (11) and that \((t, x) \in [0, T] \times K \mapsto \nu(t, x) \in \mathbb{R}^d \) solves (A.11), we finally obtain that

\[ \| (\Lambda_\gamma(\nu, \cdot) - \text{Id}) \left( \Phi_{(\tau, \cdot)}[\mu](\cdot) + w_\mu(\cdot, \cdot) \right) \|_{C^0([0, T] \times K, \mathbb{R}^d)} \leq o_K(W_{2, \mu}(\mu, \nu)). \]

for all times \( \tau \in [0, T] \). Combining this last estimate with (B.16), we can therefore conclude

\[ \Phi_{(\tau, t)}[\nu](\cdot) = \Phi_{(\tau, t)}[\mu](\cdot) + w_\mu(t, \cdot) + o_{\tau, t, K}(W_{2, \mu}(\mu, \nu)), \]

with \( \sup_{\tau, t \in [0, T]} \| o_{\tau, t, K}(W_{2, \mu}(\mu, \nu)) \|_{C^0(K, \mathbb{R}^d)} = o_K(W_{2, \mu}(\mu, \nu)). \)
In this section, we detail the arguments subtending an estimate involved in the proof of Theorem \ref{thm_3.7} above, stating that there exists a constant $C_K > 0$ such that
\[
\int_{\mathbb{R}^d} \left| (1 - \lambda)x + \lambda \Phi^{u_{\mathbb{R}^d},\tau_2,\lambda}((1 - \lambda)x + \lambda y) \right| d\gamma(x, y) \\
\leq C_K \lambda (1 - \lambda) \left( |\tau_2 - \tau_1|^2 + W_2^2(\mu_1, \mu_2) \right) + \ell K \int_{\tau_3}^s W_1 \left( \tilde{\gamma}^{\lambda \rightarrow 2} - (\cdot), \Phi^{u_{\mathbb{R}^d},\tau_3,\lambda}((\cdot) \# \tilde{\gamma}^{\lambda \rightarrow 2}) \right) d\zeta,
\]
where all the relevant quantities are defined in Section \ref{sec_3.2}.

First, using (42), we derive the following ODE characterisation
\[
\Phi^{u_{\mathbb{R}^d},\tau_2,\lambda}\{y\}(\zeta) = y + \int_{\tau_2}^{\tau_1} u(v) \left( \zeta, \mu_2(\zeta), \mu_1(\zeta) \right) d\zeta,
\]
for the time-shifted flows, where we used the change of variable $\zeta := \tau_\lambda(\xi)$ to go from the first line to the second one. Thus as a consequence of \((\text{R})\) (ii), it holds for every $s \in [\tau_3, \tau_1]$ and any $x, y \in K$
\[
\left| (1 - \lambda)x + \lambda \Phi^{u_{\mathbb{R}^d},\tau_2,\lambda}\{y\}(\zeta) - \Phi^{u_{\mathbb{R}^d},\tau_3,\lambda}\{y\}(\zeta) \right| \\
\leq \int_{\tau_3}^{\tau_1} \left| v(t_{\lambda}^{-1}(\zeta), t_{\lambda}^{-1}(\zeta), u_1(\zeta), \Phi^{u_{\mathbb{R}^d},\tau_2,\lambda}\{y\}(\zeta)) \right| d\zeta,
\]
for every $s \in [\tau_3, \tau_1]$. Besides by Theorem \ref{thm_2.14} combined with \((\text{R})\) (i), it can be checked that $\tilde{\gamma}^{\lambda \rightarrow 2}$ is Lipschitz in the $W_1$-metric over $[\tau_2, \tau_1]$ with constant $m_r := (1 + 2R_r)m$, which implies
\[
\int_{\tau_3}^{\tau_1} W_1 \left( \tilde{\gamma}^{\lambda \rightarrow 2} - (\cdot), \Phi^{u_{\mathbb{R}^d},\tau_2,\lambda}((\cdot) \# \tilde{\gamma}^{\lambda \rightarrow 2}) \right) d\zeta \\
\leq (1 + 2R_r)m \int_{\tau_3}^{\tau_1} t_{\lambda}^{-1}(\zeta) - |\zeta| d\zeta + \int_{\tau_3}^{\tau_1} (1 - \lambda)W_2(\mu_1, \tilde{\mu}_2) d\zeta
\]
where we used the estimates of (38) and (C.3), along with the fact that $(\tilde{\gamma}^{\lambda \rightarrow 2}(\zeta))_{\lambda \in [0,1]}$ is a constant speed $W_2$-geodesic between $\mu_1$ and $\tilde{\mu}_2(\zeta)$ for every $\zeta \in [\tau_3, \tau_1]$. Finally by applying Grönwall's Lemma to the ODE characterisation (C.1) and using again \((\text{R})\) (i), one can show that
\[
\int_{\tau_3}^{\tau_1} (1 - \lambda)\left| \Phi^{u_{\mathbb{R}^d},\tau_2,\lambda}\{y\}(\zeta) - x \right| d\zeta \leq \lambda(1 - \lambda)|\tau_2 - \tau_1| \left( m|\tau_2 - \tau_1| + |x - y| \right) \exp(\ell K|\tau_2 - \tau_1|).
\]
holds for every $s \in [\tau_1, \tau_1]$ and every $x, y \in K$. Thus, by plugging (C.3), (C.4) and (C.5) into (C.2), integrating the resulting estimate against $\gamma \in \Gamma_{\nu}(\mu_1, \mu_2)$ while applying Fubini’s theorem and Grönwall’s lemma, we finally obtain

$$
\int_{\mathbb{R}^d} \left| (1 - \lambda)x + \lambda \Phi^u_{(\gamma_1, \gamma_2)}(\mu_2)(y) - \Phi^u_{(\gamma_1, \gamma_2)}((1 - \lambda)x + \lambda y) \right| d\gamma(x, y) \\
\leq C_K \lambda(1 - \lambda) \left| \tau_2 - \tau_1 \right|^2 + W_2^2(\mu_1, \mu_2) + \ell_K \int_{\tau_1}^{\tau_2} W_1 (\gamma_1^{\lambda^2}(\zeta), \Phi^u_{(\gamma_1, \gamma_2)}((1 - \lambda)x + \lambda y)) d\zeta,
$$

where $C_K > 0$ is a constant depending only on $m, \ell, T, R_r$.

**D Proof of Lemma 4.6**

In this section, we provide the proof of Lemma 4.6 above, which is a key step in the establishment of the sensitivity relation of Theorem 4.2.

**Proof of Lemma 4.6** We will only prove the statements for the map $H_1(\cdot)$, the arguments transposing almost verbatim to $H_2(\cdot)$. For the sake of readability, we will use the condensed notation

$$
\Phi^u_{(\tau, t)}(x) := \Phi^u_{(\tau, t)}(\tau^*(\tau))(x) \quad \text{and} \quad F_\tau(t, x, y) := D_x \Phi^u_{(\tau, t)}(x)(y - x) + w_{(\tau, t)}(t, x),
$$

for all $(t, x, y) \in [0, T] \times \text{supp}(\mu_{(\tau, t)})$. By Proposition A.4 and Theorem A.5, it can be checked that $t \in [0, T] \mapsto F_\tau(t, x, y) \in \mathbb{R}$ is the unique solution of the linearised Cauchy problem

$$
\begin{align*}
&\partial_t F_\tau(t, x, y) = D_x F_\tau(t, x, y) \\
&+ \int_{\mathbb{R}^d} D_y F_\tau(t, x, y) \Phi^u_{(\tau, t)}(x(t_1)) F_\tau(t, z_1, z_2) d\mu_{(\tau, z_1, z_2)}, \\
&F_\tau(\tau, x, y) = y - x.
\end{align*}
$$

Recalling that $\text{supp}(\mu_{(\tau, t)}) \subset \mathcal{K} \times \mathcal{K}$, there exist $R_F > 0$ and $m_F(\cdot) \in L^1([0, T], \mathbb{R}_+)$ such that

$$
|F_\tau(t, x, y)| \leq R_F \quad \text{and} \quad |F_\tau(t, x, y) - F_\tau(s, x, y)| \leq \int_s^t m_F(\zeta) d\zeta,
$$

for all times $0 \leq s \leq t \leq T$ and any $x, y \in \mathcal{K}$. Let us now fix $t \in [0, T]$, and observe that

$$
H_1(t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( r, F_\tau(t, x, y) \right) d\sigma^x(t)(r) d\gamma^y_\tau(x, y),
$$

by the construction of $\nu^x(\cdot)$ introduced in (68), which further yields

$$
|H_1(t) - H_1(s)| \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| r, F_\tau(t, x, y) - F_\tau(s, x, y) \right| d\sigma^x(t)(r) d\gamma^y_\tau(x, y)

+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| r, F_\tau(t, x, y) - F_\tau(s, x, y) \right| d\sigma^y_\tau(t)(r) d\gamma^x(t)(x, y)

\leq \int_s^t \left( R m_F(\zeta) + R_F m_F^p(\zeta) \right) d\zeta,
$$

for all times $0 \leq s \leq t \leq T$, with $R > 0$ and $m_F^p(\cdot) \in L^1([0, T], \mathbb{R}_+)$ being respectively defined as in steps 1 and 2 of the proof of Theorem 4.2 and where we used Kantorovich-Rubinstein’s duality formula (4). Thus, $H_1(\cdot) \in AC([0, T], \mathbb{R})$ and it is differentiable $\mathcal{L}^1$-almost everywhere.

Let $t \in [0, T]$ be a differentiability point of $H_1(\cdot)$. Using (D.3), we can compute by applying Lebesgue’s theorem for differentiating under the integral sign

$$
\frac{d}{dt} H_1(t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( r, \partial_t F_\tau(t, x, y) \right) d\sigma^x(t)(r) d\gamma^y_\tau(x, y)

+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( W_\tau(t, x, y), F_\tau(t, x, y) \right) d\sigma^x(t)(r) d\gamma^y_\tau(x, y),
$$

(4)
with $\mathcal{W}_x : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ being defined as in (13), and where we used the distributional characterisation (13) of the fact that $\sigma^*_x(\cdot)$ solves (17) for $\mu^*(T)$-almost every $x \in \mathbb{R}^d$. Observe now that as a consequence of (D.2), the first term in the right-hand side of (D.4) can be expressed as

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^d} \left< r, \partial_t \mathcal{F}_r(t, \Phi^{(T,r)}(x), y) \right> d\sigma^*_x(t)(r) d\gamma^T_{\tau}(x, y)$$

where we applied Fubini’s theorem and used the fact that $\sigma^*_x(\cdot)$ solves (D.4) for $\mu^*(T)$-almost every $x \in \mathbb{R}^d$. By linearity of the integral, the second term in the right-hand side of (D.5) can be rewritten as

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^d} \left< r, \int_{\mathbb{R}^2} D_\mu v\left(t, \mu^*(t), \Phi^{(T,\tau)}(x) \right) \left( \Phi^{(T,\tau)}_{r,t}(z_1) \right) \mathcal{F}_r(t, z_1, z_2) d\gamma_{\tau}(z_1, z_2) \right> d\sigma^*_x(t)(r) d\gamma^T_{\tau}(x, y).$$

By linearity of the integral, the second term in the right-hand side of (D.5) can be rewritten as

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^d} \left< r, \int_{\mathbb{R}^2} D_\mu v\left(t, \mu^*(t), \Phi^{(T,\tau)}(x) \right) \left( \Phi^{(T,\tau)}_{r,t}(z_1) \right) \mathcal{F}_r(t, z_1, z_2) d\gamma_{\tau}(z_1, z_2) \right> d\sigma^*_x(t)(r) d\gamma^T_{\tau}(x, y)$$

$$= \int_{\mathbb{R}^2} \left< \int_{\mathbb{R}^2} D_\mu v\left(t, \mu^*(t), \Phi^{(T,\tau)}(x) \right) \left( \Phi^{(T,\tau)}_{r,t}(z_1) \right) r d\mu^*(t)(x, r) \right> \mathcal{F}_r(t, \Phi^{(T,\tau)}_{r,t}(z_1), z_2) d\gamma^T_{\tau}(x, y),$$

where we applied Fubini’s theorem and used the fact that $\nu^*_x(t) = \int_{\mathbb{R}^d} \sigma^*_x(t) d\mu^*(T)(x)$. By plugging (D.6) into (D.5) and recalling the analytical expression of $\mathcal{W}_x : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ given in (13), we conclude that

$$\frac{d}{dt} \mathcal{H}_1(t) = 0,$$

for $\mathcal{L}^1$-almost every $t \in [0,T]$, and the same analysis can be performed for $\mathcal{H}_2(\cdot)$. \hfill \Box
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