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Boundary layer formation in the quasigeostrophic model near

nonperiodic rough coasts

Gabriela López Ruiz

Abstract

We study the so-called homogeneous model of wind-driven ocean circulation or the single-layer
quasigeostrophic model. Our attention focuses on performing a complete asymptotic analysis that
highlights boundary layer formation along the coastal line. We assume rough coasts without any
particular structure, resulting in the study of a nonlinear PDE system for the western boundary layer
in an infinite domain. As a consequence, we look for the solution in nonlocalized Sobolev spaces.
Under this hypothesis, the eastern boundary layer exhibits a singular behavior at low frequencies far
from the rough boundary, leading to issues with convergence. The problem is tackled by imposing
ergodicity properties. We establish the well-posedness of the governing boundary layer equations and
the approximate solution. Our results generalize the ones of the paper by Bresch and Gérard-Varet
(Commun. Math. Phys. (1) 253: (2005), 81-119) in the context of periodic irregularities.

Keywords: Boundary layers, nonperiodic roughness, single layer quasi-geostrophic model,
approximate solution.

MSC: 35B25, 35B40, 35C20, 35Q35.

1 Introduction

This paper addresses roughness-induced effects on geophysical fluid motion in a context where small
irregularities have very little structure. In geophysics, this phenomenon is usual when looking at the
indentations on the bottom of the ocean and shores. The analysis will be conducted on the homogeneous
model of wind-driven ocean circulation, also known as the 2D quasigeostrophic model. In this case, the
input is the planetary wind-stress field over the ocean, while the output is the transport that takes place
into the mid-depth layer and is forced by the Ekman pumping, due to wind stress, above this layer.
Steady circulation is then maintained by bottom friction and lateral diffusion of relative vorticity.

The mathematical description of the model is as follows: let Ψ = Ψ(t,x) ∈ R be the stream function
associated to the two-dimensional velocity field u = (u1(t,x), u2(t,x))t. In a simply connected domain
Ωε ⊂ R2 to be described later on, the system reads


(
∂t +∇⊥Ψ · ∇

)
(∆Ψ + βy − Fr Ψ + ηB) + r∆Ψ = β curl τ + Re−1∆2Ψ,

Ψ|∂Ω =
∂Ψ

∂n
= 0,

Ψ|t=0 = Ψini,

(1.1)

where

• ∇⊥Ψ · ∇ is the transport operator by the two-dimensional flow;

• ∆Ψ is the vorticity, and r∆Ψ , r > 0, is the Ekman pumping term due to bottom friction;

• Fr is the Froude number due to the free surface ;

• β > 0 is a parameter characterizing the beta-plane approximation which results from linearizing
the Coriolis factor around a given latitude;

• ηB describes the variations of the bottom topography;

• β curl τ is the Ekman pumping term due to wind stress at the surface, where τ is a given stress
tensor; and,

• Re denotes the Reynolds number.
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Here, Ψini is chosen such that data is “well-prepared”, i.e., we need Ψini to converge at least in H1(Ωε)
to a function to be specified later on. For a formal derivation of the model (1.1) from the Navier–Stokes
equations, we refer the reader to [4] and [22]. If the basin is closed and if we assume that there is no
water outflow, then the flux corresponding to the horizontal velocity has to vanish at the boundary, from
which we have the homogeneous boundary condition Ψ|∂Ω = 0. Moreover, the presence of the diffusion
term Re−1∆2Ψ requires the no-slip boundary condition ∂Ψ

∂n = 0.

Under certain hypotheses (fast rotation, thin layer domain, small vertical viscosity) and proper scaling,
B. Desjardins and E. Grenier proved this model describes asymptotically a 2D fluid [9]. The authors
performed a complete boundary layer analysis of the model in the domain

Ω =
{

(x, y) ∈ R2 : χw(y) ≤ x ≤ χe(y), ymin ≤ y ≤ ymax
}
,

where χw and χe are smooth functions defined for y ∈ [ymin, ymax]. The forcing term τ was assumed
to be identically zero when y is in a neighborhood of ymin and ymax. This assumption is crucial to
avoid the strong singularities near the northern (max) and southern (min) ends of the domain, known
as geostrophic degeneracy [8].

In the context of ocean currents, the Rossby parameter β and Reynolds number are very high. A first
approximation of the solution confirms (1.1) is a singular perturbation problem and there is boundary
layer formation. These problems are often tackled by a multi-scale approach. Therefore, it is natural to
look for an approximate solution of (1.1) of the form

Ψε ∼ Ψint(t, x, y) + Ψbl(t, y,X(ε), Y (ε)),

where X(ε), Y (ε) are the boundary layer or fast variables.

Following this reasoning, Desjardins and Grenier derived the so-called Munk layers, responsible for the
western intensification of boundary currents. D. Bresch and D. Gérard-Varet [3] later generalized these
results for the case of rough shores with periodic roughness. In this case, the ocean basin was described
by a domain

Ωε =
{

(x, y) ∈ R2 : χw(y)− εγw(ε−1y) < x < χe(y) + εγe(ε
−1y), ymin ≤ y ≤ ymax

}
, (1.2)

where ε is a small positive parameter and γw, γe are regular and periodic functions describing the
roughness of the West and East coasts, respectively. Taking into account rough coastlines leads naturally
to additional mathematical difficulties. For example, the usual Munk system of ordinary differential
equations is replaced by elliptic quasilinear partial differential equations. Nevertheless, the periodicity
assumption on the structural properties of γe, γw simplifies the analysis of the existence and uniqueness
of the solutions.

A natural extension of this work would be dropping the periodicity assumption, since the geometry of the
boundary is not meant to follow a particular spatial pattern. Our goal is to study the asymptotic behavior
of problem (1.1) when functions γe, γw are arbitrary, therefore generalizing the results of [3].

We are able to show three main results:

1. The western boundary profiles are well-defined and decay exponentially far from the boundary (cf.
Theorem 1).

2. In the eastern boundary layer profiles, three components with different asymptotic behavior far
from the boundary can be identified: one decaying exponentially, another converging to zero at a
polynomial rate, and a third one whose convergence is guaranteed adding ergodic properties. Their
well-posedness is completed by adding some constraints to the interior profile to ensure the validity
of the far-field condition (see Theorem 2.

3. Finally, we have Ψε −Ψε
app is o(ε) in a norm that will be specified later (cf. Theorem 3)

When the periodic roughness is no longer considered, the analysis, although possible, is much more
involved, as shown in [2, 6, 7, 12] in other contexts. We seek the solution of the boundary layer problem
in a space of infinite energy. In particular, we will be considering Kato spaces Hs

uloc (a definition is
provided in (2.11)). The use of such function spaces to mathematically describe fluid systems traces
back to [17, 18], in which existence is proven for weak solutions of the Navier-Stokes equations in R3

with initial data in L2
uloc. For other relevant works, see [7] and the references therein.

New difficulties arise in this context. First, due to the unboundedness of the boundary layer domains,
we deal here with only locally integrable functions, leading to a completely different treatment of the
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energy estimates and mathematical tools, such as Poincaré inequality are needed but are no longer
valid. Second, being typical for fourth-order problems, the equation lacks a maximum principle. Third,
as the roughness is nonperiodic, the boundary layer system is more complex. Indeed, the absence of
compactness both in the tangential and transverse variables and the presence of singularities at low
frequencies for the eastern boundary layer functions make proving convergence in a deterministic setting
extremely difficult. We, therefore, use the ergodic theorem to specify the behavior of the solution of the
eastern boundary layer far from the boundary and, later, to find the energy estimates in the analysis of
the quality of the approximation.

The rest of the paper is structured as follows. The following section contains a precise description of the
domain, some simplifying assumptions and the statements of the main mathematical results. Section 3
contains the assumptions made for constructing the profiles of the approximate solution and the detailed
derivation of the functions in the main order. In Section 4, we outline the general methodology to solve
linear and nonlinear/linearized problems characterizing the boundary layer functions. The existence,
uniqueness and asymptotic behavior of the first profile of the western boundary layer are discussed in
Section 5 for the linear case and Section 6, for the nonlinear and linearized systems. Section 8 focuses
on the boundary layer analysis in the east of region. Finally, Section 9 contains the construction of the
approximate solution and the study of its convergence to the solution of the original problem.

2 Preliminaries and main results

Before stating the main results, let us first state some hypotheses on the dimensionless problem (1.1).
We will assume there is no stratification, therefore, Fr = 0. Our study is solely focused on the effect of
rough shores on flow behavior, so the bottom topography parameter ηB is considered to be nil. Since for
a basin of 1000× 1000 km at a central latitude θ0 = 45◦N [10], we have that ηB + µ ∼ 1.0− 100, β ∼
103, and Re ∼ 1.6− 160, it is possible to consider r = 1 and Re = 1 to simplify the computations. Up
to minor changes, equivalent results can be obtained for arbitrary values of the Reynolds number and
r.

Let ε be the natural size of the boundary layers arising in this study, we consider β = ε−3. This choice of
scaling preserves the problem’s physical accuracy. Moreover, the size of the irregularities is also assumed
to be equal to ε. The last hypothesis is mainly of mathematical significance, since it allows for a richer
analysis due to the interaction of the linear and non-linear terms of the equation at the main order for
the boundary layer problem. Then, system (1.1) becomes

(
∂t +∇⊥Ψ · ∇

) (
∆Ψ + ε−3y

)
+ ∆Ψ = ε−3 curl τ + ∆2Ψ, in Ωε

Ψ|∂Ωε = ∂Ψ
∂n |∂Ωε = 0,

Ψ|t=0 = Ψini.
(2.1)

Here, we adopt the notation and terminology in [3]. The domain of problem (2.1) is defined as fol-
lows

Ωε = Ωεw ∪ Σw ∪ Ω ∪ Σe ∪ Ωεe.
• The “interior domain” is given by

Ω = {χw(y) ≤ x ≤ χe(y), y ∈ [ymin, ymax]} ,

where χw and χe are smooth functions defined for y ∈ [ymin, ymax].

• Σw = {(χw(y), y), y ∈ (ymin, ymax)} and Σe = {(χe(y), y), y ∈ (ymin, ymax)} are interfaces sepa-
rating the interior domain from the “rough shores”.

• Ωεw and Ωεe are the rough domains. The positive smooth functions γw = γw(Y ) and γe = γe(Y )
describe the irregularities. We set

Ωεw =
{

(x, y), 0 > x− χw(y) > −εγw(ε−1y)
}
, (2.2)

Ωεe =
{

(x, y), 0 < x− χe(y) < εγe(ε
−1y)

}
. (2.3)

The lateral boundaries are

Γεw = {
(
χw(y)− εγw(ε−1y), y

)
, y ∈ (ymin, ymax), }

Γεe = {
(
χe(y) + εγe(ε

−1y), y
)
, y ∈ (ymin, ymax)}.
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Figure 1: Domain Ωε

Let us introduce the notation nw and ne for the exterior unit normal vectors to the roughness
curves γw and γe.

Let T > 0, we assume that τ(t, x, y) ∈ L∞((0;T );Hs), for s large enough. We are actually studying
well-prepared data, as seen in [9]. In order to avoid steep singularities due to advection of vorticity when
approaching the northern and southern extremal points, we assume additionally the irrotational part
of the wind vanishes in their vicinity, see [8]. More precisely, we suppose that there exists λ > 0 such
that

curl τ = 0 for y ∈ [ymax − λ, ymax] ∪ [ymin, ymin + λ] . (2.4)

As pointed out in [9], problem (2.1) has a unique smooth solution Ψε for all ε > 0.

The approximate solution is sought in form of series in powers of the small parameter ε with coefficients
depending on the global variables t, x, y, and the microscopic variables Y = Y (y, ε), X = X(x, y, ε)

Ψε
app(t, x, y) ∼

∞∑
k=0

εk
(
Ψk
int(t, x, y) + Ψk

w (t, y,Xw, Y ) + Ψk
e (t, y,Xe, Y )

)
, (2.5)

where Ψk
int(t, x, y) correspond to the interior terms, while Ψk

w and Ψk
e refer to the corrector terms in the

western and eastern boundary layer, respectively. Such a series is substituted in the original problem
and a system of equations is obtained for each one of the profiles by equating to zero all coefficients
associated to powers of ε. Here, X and Y are the fast or microscopic variables which depend on the
small parameter. They are defined as follows:

Y = ε−1y, Xw = ε−1(x− χw(y)), Xe = ε−1(χe(y)− x),

where ωw and ωe are respectively the western and eastern boundary layer domains. The former is of the
form ωw = ω+

w ∪ σw ∪ ω−w , where

ω+
w = {Xw > 0, Y ∈ R} , σw = {Xw = 0, Y ∈ R}
ω−w = {−γw(Y ) < Xw < 0, Y ∈ R} . (2.6)

The domain ωe can be defined in a similar manner.

In a first approximation of the solution, we are confronted with coastal asymmetry: it is impossible to
obtain a solution in the eastern boundary layer domain satisfying all boundary conditions and decaying at
infinity due to the lack of enough roots with positive real part. A usual choice under these circumstances
is to consider that Ψint is tangent to the boundary Σe, which results in

Ψ0
int(t, x, y) = −

∫ χe(y)

x

curl τ(t, x′, y)dx′, (2.7)
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and Ψ0
e ≡ 0. Then, the key element in the construction of the approximate solution will be to determine

Ψ0
w which formally solves the problem

Qw(Ψ0
w,Ψ

0
w) + ∂XwΨ0

w −∆2
wΨ0

w = 0, in ω−w ∪ ω+
w[

Ψ0
w

] ∣∣
σw

= φ, (2.8)[
∂kXΨ0

w

] ∣∣
σw

= 0, k = 1, 2, 3,

Ψ0
w

∣∣
X=−γw(Y )

=
∂Ψ0

w

∂nw

∣∣
X=−γw(Y )

= 0.

Here, [·]
∣∣
X=X′

denotes the jump operator of the function f at X = X ′ and is defined as [f ]|X=X′ :=
f(X ′+, ·)− f(X ′−, ·). The jump of the function at the western boundary of the interior domain is given
by

φ(t, y) =

∫ χe(y)

χw(y)

curl τ(t, x′, y)dx′. (2.9)

Moreover, for αw = χ′w(y), the differential operators are given by

∇w = (∂Xw , ∂Y − αw∂Xw)t, ∇⊥w(y) = (αw∂Xw − ∂Y , ∂Xw)t,

consequently, ∆w and Qw are defined as follows

∆w = ∂2
Xw + (α∂Xw − ∂Y )

2
,

Qw(Ψ, Ψ̃) = ∇⊥w ·
((
∇⊥wΨ · ∇w

)
∇⊥wΨ̃

)
.

Note ∆w and ∆2
w are elliptic operators with respect to the variables Y et Xw. At the level of the

boundary layer, t and y behave as parameters.

Our first result is the existence and uniqueness of the solution for the boundary layer system (2.8). As
usual in the steady Navier–Stokes equations theory, the well-posedness is obtained under a smallness
hypothesis. The problem is defined in an unbounded set; therefore, we seek the solution in spaces of
uniformly locally integrable functions, also know in the literature as Kato spaces [14]. They include
a richer spectrum of functions, allowing for some singular behavior or non-decaying functions. Let us
briefly recall the definition:

Let θ ∈ C∞0 (Rd) be such that Suppθ ⊂ [−1, 1]d, θ ≡ 1 on [−1/4, 1/4]d, and∑
k∈Zd

τkθ(x) = 1, for all x ∈ Rd, (2.10)

where τk denotes the translation operator defined by τkf(x) = f(x − k). Then, for s ≥ 0, p ∈
[1,+∞),

Lpuloc(Rd) =

{
u ∈ Lploc(Rd) : sup

k∈Zd
‖(τkθ)u‖Lp(Rd)

}
,

Hs
uloc(Rd) =

{
u ∈ Hs

loc(Rd) : sup
k∈Zd
‖(τkθ)u‖Hs(Rd)

} (2.11)

We show the following:

Theorem 1. Let γw be a positive W 2,∞(R) function and ωw be defined as before. There exists a
constant δ0 > 0 such that if ‖φ‖∞ < δ0, problem (2.8) has a unique solution in H2

uloc(ωw) denoted by
Ψw. Moreover, for a certain constant δ > 0, it satisfies the estimate

‖eδXwΨw‖H2
uloc(ωw) ≤ C‖φ‖∞. (2.12)

This theorem generalizes the result of [3] for to the case of nonperiodic roughness. A remarkable feature
of this result is that exponential decay to zero persists, despite the arbitrary roughness, and without any
additional assumption on the function describing the irregular boundary.

Following the ideas in Masmoudi and Gérard-Varet [12], we look for the solution of (2.8) by introducing
a transparent boundary which divides the domain in two: a half-space and a bounded rough channel.
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Then, the problem is solved in each of the subdomains, and a pseudo-differential operator of Poincaré-
Steklov is used to relate the behavior of the solutions at both sides of the interface. When (2.8) is
considered linear, this last step can be done directly; otherwise, applying the implicit function theorem
is needed to join the solutions at the artificial boundary.

Once we have shown the above result on the western boundary layer, we construct the approximate
solution and analyze its closeness to the original problem. The error is computed by calculating the
following profiles in a systemic scheme (see Sections 3 and 9) and is pretty straightforward.

At order εn the interior profile satisfies Ψn
int = Cn(t, y) −

∫ χe(y)

x
Fn dx, where Fn depends on Ψj

int,
j ≤ n − 1. The value of Cn(t, y) will be specified later. Then, the n-th eastern boundary layer profile
meets the conditions

−∂XeΨn
e −∆2

eΨ
n
e = 0, in ω−e ∪ ω+

e

[Ψn
e ]
∣∣
σe

= −Cn(t, y),[
∂kXeΨ

n
e

] ∣∣
σe

= g̃k, k = 1, . . . , 3,

Ψn
e

∣∣
Xe=−γe(Y )

=
∂Ψn

e

∂ne

∣∣
Xe=−γe(Y )

= 0,

(2.13)

where g̃k ∈ L∞, the domain is given by

ω+
e = {Xe > 0, Y ∈ R} , σe = {Xe = 0, Y ∈ R}
ω−e = {−γe(Y ) < Xe < 0, Y ∈ R} , (2.14)

and the differential operators are defined as follows for αe = χ′e(y):

∇e = (∂Xe ,−αe∂Xe − ∂Y ) , ∇⊥e = (∂Y + αe∂Xe , ∂Xe) , (2.15)

∆e = ∂2
Xe + (α∂Xe + ∂Y )

2
, Qe(Ψ, Ψ̃) = ∇⊥e ·

((
∇⊥e Ψ · ∇e

)
∇⊥e Ψ̃

)
.

Note that the main equation in (2.13) is elliptic with respect to Xe and Y ; t and y are considered
parameters. Although the analysis of the well-posedness of (2.13) is similar to one described for the
western boundary layer, additional issues arise concerning the convergence of Ψn

e when ε → 0. Indeed,
the analysis of the problem (2.13) in the half-space reveals the lack of spectral gap, which prevents the
decay far from the boundary, see Section 8.1. To guarantee the convergence of the eastern boundary
layer profile when Xe →∞ some probabilistic assumptions are needed (ergodic properties).

Let ε > 0 and (P,Π, µ) be a probability space. For instance, P could be considered as the set of K-
Lipschitz functions, with K > 0; Π the borelian σ-algebra of P , seen as a subset of Cb(R2;R) and µ a the
probability measure preserved by the translation group (τY ) acting on P . Then, the eastern boundary
layer domain can be described as follows for m ∈ P :

ωe(m) =
{

(Xe, Y ) ∈ R2 : Xe > −γe(m,Y )
}
,

where ωe(m) = ω+
e (m) ∪ σe ∪ ω−e (m) and ω±e (m) = ωe(m) ∩ {±X > 0}. Here γe are homogeneous and

measure-preserving random process.

In this context, we are able to distinguish three components of Ψn
e with different asymptotic behavior

far from the boundary for which we have obtained the following result:

Theorem 2. Let ωe a domain defined as before and γe an ergodic stationary random process, K-Lipschitz
almost surely, for some K > 0. Let g̃k ∈ L∞(R+× [ymin, ymax]×R), k = 1, 2, 3, then there exist a unique
measurable map Cn(t, y) such that problem (2.13) has a unique solution Ψn

e = Ψn
exp + Ψn

alg + Ψn
erg where

1.
∥∥Ψn

erg

∥∥
Lq(ω+

e )
−−−−−−→
Xe→+∞

0, locally uniformly in Y , almost surely and in Lq(P ) for all finite q,

2. there exist constants δ, C > 0 such that

‖eδXeΨn
exp‖L∞(ω+

e ) ≤ C

(
3∑
k=1

‖g̃k‖L∞ + ‖Cn‖∞

)
, (2.16)

3. there exists a constant C > 0 such that

‖(1 +Xe)
1/4Ψn

alg‖L∞(ω+
e ) ≤ C

(
3∑
k=1

‖g̃k‖L∞ + ‖Cn‖∞

)
. (2.17)
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Moreover, Ψe satisfies

‖Ψn
e ‖H2

uloc(ωe) < +∞, almost surely. (2.18)

The proof of the above result also relies on the use of wall laws and follows the same ideas of Theorem
1 for the western boundary layer. First, we apply Fourier analysis to problem (2.13) in the half-space,
which hints directly to the singular behavior at low frequencies far from the boundary. We show that
the properties involving Ψn

exp and Ψn
alg in Theorem 2 remain true in a deterministic setting by following

the same ideas used for the western boundary layer. Only the convergence of Ψn
erg is shown using

the ergodic theorem. Then, we define the associated Poincaré-Steklov operator for boundary data in

H
3/2
uloc(R) × H1/2

uloc(R). Finally, we look for the solution of a problem equivalent to (2.13) defined in a
domain in which a transparent boundary condition is prescribed. For the equivalent system, we derive
energy estimates in H2

uloc which are then used to prove existence and uniqueness of the solution.

The eastern boundary layer not converging to zero or not doing it fast enough at infinity poses an issue
when solving the problem at Ψn

w. In particular, the terms Ψn
alg and Ψn

erg influence the western boundary
layer mainly through the nonlinear term. Adding ad hoc correctors allows us to show the following
results for Ψε −Ψε

app.

Theorem 3. Let Ψε be the solution of problem (2.1) and Ψε
app defined as in (2.5). Moreover, let Ψε

ini

be such that Ψε
ini|Ωε = ∂nΨε

ini = 0 and ‖Ψε
ini − Ψε

app|t=0‖H1(Ωε) → 0. There exists C∞, such that if
‖curl τ‖∞ < C∞, then

‖Ψε −Ψε
app‖L2(0,T ;H2(Ωε) + ‖Ψε −Ψε

app‖L∞(0,T ;H1(Ωε) → 0 as ε→ 0, almost surely. (2.19)

In the periodic setting, for which the boundary layer profiles decay exponentially when ε goes to zero,
the bound becomes O(ε1/2) for the H1 estimate (see [3]). In this general setting, the convergence rate
is limited by the behavior of eastern boundary layer profiles. Indeed, the lack of spectral gap requires
the use of average information to guarantee the convergence of this profile far for the eastern boundary.
Consequently, the convergence of Ψerg and, therefore, of Ψe, can be arbitrarily slow and influence the
asymptotics of Ψε

app.

The convergence result in Theorem 9 is obtained by computing energy estimates on Ψε−Ψε
app. The accu-

racy of the estimates depends greatly on each element in the approximate solution, their interactions and
contributions. Each component needs to be smooth enough, with proper controls on the corresponding
derivatives.

Plan of the paper. The article is organized as follows. The following section is devoted to the formal
construction of the approximate solution. In particular, we present modeling assumptions and discuss
in detail the computation of the first profiles. Then, in Section 4, we briefly sketch the methodology of
proof of existence and uniqueness of linear, nonlinear, and quasi-linear problems describing the behavior
of the boundary layer in a rough domain. The main focus of Section 5 is establishing the well-posedness
of the linear problem describing the behavior of the western boundary layer. These results are essential
to the subsequent proof of Theorem 1. In Section 6, the existence and uniqueness of the solution of
the boundary layer system (2.8) are shown for the case when φ is a given boundary data, with no
decay tangentially to the boundary (Theorem 1). To complete the analysis at the western boundary
layer domain, we examine the problem driving the subsequent profiles of the western boundary layer
in Section 7. Then, Section 8 focuses on the analysis of the singular behavior of the eastern boundary
layer (2.13) which is summarized in Theorem 2. The final section aims to assess the quality of our
approximation by estimating the different contributions to the error term of each one of the elements in
the approximate solution. The latter is then used to prove the convergence result in Theorem 3.

3 Formal asymptotic expansion and first profiles

In this section, we construct the approximate solution Ψε
app for the singularly perturbed problem (2.1)

employing a matched asymptotic expansion. Inner and outer expansions (boundary layers) are deter-
mined in the interior and the rough shores domain. Then, matching conditions at the interface are
imposed to obtain an approximate global solution.
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Let X and Y define the local variables obtained after scaling: Y = y/ε while Xw = x−χw(y)
ε , Xe =

χe(y)−x
ε . We seek for an approximate solution of (2.1) of the form

Ψε
app(t, x, y) =

N∑
i=0

εi
(
Ψi
int(t, x, y) + Ψi

w (t, y,Xw, Y ) + Ψi
e (t, y,Xe, Y )

)
+O(εN+1), (3.1)

where Ψi
int(t, x, y) correspond to the interior terms, while Ψi

w and Ψi
e denote the western and eastern

boundary layer profiles. Without loss of generality, we assume that the interior terms are zero outside
Ω̄.

Since the boundary layer terms are expected not to have an effect far from the boundaries, we as-
sume

Ψi
e −→
Xe→∞

0, Ψi
w −→
Xw→∞

0. (3.2)

The approximate solution must additionally satisfy the boundary condition Ψε
app = 0 at ∂Ωε. Thus, we

have
Ψi
w

∣∣∣
Xw=−γw(Y )

= 0, Ψi
e

∣∣∣
Xe=−γe(Y )

= 0 (3.3)

From the homogeneous Neumann condition, we obtain the following conditions on the boundary layer
profile:

∂Ψi
w

∂nw

∣∣∣
X=−γw(Y )

= 0,
∂Ψi

e

∂ne

∣∣∣
X=γe(Y )

= 0. (3.4)

There is no loss of generality in assuming Ψi
w|Ωεe = 0 and Ψi

e|Ωεw = 0. This condition directly gives (3.3)
and (3.4).

Additional conditions are needed at the interfaces separating the interior domain and the boundary layer
domains to guarantee the existence of the derivatives in the weak sense over the whole domain. Since
the interior terms are zero outside Ω, they create discontinuities at the interfaces Σw and Σe. Then,
boundary layer terms are added to cancel such discontinuities; see for instance [11, 13]. To guarantee
the approximation is regular enough, we impose the condition:[

∂kXΨε
app

] ∣∣
Σw∪Σe

= 0, k = 0, . . . , 3. (3.5)

We have the following jump conditions on the boundary layer terms:[
Ψi
w(·)

] ∣∣
σw

= −Ψi
int(·)

∣∣
x=χw(y)

−
[
Ψi
e(·)
] ∣∣
σw
,
[
Ψi
e(·)
] ∣∣
σe

= −Ψi
int(·)

∣∣
x=χe(y)

−
[
Ψi
w(·)

] ∣∣
σe
, (3.6)

and [
∂kXΨi

w(·)
] ∣∣
σw

= f i,kw ,
[
∂kXΨi

e(·)
] ∣∣
σe

= f i,ke , (3.7)

where the f i,kw , k = 1, 2, 3, depends on the Ψj
int and Ψe

j , j ≤ i. Here, f i,ke is chosen to be independent of
Ψw
j , while still relying on the behavior of the interior profiles.

Plugging (3.1) into (2.1), and equating all terms of the same order in powers of ε provide a family of
mathematical systems establishing the behavior of each one of the profiles in the ansatz.

To facilitate the comprehension, we compute some terms of the approximation Ψε
app. We are particularly

interested in the ones corresponding to i ∈ {0, 1}.
When i = 0, we obtain in the interior of the domain the so-called Sverdrup relation:

∂xΨ0
int = curl τ, (3.8)

for which only one boundary condition can be prescribed, either on Σe or on the Σw.

Remark 3.1. In the non-rough case, the boundary layer problems are described by linear ODEs. Mainly,
we have

− ∂XΨe − (1 + α2
e)

2∂4
XΨe = 0, (3.9)

and
∂XΨw − (1 + α2

w)2∂4
XΨw = 0.

Notice that there is an asymmetry between the coasts (see [9, 22]). Indeed, only one boundary condition
can be lifted on the east boundary since there is only one root with non-negative real part, whereas
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the space of admissible (localized) boundary corrections is of dimension two on the western boundary.
Consequently, Ψe must vanish at first order on the East coast, leaving the solution on the boundary layer
at Γe to correct the trace of ∂nΨe. This phenomenon is still present in the rough case.

Since the eastern cannot bear a large boundary layer, see Remark 3.1, it is frequent in the literature to
choose Ψ0

int tangent to the boundary Σe, see for example [3, 9]. Hence, we take

Ψint(t, x, y) =

{
−
∫ χe(y)

x
curl τ(t, x′, y)dx′ in Ω,

0 in Ωε \ Ω.
(3.10)

and consequently, at order ε−4, the eastern boundary layer profile is Ψ0
e ≡ 0. At the West, we have the

following system

Qw(Ψ0
w,Ψ

0
w) + ∂XwΨ0

w −∆2
wΨ0

w = 0, in ω+
w ∪ ω−w (3.11a)[

Ψ0
w

] ∣∣
σw

= −
[
Ψ0
int

] ∣∣
Σw
, (3.11b)[

∂kXwΨ0
w

] ∣∣
σw

= 0, k = 1, . . . , 3, (3.11c)

Ψ0
w

∣∣
Xw=−γw(Y )

= 0,
∂Ψ0

w

∂nw

∣∣
Xw=−γw(Y )

= 0, (3.11d)

Ψ0
w −→ 0 when Xw → +∞, (3.11e)

Henceforth, the jump condition(3.11) is described by a function φ defined as follows

φ =

∫ χe(y)

χw(y)

curl τ(t, x′, y)dx′, (3.12)

which is a direct result of (3.10).

It remains to prove the well-posedness of the nonlinear problem (3.11). Since it is quite technical, we
address the matter later in Section 6. This step concludes the computations in the main order.

Now, let us compute the next step in the asymptotic expansion. Similarly to the first interior profile,
Ψ1
int follows the equation

∂xΨ1
int = 0, (3.13)

hence, Ψ1
int(t, x, y) = C1(t, y). The lack of source term is related to the factor ε−3 multiplying ∂xΨ in

(2.1). Accordingly, the equation driving the behavior of the interior profile becomes nonhomogeneous
when i ≥ 3.

At order ε−3, the eastern boundary layer function is described by the equations

−∂XeΨ1
e −∆2

eΨ
1
e = 0, in ω+

e ∪ ω−e ,[
Ψ1
e

] ∣∣
σe

= −
[
Ψ1
int

] ∣∣
Σe
,[

∂kXeΨ
1
e

] ∣∣
σe

= 0, k = 1, . . . , 3,

Ψ1
e

∣∣
Xe=−γe(Y )

= 0,
∂Ψ1

e

∂ne

∣∣
Xe=−γe(Y )

= 0,

Ψ1
e −→ 0 when Xe → +∞.

(3.14)

The space of admissible boundary corrections at the rough eastern domain remains insufficient to satisfy
simultaneously the boundary conditions and the one at infinity. Beyond imposing conditions on Ψ1

int,
ergodicity assumptions will be needed to guarantee the existence of a solution Ψ1

e of (3.14). This question
is the main focus of Section 8.

In the western boundary layer domain, Ψ1
w satisfies the following system

Qw(Ψ0
w,Ψ

1
w) +Qw(Ψ1

w,Ψ
0
w) + ∂XwΨ1

w −∆2
wΨ1

w = F 1, in ω+
w ∪ ω−w ,[

Ψ1
w

] ∣∣
σw

= −
[
Ψ1
int

] ∣∣
Σw
−
[
Ψ1
e

] ∣∣
σw
,[

∂XwΨ1
w

] ∣∣
σw

= −
[
∂xΨ1

int

] ∣∣
Σw
,[

∂kXwΨ1
w

] ∣∣
σw

= 0, k = 2, 3,

Ψ1
w

∣∣
Xw=−γw(Y )

= 0,
∂Ψ1

w

∂nw

∣∣
Xw=−γw(Y )

= 0,

Ψ1
w −→ 0 when Xw → +∞,

(3.15)
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where F 1 = −(∇Ψ0
int ·∇w)∆Ψ0

w. The existence of a solution of problem (3.15) can be shown by following
the same reasoning used for Ψ0

w (see Section 7).

In the next section, we provide a formal method of proof of well-posedness for the problems previously
mentioned with its core ideas and some general computations.

4 Existence and uniqueness of the solution of an elliptical problem in a rough
domain: methodology

In hopes of facilitating the comprehension of this work, we describe a general method to prove the
existence and uniqueness of the solution of a general problem encompassing all the possible behaviors
within the boundary layer; in particular, the nonlinear and linearized western boundary layer systems
and the linear eastern boundary layer equations. For α ∈ R, we start with elliptic differential systems of
the form

Lα(Ψ) +Qα(Ψ, Ψ̃) = F, (4.1)

where F is a regular enough source term with sufficient decay at infinity, Lα is a fourth order elliptic
linear differential operator and Qα is the nonlinear/quasilinear part of the equation. Let us consider for
a fixed α ∈ R

Lα(Ψ) = ±∂XΨ−∆2
αΨ

Qα(Ψ̄,Ψ) =
j

2

(
(∇⊥α Ψ̄ · ∇α)∆αΨ + (∇⊥αΨ · ∇α)∆αΨ̄

)
for j ∈ {0, 1, 2}, and

∇α = (±∂X , ∂Y ∓ α∂X), ∇⊥α = (−∂Y ± α∂X ,±∂X)

∆α = ∇α · ∇α = ∂2
X + (∂Y ∓ α∂X)2, ∆2

α = ∆α∆α =
(
∂2
X + (∂Y ∓ α∂X)2

)2
.

In the definition of Lα, the factor multiplying ∂X is linked to the definition of the local variables provided
in Section 3: positive for the western boundary layer and negative in the eastern boundary layer domain.
Moreover, α corresponds to the derivative of the function describing the interface between the interior
and rough domain (namely χ′(y)), and, therefore, different on each side.

Let us suppose that equation (4.1) holds in a domain ω = ω+ ∪ σ ∪ ω−, where

ω+ = {X > 0, Y ∈ R} , σ = {X = 0, Y ∈ R}
ω− = {−γ(Y ) < X < 0, Y ∈ R} ,

and γ is a positive Lipschitz function such that inf γ > 0. Problem (4.1) is supplemented with the
following jump and boundary conditions:[

∂kXΨ
] ∣∣
σ

= gk, k = 0, . . . , 3,

Ψ
∣∣
X=−γ(Y )

=
∂Ψ

∂n

∣∣
X=−γ(Y )

= 0.
(4.2)

Here, n denotes the unit outward normal vector of γ and gk are smooth functions.

Let us point out some difficulties related to the proof of existence and uniqueness of the solution of
problem (4.1)-(4.2). First, we consider a domain ω that is not bounded in the tangential direction.
Moreover, functions gk do not decay as Y goes to infinity, so that standard energy estimates are inefficient.
As a consequence, only locally integrable functions are considered, which leads to a completely different
treatment of the energy estimates.

If the problem was set in ω−, with Dirichlet boundary conditions at {X = 0}, one could build a solution
Ψ adapting ideas of Ladyženskaya and Solonnikov for the case of Navier-Stokes flows in tubes [16].
The existence of the solution in [16] is proven using an a priori differential inequality on local energies.
Unfortunately, this method relies heavily on the bounded direction hypotheses to make possible the
application of the Poincaré inequality. Hence, this reasoning is not applicable in our setting.

Moreover, contrary to what happens for the Laplace equation, one cannot rely on maximum principles
to get an L∞ bound since we are dealing with a fourth-degree operator.
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This problem has been overcome in the literature for the Stokes boundary layer flow in [12] and, recently,
for highly rotating fluids in [6]. The main idea is to impose a so-called transparent boundary condition
when the variable in the normal direction is equal to a certain value M > 0, see Figure 2.

Figure 2: Boundary layer domain ω with an artificial boundary at X = M .

This transparent condition separates the original domain in two: a half-plane {X > M} and a bumped
region bounded in the tangential direction. The Dirichlet problem on the half-space {X > M} is solved
by means of Fourier analysis and pseudo-differential tools in Kato spaces. The problem on the bumped
sub-domain is not suitable for a similar treatment due to the nature of boundary and the fact that Kato
spaces are defined through truncations in space1. Nevertheless, it is now suitable for the application of
the Ladyženskaya and Solonnikov method [16]. The remaining step consists of connecting both solutions
on the artificial boundary.

4.1 Linear case.

If j = 0, the main steps of the proof are as follows:

(L1) Prove existence and uniqueness of a solution of the linear system in a half-space with boundary
data in H3/2(R)×H1/2(R). {

Lα(Ψ) = F, in X > M,
Ψ
∣∣
σM

= ψ0, ∂XΨ
∣∣
σM

= ψ1,
(4.3)

where σM = {X = M, Y ∈ R}. The solution is constructed by means of an integral representa-
tion using Fourier analysis. Indeed, we take the Fourier transform with respect to the tangential
variable Y and do a thorough analysis of the characteristic equation of the resulting problem. If
F 6= 0, we compute the fundamental solution using the Green function.

(L2) Extend this well-posedness result to boundary data in (ψ0, ψ1) ∈ H3/2
uloc(R)×H1/2

uloc(R) using ideas
in [6]. A priori estimates on a solution of (4.3) are established in this scenario.

(L3) Define the Poincaré-Steklov type operator for functions inH
3/2
uloc(R)×H1/2

uloc(R) using the information
recovered from the problem in the half-space {X > M} and extend the result to the case when the
boundary data belongs to a space of uniformly locally integrable functions. The Poincaré-Steklov
operator associated to Lα(Ψ) is a positive non-local boundary differential operator of the form

PSα : H
3/2
uloc(R)×H1/2

uloc(R) → H
−3/2
uloc (R)×H−1/2

uloc (R) (4.4)(
ψ0

ψ1

)
7→

(
(1 + α2)∆αΨ

∣∣
σM

−
[
(1 + α2)∂X ∓ 2α∂Y

]
∆αΨ± Ψ

2

∣∣∣
σM

)
=

(
Aα2 (ψ0, ψ1, F )
Aα3 (ψ0, ψ1, F )

)
where the form of the differential operators Aαi , i = 2, 3, depend greatly on the solution determined
in (L1) and is, therefore, particular to each case.

(L4) Define an equivalent problem in a domain with transparent boundary condition ωM = ω∪{X = M}
1Similar difficulties arise in [1] when studying water waves equations in locally uniform spaces.
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and then, solve the problem

Lα(Ψ−) = F, in ωb \ σM ,[
∂kXΨ−

] ∣∣
σ

= gk, k = 0, . . . , 3,

(1 + α2)∆αΨ−
∣∣
σM

= Aα2
(
Ψ−
∣∣
σM
, ∂XΨ−

∣∣
σM
, F
)
,

−
[
(1 + α2)∂X ∓ 2α∂Y

]
∆αΨ− ± Ψ−

2

∣∣∣
σM

= Aα3
(
Ψ−
∣∣
σM
, ∂XΨ−

∣∣
σM
, F
)
,

Ψ−
∣∣
X=−γ(Y )

=
∂Ψ−

∂n

∣∣∣
X=−γ(Y )

= 0,

(4.5)

where ωb refers to the rough “tubular” domain given by ωb = ωM \({X > M}×R) and Aαi , i = 2, 3
are the ones in (4.4). Note that for M = 0, ωb = ω−.

Proposition 4.1. Let γ ∈ W 2,∞(R) and gk ∈ L∞(R), for k = 1, . . . , 3. Assume that there exists
δ0 > 0 such that ‖gk‖∞ < δ0, for all k = 0, . . . , 3.

– Let Ψ be a solution of (4.1)-(4.2) in ω such that Ψ ∈ H2
uloc(ω). Then Ψ|ωM is a solution of

(4.5), and for X > M , Ψ solves (4.3), with ψ0 := Ψ|X=M ∈ H3/2
uloc(R) and ψ1 := ∂XΨ|X=M ∈

H
1/2
uloc(R).

– Conversely, let Ψ− ∈ H2
uloc(ωM ) be a solution of (4.5). Consider the solution Ψ+ ∈ H2

uloc(R2
+)

of (4.3). Setting

Ψ(X, ·) :=

{
Ψ−(X, ·) for −γ(·) < X < M,
Ψ+(X, ·) for X > M,

the function Ψ ∈ H2
loc(ω) is a solution of the problem (4.1)-(4.2).

(L5) Consequently, we focus our attention on the existence and uniqueness of solutions of the equiv-
alent problem (4.5). To simplify the presentation, we replace in this paragraph the functions

Aαi
(
Ψ−
∣∣
σM
,−∂XΨ−

∣∣
σM
, F
)

by ρi ∈ H3/2−i
uloc (R), i = 2, 3. In fact, the Poincaré-Steklov operator is

not local which hinders the application of the ideas in Ladyženskaya and Solonnikov [16], as seen
in [12] and [7]. We will address in this difficulty in Section 5.3. Showing the operators Aαi are well-
defined depends on the Fourier representation of the solutions in the half-space, and consequently,
on the definition of ∇α and the domain. We leave the detailed discussion of each case for later.
System (4.5) becomes

±∂XΨ− −∆2
αΨ− = F, in ωb \ σM ,[

∂kXΨ−
] ∣∣
σ

= gk, k = 0, . . . , 3,

(1 + α2)∆αΨ−
∣∣∣
σM

= ρ2,

−
[
(1 + α2)∂X ∓ 2α∂Y

]
∆αΨ− ∓ Ψ−

2

∣∣∣
σM

= ρ3,

Ψ−
∣∣
X=−γ(Y )

=
∂Ψ−

∂n

∣∣∣
X=−γ(Y )

= 0.

(4.6)

To facilitate the computations, we lift the conditions at the interface {X = 0} by introducing the
function

ΨL(X,Y ) := χ(X)

3∑
k=0

gk(Y )
Xk

k!
, (4.7)

where χ ∈ C∞0 (R) such that χ ≡ 1 near σ, and Suppχ ⊂ [0, M2 ]. Thus, ΨL ≡ 0 in ω− and in ω+

close to X = M . Additionally, it satisfies the jump conditions[
∂kXΨL

] ∣∣∣
σ

= gk, k = 0, . . . , 3.
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For Ψ̃ = Ψ− −ΨL, we have

±∂XΨ̃−∆2
αΨ̃ = FL, in ωb \ σM ,

(1 + α2)∆αΨ̃
∣∣∣
σM

= ρ2,

−
[
(1 + α2)∂X ∓ 2α∂Y

]
∆αΨ̃∓ Ψ̃

2

∣∣∣
σM

= ρ3,

Ψ̃
∣∣
X=−γ(Y )

=
∂Ψ̃

∂n

∣∣∣
X=−γ(Y )

= 0,

(4.8)

where the source term FL depends also on gk, k = 0, . . . , 3.

Since a priori estimates are needed, it is useful to write the weak formulation of (4.8).

Definition 4.1. Let V be the space of functions ϕ ∈ H2(ωb) such that Ψ̃
∣∣
Γ

= ∂nΨ̃
∣∣
Γ

= 0 and

Suppϕ is bounded. A function Ψ̃ ∈ H2
uloc(ωb) is a solution of (4.8) if it satisfies the homogeneous

conditions at the rough boundary, and if, for all ϕ ∈ V,

∓
∫
ωb
∂XΨ̃ϕ−

∫
ωb

∆αΨ̃∆αϕ (4.9)

=

∫
ωb
FLϕ−

∫
R

(
ρ3 ±

Ψ̃

2

)
ϕ
∣∣
X=M

dY −
∫
R
ρ2∂Xϕ

∣∣
X=M

dY.

Throughout this step, we will frequently be using the following technical lemma:

Lemma 4.1. Let U be a regular open set bounded at least in one direction. Then, for f ∈ H2(U)
there exists a constant C > 0 such that

‖f‖H2(U) ≤ C
(
‖f‖L2(U) + ‖∆αf‖L2(U)

)
. (4.10)

If the function satisfies additionally that f = ∂nf = 0 on some part of the boundary ∂U , the first
term on the right-hand side of (4.10) is not longer needed for the inequality to hold.

We refer to Appendix E for a proof. Note that a direct result from Lemma 4.1 is that controlling
the L2-norm of ∆αf immediately provides f ∈ H2(U). This property is easily generalized to Kato
spaces.

– Energy estimates for (4.8). We introduce, for all n ∈ N, k ∈ N

ωn := ωb ∩
{

(X,Y ) ∈ R2 : |Y | < n
}
, ωk+1,k = ωk+1 \ ωk,

σMn := {X = M, and |Y | < n, Y ∈ R} , σMk+1,k = σMk+1 \ σMk ,
Γn = {X = −γ(Y ), |Y | < n}.

(4.11)

We consider the system (4.8) in ωn

±∂XΨ̃n −∆2
αΨ̃n = FL

(1 + α2)∆αΨ̃n

∣∣∣
σM

= ρ2

−
[
(1 + α2)∂X ∓ 2∂Y

]
∆αΨ̃n ∓

Ψ̃n

2

∣∣∣∣
σM

= ρ3

Ψ̃n

∣∣
Γn

= ∂nΨ̃
∣∣
Γn

= 0.

In order to prove the existence of the solution of (4.5), we derive H2
uloc estimates on Ψn,

uniform with respect to n. Then, passing to the limit when n → +∞, we achieve our goal.
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Indeed, taking Ψ̃n as a test function in (4.9), we obtain

‖∆αΨ̃n‖2L2(ωn) = −
∫
ωn

FLΨ̃n +

∫
σMn

ρ3Ψ̃n +

∫
σMn

ρ2∂XΨ̃n

≤ C1

√
n

(
‖F‖L2

uloc(ωb)
+

3∑
k=0

‖gk‖L∞(R)

)
‖Ψ̃‖H2(ωn) (4.12)

+C2

√
n
(
‖ρ3‖L2

uloc(R)‖Ψ̃n

∣∣
σM
‖L2([−n,n]) (4.13)

+‖ρ2‖L2(ωn)‖∂XΨ̃n

∣∣
σM
‖L2(([−n,n])

)
,

using the Cauchy-Schwarz and Poincaré inequalities over ωn. Thus,

‖∆αΨ̃n‖2L2(ωn) ≤
(
δ + ‖F‖2L2

uloc(ωb)

)(
‖Ψ̃n|X=M‖2H1([−n,n]) + ‖Ψ‖2L2(ωn)

)
+ Cδn

(
3∑
k=0

‖gk‖2L∞(R) + ‖ρ2‖2L2
uloc(R) + ‖ρ3‖2L2

uloc(R)

)
(4.14)

Notice that the first term on the r.h.s of the previous inequality can be absorbed by the one
on the l.h.s for δ and F small enough. Then, using Poincaré inequality over the whole channel
yields

En :=

∫
ωb
|∆αΨ̃n|2 ≤

∫
ωn

|∆αΨ̃n|2 ≤ C0(g0, . . . , g3, ρ2, ρ3)n. (4.15)

where constant C0 depends on α and the size of the jumps and the values of the differential
operators at the artificial boundary, as seen in (4.14). The existence of Ψ̃n in H2(ωn) follows.

Therefore, we resort to performing energy estimates on the system (4.8), following the strategy
of Gérard-Varet and Masmoudi [12]. The idea is to use the quantity

Enk :=

∫
ωk

|∆αΨ̃n|2,

to derive an induction inequality on (Enk )k∈N, for all n ∈ N. Hence, we consider ϕ = χkΨ,
where χk ∈ C∞0 (R) is a cut-off function in the tangential variable such that Suppχk ⊂ [−k −
1, k + 1] and χn ≡ 1 on [−k, k] for k ∈ N. Since the problem is defined in a two-dimensional
domain, the support of ∇jχk, j = 1, . . . , 4, is included in the reunion of two intervals of size
1.

Let us explain the overall strategy. We shall first derive the following inequality for all k ∈
{1, . . . , n}

Enk ≤ C1

(
(Enk+1 − Enk ) +

(
3∑
k=0

‖gk‖2L∞(R) + ‖ρ2‖2Hm−1/2
uloc (R)

+ ‖ρ3‖2Hm−3/2
uloc (R)

)
(k + 1)

)
.

(4.16)
Here, C1 is a constant depending only on the characteristics of the domain.

Then, by backward induction on k, we deduce that

Enk ≤ Ck, ∀k ∈ {k0, . . . , n},

where k0 ∈ N is a large, but fixed integer (independent of n) and Enk0 is bounded uniformly

in n for a constant C depending on ωb, gk, k = 0, . . . , 3 and F . This provides the uniform
boundness for a maximal energy of size k0. Since the derivation of energy estimates is invariant
by translation on the tangential variable, we claim that

sup
a∈Ik0

∫
{(−1,M)×a}∩ ωb

|∆αΨ̃n|2 ≤ C. (4.17)

The set Ik0 contains all the intervals of length 2k0 in [−n, n] with extremities in Z. Con-
sequently, the uniform H2

uloc bound on Ψn is proved and an exact solution can be found by
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compactness. Indeed, by a diagonal argument, we can extract a subsequence (Ψ̃r(n))n∈N such
that

Ψ̃r(n) ⇀ Ψ weakly in H2(ωk),

Ψ̃r(n)

∣∣∣
σM

⇀ Ψ
∣∣∣
σM

weakly in H3/2(σMk ),

∂XΨ̃r(n)

∣∣∣
σM

⇀ ∂XΨ
∣∣∣
σM

weakly in H1/2(σMk ),

for all k ∈ N. Of course, Ψ̃ is a solution of (4.8), and, consequently, Ψ− ∈ H2
uloc(ωb) is solution

of system (4.5).

To lighten notations in the subsequent proof, we shall denote Ek instead of Enk .

– Deriving the inequality. This part contains the proof of (4.16). Taking χkΨ̃ as test function
in (4.9) provides the following expression for the l.h.s.

∓
∫
ωb
∂XΨ̃χkΨ̃−

∫
ωb

∆αΨ̃∆α(χkΨ̃) = ±1

2

∫
R
χkΨ2

∣∣
X=M

− Ek

− 2

∫
ωb

∆αΨ̃∇αχk · ∇αΨ̃−
∫
ωb

Ψ̃∆αΨ̃∂2
Y χk

−
∫
ωk+1\ωk

χk|∆αΨ̃|2.

(4.18)

For the third term, we simply use the Cauchy–Schwarz and Poincaré inequalities:

∣∣∣∣∫
ωb

∆αΨ̃∇αχk · ∇αΨ̃

∣∣∣∣ ≤ C
(∫

ωk+1,k

|∆αΨ̃|2
)1/2(∫

ωk+1,k

|∇αΨ̃|2
)1/2

≤ C(Ek+1 − Ek).

(4.19)
In the same fashion, we find that

∫
ωb

Ψ̃∆αΨ̃∂2
Y χk and

∫
ωk+1\ωk χk|∆αΨ̃|2 are also bounded

by C(Ek+1 − Ek).

Gathering all boundary terms stemming from the biharmonic operator and the first term in
the r.h.s. of (4.18) yields

−
∫
R
χk

(
ρ3Ψ̃

∣∣
X=M

+ ρ2∂XΨ̃
∣∣∣
X=M

)
.

The term above is bounded by

C
(
‖ρ2‖2L2

uloc
+ ‖ρ3‖2L2

uloc

)
(Ek+1 + (k + 1))

where C depends only on M , α and on ‖γ‖W 2,∞ . The computation of this bound relies on
the trace theorem and Young’s inequality.

We are left with∣∣∣∣∫
ωb
χkF

LΨ̃

∣∣∣∣ ≤ C

(
3∑
k=0

‖gk‖L∞(R)

)
E

1/2
k+1

√
k + 1 + ‖F‖L2

uloc(ωb)
E

1/2
k+1,

≤ Cν

(
3∑
k=0

‖gk‖2L∞(R)

)
(k + 1) + (ν + ‖F‖2L2

uloc(ωb))Ek+1.

Lastly, combining all the estimates and taking ν and ‖F‖2
L2

uloc(ωb)
small enough give

Ek ≤ C1 ((Ek+1 − Ek) + C2(k + 1)) ,

where C1 is a constant independent of k and

C2 := C2(g0, . . . , g3, ρ2, ρ3) =

(
3∑
k=0

‖gk‖2L∞(R) + ‖ρ2‖2Hm−1/2
uloc

+ ‖ρ3‖2Hm−3/2
uloc

)
. (4.20)
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– Induction. Our goal is to show from (4.16) that there exists k0 ∈ N \ {0}, C > 0 such that,
for all n ∈ N ∫

ωk0

|∆αΨ̃n|2 ≤ C. (4.21)

From (4.16), we claim that induction on n − k indicates there exists a positive constant C3

depending only on C0, C1 and C2 appearing respectively in (4.15) and (4.21), such that, for
all k > k0,

Ek ≤ C3C2(k + 1). (4.22)

Let us insist on the fact that C3 is independent of n, k and will be adjusted in the course of
the induction argument.

First, notice that thanks to (4.15), (4.22) is true for k = n once C3 > C0C
−1
2 , recalling that

Ψ̃n = 0 on ωb \ ωn. We then assume that (4.22) holds for n, n − 1, . . . , k + 1, where k is a
positive integer.

We prove (4.22) at rank k by contradiction. Assume that (4.22) does not hold at the rank k.
Then, the induction implies

Ek+1 − Ek < C3C2.

Since C0, C1 > 0 are fixed and depend on α and ‖γ‖W 2,∞ (see (4.15) for the definition of C0),
substituting the above inequality in (4.16) yields

C3C2(k + 1) < Ek ≤ C1C2C3 + C1C2(k + 1). (4.23)

Taking C3 ≥ 2C1 and plugging it in (4.23) results in a contradiction for k > k0, where
k0 = 2C1 +1. Therefore, (4.22) is true at the rank k > k0. Moreover, since Ek is an increasing
functional with respect to the value of k, we obtain that Ek is also bounded for k ≤ k0. It
follows from (4.22), choosing k = 2, that there exists a constant C > 0, depending only on
C0, C1, C2, C3, and therefore only on α, ‖γ‖L∞(R) and on the norms on gk, k = 0, . . . , 3 and
ρi, i = 2, 3, such that,

Ek0 ≤ Ek0+1 ≤ C(k0 + 1). (4.24)

Let us now consider the set Ik0 of all segments contained in {(M,Y ) : |Y | ≤ n} of length
2k0. As Ik0 is finite, there exists an interval a in Ik0 which maximizes{

‖Ψ̃n‖H2(ωa) : a ∈ Ik0
}
,

where ωa = {x ∈ ωb : Y ∈ a}. We then shift Ψ̃n in such a manner that a is centered at 0.
We call Ψ̄n the shifted function. It is still compactly supported, but in ω2n instead of ωn:∫

ω2n

|∆αΨ̄n|2 =

∫
ωn

|∆αΨ̃n|2 and

∫
ωk0

|∆αΨ̄n|2 =

∫
ωa

|∆αΨ̃n|2.

Analogously to Ek, we define Ēk. The arguments leading to the derivation of energy estimates
are invariant by horizontal translation, and all constants depend only on the parameter α and
the norms on gk, ρi, i = 2, 3, F and γ, so (4.24) still holds when Ek is replaced by Ēk. On the
other hand, Ēk0 maximizes ‖Ψ̄n‖2H2(ωa) on the set of intervals of length 2k0. This estimate
being uniform, we can take k0 large enough and obtain

sup
a∈Ik0

‖Ψ̃n‖H2(((0,−1)×a)∩ωb) <∞,

which means that Ψ̃n is uniformly bounded in H2(ωb).

– Uniqueness. To establish uniqueness, we consider Ψ = Ψ1 − Ψ2, where Ψi, i = 1, 2, are
solutions of the original problem. The goal is to show that the solution Ψ̃ of the following
problem is identically zero.

±∂XΨ−∆2
αΨ = 0 in ωb,

Ψ
∣∣
X=−γ(Y )

= ∂nΨ
∣∣
X=−γ(Y )

= 0,

(4.25)
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We proceed similarly as in the “existence part” by multiplying the equation in (4.25) by
Ψk = χkΨ and integrating over ωb. The resulting induction relation is

Ek ≤ C(Ek+1 − Ek).

Since Ek+1 −Ek is uniformly bounded in k, we obtain Ek ≤ C uniformly in k, meaning that
the difference between two solutions belongs to H2. Hence, we can multiply the equation on
Ψ by Ψ itself and integrate by parts, disregarding χk. This leads to

(1− Cδ0)

∫
ωb
|∆αΨ|2 ≤ 0,

which provides the uniqueness result when δ0 < C−1.

The values of ρ2 and ρ3 are later replaced by the corresponding non-local operators.

4.2 Nonlinear/ linearized problem.

If j ∈ {1, 2}, we proceed as follows:

(NL1) The well-posedness of the system on the half-space{
Lα(Ψ) +Qα(Ψ̄,Ψ) = F, in X > M,

Ψ
∣∣
σM

= ψ0, ∂XΨ
∣∣
σM

= ψ1,
(4.26)

for small enough but non-decaying boundary data ψ0 and ψ1 and source term F is shown by
combining estimates of the linear problem for a certain source function F̃ (steps (L1) and (L2))
with a fixed point argument. The problem is clearly nonlinear when Ψ̄ = Ψ. This corresponds to
the case when j = 1 and the solution is obtained under a smallness assumption by applying a fixed
point theorem in a space of exponentially decaying functions.

The linearized problem (j = 2), the solution Ψ is sought in a similar manner, with the particularity
of only assuming Ψ̄ is small enough.

(NL2) For any (ρ2, ρ3) ∈ H−1/2
uloc (R)×H−3/2

uloc (R) small enough, we introduce the function Ψ− satisfying
the following problem in the rough domain ωb = ω \ ({X > M} × R)

Lα(Ψ−) +Qα(Ψ̄−,Ψ−) = F, in ωb \ σM[
∂kXΨ−

] ∣∣
σ

= gk, k = 0, . . . , 3,

Ψ−
∣∣
X=−γ(Y )

=
∂Ψ−

∂n

∣∣
X=−γ(Y )

= 0,

A−i
(
Ψ−
∣∣
σM
, ∂XΨ−

∣∣
σM

)
= ρi, i = 2, 3.

(4.27)

Here, A2 and A3 are the second and third-degree components of the Poincaré-Steklov operator,
defined at the transparent boundary in the rough channel. The nonlinear/quasilinear nature of A3

depends on the choice of the function Ψ̄ since it contains the boundary terms stemming from Qα.

The proof of existence and uniqueness of the solution of (4.27) follows the same ideas of (L5). The
goal is to obtain uniform estimates on the quantity Ekn by means of backward induction and then
apply it to a translated channel to get a uniform local bound. The first obvious difference resides
naturally in the induction relation. Here, the inequality is

Enk ≤ C̃1(Enk+1 − Enk )3/2 + C1(Enk+1 − Enk ) + C2(k + 1), ∀k ∈ {1, . . . , n} , (4.28)

where C̃1 and C1 are constants depending only on the domain, while C2 is determined by the norms
of gk, k = 0, . . . , 3 and ρi, i = 2, 3. Relation (4.28) is obtained using a truncation over ωk and
energy estimates. The smallness assumption on the boundary data (resp. on Ψ̄) is essential in the
nonlinear (resp. linearized) case since it guarantees for the terms derived from Qα to be absorbed
by the truncated energy on the r.h.s. In particular, for the linearized case, we have that C̃1 = 0 in
(4.28).

(NL3) Then, we will introduce the solution Ψ+ of (4.26) with ψ0 = Ψ−
∣∣
X=M

and

ψ1 = ∂XΨ−
∣∣
X=M

and connect the solutions Ψ− and Ψ+ at the transparent boundary. The strategy
is to apply the implicit function theorem to a certain map

F := F(g0, . . . , g3, ρ2, ρ3),
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to find a solution of F = 0 in a neighborhood of zero. To do so, we first prove that F is a
C1 mapping in a neighborhood of the transparent boundary, which means, in turn, that higher
regularity of the solution is needed.

(NL4) Once the regularity estimates have been computed, we define the mapping F = (F1,F2), where

F1(g0, . . . , g3, ρ2, ρ3) = A2

(
Ψ+
∣∣
X=M

, ∂XΨ+
∣∣
X=M

, F
)
− ρ2,

F2(g0, . . . , g3, ρ2, ρ3) = A3

(
Ψ+
∣∣
X=M

, ∂XΨ+,
∣∣
X=M

, F
)
− ρ3.

(4.29)

The point will be to establish that for small enough gk, k = 0, . . . , 3 the system{
F1(g0, . . . , g3, ρ2, ρ3) = 0,
F2(g0, . . . , g3, ρ2, ρ3) = 0,

has a unique solution , provided that Fi(0, . . . , 0) = 0, for i = 1, 2. This result will be obtained via
the implicit function theorem. When verifying that dF(0, . . . , 0) is an isomorphism of Hm−1/2(R)×
Hm−3/2(R), we need that the only solution of the linear problem (4.1)-(4.2), when gk ≡ 0 for all
k is Ψ = 0. This shows once again how intrinsically connected the linear and nonlinear/linearized
problems are.

Therefore, the field Ψ defined by Ψ± on each side of the transparent condition will be a solution of
(4.1)-(4.2). The definitions of Ψ+ and tensors A±2 (·, ·, ·) and A±3 (·, ·, ·) provide that

[
∂kXΨ

] ∣∣
X=M

=
0, for k = 0, . . . , 3.

This section is a blueprint for the proofs in the remainder of the paper, and we will refer to it profusely.
Especially in the derivation of energy estimates, where only the terms different from the ones discussed
above will be presented.

5 Western boundary layer: the linear case

This section is devoted to showing the well-posedness of the western boundary layer problems in a
general regime. The western boundary layer plays a fundamental role in basin-scale wind-driven ocean
circulation, and it has been long studied in several theoretical works, e.g., [20, 24]. In idealized ocean
models with a flat bottom, this layer is required not only to balance the interior Sverdrup transport to
close the gyre circulation, but also to dissipate the vorticity imposed by the wind-stress curl [25].

Note that while the boundary layer functions depend on (t, y), these variables behave as parameters at
a microscopic scale. On that account, they will be omitted from the boundary layer functions to lighten
the notation when no confusion can arise.

We start by studying the linear problem

∂XwΨw −∆2
wΨw = 0, in ω+

w ∪ ω−[
∂kXwΨw

]
|Xw=0 = gk, k = 0, . . . , 3,

Ψw

∣∣
X=−γ(Y )

= 0,
∂Ψw

∂nw

∣∣
Xw=−γw(Y )

= 0,
(5.1)

where gk ∈ L∞(R), for all k = 0, . . . , 3.

Theorem 4. Let γw be a positive W 2,∞(R) function and ωw be defined as before. Let gk ∈ L∞(R),
for all k = 0, . . . , 3. Then, problem (5.1) has a unique solution Ψw in H2

uloc(ωw \ σw) and there exists
positive constants C, δ > 0 such that

‖eδXwΨw‖H2
uloc(ωw) ≤ C

3∑
k=0

‖gk‖L∞(R). (5.2)

The proof of well-posedness of Theorem 4 relies on the formulation of an equivalent system in a domain
where transparent boundary conditions have been added at Xw = M , M > 0. We will be following the
steps listed in Section 4.1 for the linear case.

First, we show some preliminary results on a problem in the half-space. Then, we define the pseudo-
differential operators of the Poincaré-Steklov type relating the solution in the half-space with the one
in the rough domain at the “transparent” interface. Finally, we restrict ourselves to the domain ωbw =
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ωw ∩ {X ≤ M} and solve an equivalent problem following the Ladyženskaya and Solonnikov method
[16].

Throughout this section, we write X instead of Xw since the analysis is only focused on the western
boundary layer; hence no confusion can arise.

5.1 The linear problem on the half-space

The main focus of this section is the analysis of the system

∂XΨw −∆2
wΨw = F, in R2

+

Ψw

∣∣
X=0

= ψ0, ∂XΨw

∣∣
X=0

= ψ1.
(5.3)

Here, F is a function decaying exponentially as Xw goes to infinity, and we have considered M = 0 to
facilitate the computations. The problem with a source term F is necessary for the subsequent study of
the nonlinear problem describing the western boundary layer.

Note that if Ψw is a solution of (5.3), Ψw(X−M,Y ) is solution of the problem defined on {X > M} with
M > 0 as a consequence of the equation being invariant with respect to translations on X. Functional
spaces of ψ0 and ψ1 are provided in the following theorem, which summarizes the main result of the
section.

Theorem 5. Let m ∈ N such that m � 1. Let ψ0 ∈ Hm+3/2
uloc (R) and ψ1 ∈ Hm+1/2

uloc (R). Let F be such

that eδ̄XF ∈ Hm−2
uloc (R2

+), for δ̄ ∈ R∗+. Then, there exists a unique solution Ψw of system (5.3) satisfying

‖eδXΨw‖Hm+2
uloc (R2

+)) ≤ C
(
‖ψ0‖Hm+3/2

uloc (R))
+ ‖ψ1‖Hm+1/2

uloc (R))
+ ‖eδ̄XF‖Hm−2

uloc (R2
+))

)
, (5.4)

for a constant C depending on α, δ < δ̄.

Note that uniqueness consists of showing that if F = 0, ψ0 = 0 and ψ1 = 0, the only solution Ψw of (5.3)
is Ψw ≡ 0. The proof of the result is rather easy and will be sketched in paragraph 5.1.1. Consequently,
the primary result will be the existence of a solution satisfying estimate (5.4). Similarly to [6], the
existence results can be obtained by compactness arguments.

As the main equation is linear, we use a superposition principle to prove the desired result, meaning a
solution of (5.3) is sought of the form

Ψw = Ψw + ΨF
w ,

where Ψw is the solution of a homogeneous linear problem{
∂XΨw −∆2

wΨw = 0, in R2
+

Ψw

∣∣
X=0

= ψ∗0 , ∂XΨw

∣∣
X=0

= ψ∗1 ,
(5.5)

while, the function ΨF
w solves the equation

∂XΨF
w −∆2

wΨF
w = F, in R2

+. (5.6)

Note that the boundary terms ψ∗0 and ψ∗1 are different from ψ0 and ψ1. Indeed, it is convenient to
construct the solution of (5.6) which does not satisfy homogeneous boundary conditions, and then lift
the non-zero traces of ΨF

w and ∂XΨF
w thanks to Ψw.

First, we apply Fourier analysis when looking for the solution of homogeneous problem (5.5) with bound-
ary conditions ψ∗0 = ψ0−ΨF

w

∣∣
X=0

and ψ∗1 = ψ1−∂XΨF
w

∣∣
X=0

. Then, we tackle the sub-problem regarding

function ΨF
w . In this case, we disregard temporarily about boundary conditions and focus on the equation

(5.6). Our goal in this step is to construct a solution by means of an integral representation involving
the Green function.

5.1.1 Homogeneous linear problem

In order to prove the existence and uniqueness of the solution of problem (5.5) in H2
uloc(R2

+), we first
analyze the problem when the boundary data belongs to usual Sobolev spaces, see Proposition 5.1, and
then, extend the result to Kato spaces.
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Proposition 5.1. Let ψ∗0 ∈ Hm+3/2(R) and ψ∗1 ∈ Hm+1/2(R). Then, the system{
∂XΨw −∆2

wΨw = 0, in R2
+

Ψw

∣∣
X=0

= ψ∗0 , ∂XΨw

∣∣
X=0

= ψ∗1 ,
(5.7)

admits a unique solution Ψw ∈ Hm+2(R2
+).

Proof. Existence. Let us illustrate the proof for m = 0. Given ψ∗0 ∈ H3/2(R2
+) and ψ∗1 ∈ H1/2(R2

+), we
proceed with the construction of the fundamental solution by means of the Fourier transform. Applying
the Fourier transform with respect to Y results in the following ODE problem

∂XΨ̂w − (∂2
X + (−α∂X + iξ)2)2Ψ̂w = 0, in R2

+

Ψ̂w

∣∣
X=0

= ψ̂∗0 , ∂XΨ̂w

∣∣
X=0

= ψ̂∗1 ,
(5.8)

where ξ ∈ R is the Fourier variable and ψ̂∗i is the Fourier transform of ψ∗i , i = 0, 1. The corresponding
characteristic polynomial is

P (λ) = −λ− (λ2 + (αλ+ iξ)2)2. (5.9)

We are now interested in identifying possible degenerate cases using the relations between the coefficients
and the roots of its characteristic equation.

Lemma 5.1. Let P (λ) be the characteristic polynomial associated to the problem (5.5). Then, P (λ) has
four distinct complex roots λ±i , i = 1, 2. Moreover, when ξ 6= 0, <(λ+

i ) > 0 and <(λ−i ) < 0.

We refer the reader to Appendix A for a detailed proof of Lemma 5.1.

The solutions of the problem resulting of applying the Fourier transform are linear combinations of
exp(−λ+

kX) (with coefficients depending on ξ), where (λ+
k )k=1,2 are the complex-valued solutions of the

characteristic polynomial satisfying <(λ+
k ) > 0. There exist A+

k : R→ C such that

Ψ̂w(X, ξ) =

2∑
k=1

A+
k (ξ) exp(−λ+

k (ξ)X), in R2
+. (5.10)

Combining (5.10) with boundary conditions in (5.5), we have that coefficients A+
1 , A+

2 satisfy

Λ

(
A+

1 (ξ)
A+

2 (ξ)

)
=

(
ψ̂∗0
−ψ̂∗1

)
, where Λ :=

(
1 1
λ+

1 λ+
2

)
. (5.11)

Note that the coefficients A+
1 and A+

2 are well-defined since Λ is invertible as a direct consequence of all
the roots λ+

k , k = 1, 2 of (5.9) being simple.

It remains to check that the corresponding solution is sufficiently integrable, namely, ‖Ψw‖Hm+2(R2
+) <

+∞. This assertion is equivalent to showing that for 0 ≤ k ≤ 2∫
R+×R

|∂kXΨ̂w|2dξdX + |ξ|2k|Ψ̂w|2dξdX < +∞. (5.12)

To that end, we need to investigate the behavior of λ+
k , A+

k for ξ close to zero and when |ξ| → ∞. We
gather the results in the following lemma, whose proof is postponed to Appendix B:

Lemma 5.2. – As ξ → 0,

λ+
j (ξ) = λ̄+

j O (|ξ|) , <(λ̄+
j ) > 0, j = 1, 2,

A+
j (ξ) = a0,jψ̂

∗
0 + a1,jψ̂

∗
1 +O

(
|ψ̂∗0 ||ξ|+ |ψ̂∗1 ||ξ|2

)
,

where λ̄+
j , a0,j and a1,j depend continuously on α.
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As |ξ| → +∞, we have the following asymptotic behavior for j = 1, 2 when

λ+
j (ξ) = p1|ξ|+ (−1)jp0|ξ|−

1
2 +O(|ξ|−2)

A+
j (ξ) = (−1)jm2|ξ|3/2 + (−1)jm1|ξ|1/2 +O

(
(|ψ̂∗0 |+ |ψ̂∗1 |)|ξ|−1

)
,

where p1 = ζ2
1ξ>0 + ζ̄2

1ξ<0, p0 =
1

2

(
iζ1ξ>0 + ζ̄1ξ<0

)
, m1 =

ψ̂∗1
|ζ|2

(
ζ1ξ<0 − iζ̄1ξ>0

)
and

m2 = ψ̂∗0
(
iζ1ξ>0 − ζ̄1ξ<0

)
. Here, ζ refers to the complex quantity

√
1−iα
α2+1 satisfying <(ζ) > 0.

Lemma 5.2 is used to show (5.12) is in fact true for even larger values of k if ψ0 and ψ0 are regular
enough. The detailed proof can be found on Appendix C.

Uniqueness. To show the uniqueness the solution, it is enough to solve (5.5) when ψ∗0 = ψ∗1 = 0 and
verify Ψw ≡ 0. Applying the Fourier transform results in the following system

Λ

(
A+

1 (ξ)
A+

2 (ξ)

)
=

(
0
0

)
,

where Λ is the invertible matrix previously defined. We conclude that A1 = A2 = 0, and thus Ψ̂(X, ξ) ≡ 0.
Since Ψw is an absolutely integrable function whose Fourier transform is identically equal to zero, then
Ψw = 0.

5.1.2 Non homogeneous problem

We begin the proof of the existence and uniqueness of the solution ΨF
w of (5.6) with the analysis of the

equation
∂XΨF

w −∆2
wΨF

w = F, in R2
+.

Our approach consists of constructing a particular solution of this equation, satisfying for some large
enough m an estimate where the norm of F controls the norm of the solution in L∞(Hm−2

uloc ). We look
for a integral solution of the form

ΨF
w(X, ·) =

∫ +∞

0

G(X −X ′, D)F (X ′, ·)dX ′, (5.13)

where G is the Green function verifying the equation

∂XG−∆2
wG = δ0. (5.14)

Here, δ0(·) = δ(· −X ′) denotes the Dirac delta function. In other words, G is the fundamental solution
over R2 of the Fourier multiplier L(X, ξ) for any ξ ∈ R and satisfies

L(X, ξ)G(X, ξ) = δ0(X).

Away from X = 0, G(X, ξ) satisfies the homogeneous equation (5.5), see Section 5.1.1.

For X 6= 0, G(X, ξ) is a linear combination of e−λ
±
i X , where λ±i (ξ), i = 1, 2 are continuous functions of

ξ and roots of the polynomial (5.9). We define G as follows

G =

{ ∑2
i=1B

−
i e
−λ−i X , in X < 0∑2

i=1B
+
i e
−λ+

i X , in X > 0,
B±i : R→ C, k = 1, 2. (5.15)

Note that if G is considered discontinuous at X = 0, with the discontinuity modeled by a step function,

then, ∂XG ∝ δ0(X) and consequently, ∂kXG ∝ δ
(k)
0 (X), k = 2, 3, 4. However, (5.14) does not involve

generalized functions beyond δ0(X), and contains no derivatives of δ-functions. Thus, we conclude that
G(X,X ′) must be continuous throughout the domain and in particular at X = 0. G(X, ·) is a C2 function
and ∂3G/∂X3 has a finite jump discontinuity of magnitude −1/(1 + α2)2 at X = X ′. More precisely, G
satisfies

[∂kXG]|X=0 = 0, k = 0, 1, 2, and [∂3
XG]|X=0 = − 1

(1 + α2)2
.
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Substituting (5.15) in the above interface conditions provides a linear system on the coefficientsB±i .
B+

1 +B+
2 −

(
B−1 +B−2

)
= 0

λ+
1 B

+
1 + λ+

2 B
+
2 −

(
λ−1 B

−
1 + λ−2 B

−
2

)
= 0

(λ+
1 )2B+

1 + (λ+
2 )2B+

2 −
(
(λ−1 )2B−1 + (λ−2 )2B−2

)
= 0

(λ+
1 )3B+

1 + (λ+
2 )3B+

2 −
(
(λ−1 )3B−1 + (λ−2 )3B−2

)
=

1

(1 + α2)2
.

(5.16)

The determinant of the Vandermonde matrix associated to (5.16) is of the form

D̄ = (λ+
1 − λ

+
2 )(λ+

1 − λ
−
1 )(λ+

2 − λ
−
1 )(λ+

1 − λ
−
2 )(λ+

2 − λ
−
2 )(λ−1 − λ

−
2 ).

Since all the λ±i are distinct (see Lemma 5.1), D̄ is non-zero and system (5.16) has a unique set of
solutions

B+
1 = − 1

(α2 + 1)
2 (
λ+

1 − λ
+
2

) (
λ+

1 − λ
−
1

) (
λ+

1 − λ
−
2

) ,
B+

2 =
1

(α2 + 1)
2 (
λ+

1 − λ
+
2

) (
λ+

2 − λ
−
1

) (
λ+

2 − λ
−
2

) , (5.17)

B−1 =
1

(α2 + 1)
2 (
λ+

1 − λ
−
1

) (
λ+

2 − λ
−
1

) (
λ−1 − λ

−
2

) ,
B−2 = − 1

(α2 + 1)
2 (
λ+

1 − λ
−
2

) (
λ+

2 − λ
−
2

) (
λ−2 − λ

−
1

) .
This establishes the function G. Its asymptotic behavior as |ξ| → 0 and |ξ| → ∞ is summarized in the
following lemma.

Lemma 5.3. We have

G =

{ ∑2
j=1B

−
j e
−λ−j X , X < 0∑2

j=1B
+
j e
−λ+

j X , X > 0
,

where the coefficients B±j are given by (5.17) and λ+
j are the ones in Lemma 5.2. Here, as |ξ| → 0

λ−1 = −|ξ|4 +O
(
|ξ|5
)
, λ−2 = − 1

(α2 + 1)
2/3

+O (|ξ|) .

If |ξ| → ∞,

λ−j (ξ) = p1|ξ|+ (−1)jp0|ξ|−
1
2 +O(|ξ|−2),

where pi, i = 0, 1, are defined as in Lemma 5.2 and ζ ′ =
√
−1−iα
α2+1 .

Asymptotic behavior:

• As |ξ| → 0, we have that B±j → B̄j ∈ R independent of α.

• For |ξ| � 1, we have B±j = O(|ξ|−3/2).

We refer to Appendix D for a proof.

We proceed to rigorously prove that the field

ΨF
G(X, ·) =

∫ +∞

0

G(X −X ′, D)F (X ′, ·)dX ′ =

∫ +∞

0

F−1
ξ→Y ′ (G(X −X ′, ·)FY ′→ξF (X ′, ·)) dX ′ (5.18)

is well-defined and satisfies (5.6). This is made more precise in the following lemma:

Lemma 5.4. Let F be smooth and compactly supported. The formula (5.13) defines a solution ΨF
w of

(5.6) in L∞loc(R+, H
m+2(R)) for any m ≥ 0.

Proof. From the hypotheses, we can assert that F̂ = F̂ (X ′, ξ) is in the Schwartz class with respect to
ξ 6= 0, smooth and compactly supported in X ′. We have additionally that G(X − X ′, ξ) is smooth in
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ξ 6= 0, and continuous in X,X ′. As a result, the function JX,X′ : ξ −→ G(X −X ′, ξ)F̂ (X ′, ξ) belongs to
L2((1 + |ξ|2)m/2+1dξ) × L2((1 + |ξ|2)m/2+1dξ) for any X,X ′ ≥ 0 and is smooth in ξ and continuous in
X,X ′. At high frequencies, the functional satisfies

|JX,X′(ξ)| ≤ C|ξ|N |F̂ |,

where N = −3/2. This value comes from computing the Bi using Lemma 5.3. We can conclude that it

belongs to L2 since F̂ and its X ′-derivatives are rapidly decreasing in ξ by definition of Schwartz class.

Furthermore, when |ξ| � 1, using once again the bounds derived in Lemma 5.3,

G(X −X ′, ξ)F̂ (X ′, ξ) = O(1).

Thus, ΨF
G defines a continuous function of X with values in Hm+2(R2

+) for all m ≥ 0. Moreover, the
smoothness of F implies ΨF

G is smooth in X with values in the same space. It will be a solution of the
problem due to classical results in the construction of Green functions.

Finally, as its Fourier transform is a linear combination of e−λi(ξ)XBi(ξ), it also satisfies the linear
problem treated in section 5.1.1.

5.1.3 Bounds in Kato spaces

In this section we establish that Ψw is controlled by the norms of ψ0, ψ1 and F in L∞
(
Hm−2

uloc

)
for a large

enough m. The proof follows [6].

Now we need to derive a representation formula for Ψw when ψ0 ∈ H
3/2
uloc(R) and ψ1 ∈ H

1/2
uloc(R) by

using its Fourier transform. The critical point is to understand the action of the operators on L2
uloc

functions.

Due to the form of the solution, the end goal will be to establish that for any X > 0, the kernel type

K±i = F−1
ξ→Y

(
B±i (ξ)e−λ

+
i (ξ)X

)
, i = 1, 2, defines an element of L1(R). The advantage of proving the

latter is that Ψ±i = K±i (·, z) ∗ ψ
i

will then be (at least) an L1
uloc function.

Lemma 5.5. Let ψ be L1
uloc(R). We define Ψ±i (X,Y ) by

Ψ±i (X, ·) := χ(D)P (D)e−λ
±
i (D)Zψ, for i = 1, 2, (5.19)

where χ = χ(ξ) ∈ C∞c (R) and P = P (ξ) ∈ C∞(R) is a is a homogeneous polynomial of degree k ≥ 0 in
the same vicinity. Then, there exists C and δ > 0 independent of ψ such that

∀Z ≥ 0, ‖eδZΨ+
1 ‖L∞(R2

+) + ‖eδZΨ+
2 ‖L∞(R2

+) ≤ C‖ψ‖L1
uloc

,

∀Z ≤ 0, ‖(1 + |Z|)k/4Ψ−1 ‖L∞(R2
+) + ‖eδ|Z|Ψ−2 ‖L∞(R2

+) ≤ C‖ψ‖L1
uloc

.

This lemma follows the same idea as [6, Lemma 7]. For the reader’s convenience, we repeat the main
ideas of the proof, thus making our exposition self-contained.

Proof. We introduce a partition of unity (ϕq)q∈Z with ϕq ∈ C∞0 (R), where Suppϕq ⊂ B(q, 2) for q ∈ Z
and supq ‖ϕq‖Wk,∞ < +∞ for all k. We also introduce functions ϕ̃q ∈ C∞0 (R) such that ϕ̃q ≡ 1 on
Suppϕq, and, say Supp ϕ̃q ⊂ B(q, 3). Then, for i = 1, 2

Ψ±i (Z, Y ) =
∑
q∈Z

χ(D)P (D)(ϕqψ)e−λ
±
i (D)Z (5.20)

=
∑
q∈Z

∫
R
K±i (Z, Y − Y ′)ψ(Y ′)ϕq(Y

′)dY ′ (5.21)

=
∑
q∈Z

∫
R
K±i,q(Z, Y, Y

′)ϕq(Y
′)ψ(Y ′)dY ′,

where

K±i (Z, Y ) =

∫
R
eiY ·ξχ(ξ)P (ξ)e−λ

±
i (ξ)Zdξ, K±i,q(Z, Y, Y

′) = K±i (Z, Y − Y ′)ϕ̃q(Y ′).

We show that the following estimate holds:
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Lemma 5.6. There exists δ > 0 and for all n ∈ N a constant Cn ≥ 0 such that for all Y ∈ R, Z > 0
and i = 1, 2

|K+
i (Z, Y )| ≤ Cn

e−δZ

(1 + |Y |)n
, for i = 1, 2. (5.22)

When Z < 0, we have for all Y ∈ R, for all n ∈ N

|K−1 (Z, Y )| ≤ Cn
|Z|(n−1−k)/4

|Z|n/4 + |Y |n
, |K−2 (Z, Y )| ≤ Cn

e−δ|Z|

(1 + |Y |n)
. (5.23)

We finish the proof of the current lemma and then show the result in Lemma 5.6.

Combining (5.20) and (5.22) when i = 1, 2 and Z > 0 yields

|Ψ+
i (Z, Y )| ≤ Ce−δZ

 ∑
q∈Z, |q−Y |≥4

∫
|ϕq(Y ′)ψ(Y ′)|dY ′ 1

|Y − q|2 − 3
(5.24)

+
∑

q∈Z, |q−Y |<4

∫
|ϕq(Y ′)ψ(Y ′)|dY ′


≤ Ce−δZ‖ψ‖L1

uloc
.

The latter also applies to Ψ−2 . Furthermore, for |Z| > 1, we have

|Ψ−1 (Z, Y )| ≤ C

 ∑
q∈Z, |q−Y |≥4

∫
|ϕq(Y ′)ψ(Y ′)|dY ′ |Z|

1−k
4

|Z|
1
2 + |Y − q|2 − 3

(5.25)

+
∑

q∈Z, |q−Y |<4

∫
|ϕq(Y ′)ψ(Y ′)|dY ′ 1

|Z|(1+k)/4


≤ C

(
|Z|1/4 + 1

)
|Z|−(1+k)/4‖ψ‖L1

uloc
≤ C (|Z|+ 1)

−k/4 ‖ψ‖L1
uloc

.

When |Z| ≤ 1, a similar reasoning yields |Ψ−1 (Z, Y )| ≤ C‖ψ‖L1
uloc

.

Estimate in Lemma 5.5 follows.

Proof of Lemma 5.6. With the notation introduce in Lemma 5.5, we follow the ideas in [6] to obtain the
estimates. Let us consider Z > 0. Since λ+

i , i = 1, 2 are continuous and have non-vanishing real part on
the support of χ, there exists a constant δ > 0 such that <(λ+

i ) ≥ δ for all ξ ∈ Suppχ and for i = 1, 2.
When |Y | ≤ 1, we obtain

|K+
i (Z, Y )| ≤ e−δZ‖χP‖L1 .

However, this estimate is not enough for greater values of Y . Let us define χi(Z, ξ) = χ(ξ) exp(−λ+
i Z)

which is an L∞(R+,S(R)) function. It follows that for all n1, n2 ∈ N

|∂n2

ξ χi(Z, ξ)| ≤ Cn1,n2

e−δZ

(1 + |ξ|2)n1
.

Integrating by parts with respect to the frequency variable yields

Y nK+
i (Z, Y ) =

∫
R
eiY ·ξDn

ξ

[
χi(ξ)P (ξ)e−λ

+
i (ξ)Z

]
dξ

≤ eδZ
∫
R
eiY ·ξ

n∑
m=0

(
n

m− 2

)
∂n−mξ χi∂

m−2
ξ (P (ξ)e−λ

+
i (ξ)Z)dξ.

(5.26)

Note that for any k ∈ {0, ..., n}, ∂kξP (ξ) remains an homogeneous polynomial. Thus, expression (5.26)
is bounded by a linear combination of integrals of the form∫

R
eiY ·ξe−δnZ1{|ξ|≤C}dξ,
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and (5.22) follows. The estimate of K−2 stems from the same ideas.

We proceed to compute a useful estimate on K−1 . When |Z| ≤ 1, we have

|K−1 (Z, Y )| ≤ ‖ exp(−δ|ξ|4)χ(ξ)P (ξ)‖L1 < +∞,

for all Y ∈ R and k > −1. Let us now consider |Z| ≥ 1. By introducing the change of variables
ξ′ = |Z|1/4ξ and Y ′ = |Z|−1/4Y , K can be rewritten as

K−1 (Z, Y ′) =
1

|Z|(1+k)/4

∫
R
eiY

′·ξ′χ

(
ξ′

|Z|1/4

)
P (ξ′)e

−λ−1

(
ξ′

|Z|1/4

)
|Z|
dξ′.

Since λ−1 /|ξ|4 ∼ 1 and does not vanish on the support of χ, there exists a positive constant δ such that
−λ−1 (ξ) ≤ −δ|ξ|4 on Suppχ. Therefore, for |Y ′| ≤ 1, it is easy to see that

|K−1 (Z, Y )| ≤ |Z|−(1+k)/4‖ exp(−δ|ξ′|4)P (ξ′)‖L1 .

Now, for |Y ′| ≥ 1, we perform integration by parts and obtain for any n ∈ N,

Y ′nK−1 (Z, Y ) =
1

|Z|(1+k)/4

∫
R
eiY

′ξ′Dn
ξ′

[
χ

(
ξ′

|Z|1/4

)
P (ξ′) exp

(
−λ−1

(
ξ′

|Z|1/4
)

)
|Z|
)]

dξ′.

The main issues arise when the derivative acts on the exponential. Note that λ−1 (ξ) = |ξ|4Λ−1 (ξ), where
Λ1 ∈ C∞(R) and Λ1(0) = 1 therefore, for all ξ′ ∈ R, Z < 0,

exp

(
−λ1

(
ξ′

|Z|1/4

)
|Z|
)

= exp

(
−|ξ′|4Λ−1

(
ξ′

|Z|1/4

))
.

We infer that for ξ ∈ Suppχ,∣∣∣∣∣P (ξ′)∂nξ′

(
χ

(
ξ′

|Z|1/4

)
e
−λ−1

(
ξ′

|Z|1/4

)
|Z|
)∣∣∣∣∣ ≤ P3n(ξ′)e−δ|ξ

′|4 ,

where P3n denotes a polynomial on ξ′ of degree 3n. Hence, we have for all n ∈ N

|Y ′nK−1 (Z, Y )| ≤ Cn|Z|−(1+k)/4,

which provides in turn the following result for all n ∈ N

|K−1 (Z, Y )| ≤ C |Z|
−(1+k)/4

1 + |Y ′|n
= C

|Z|(n−1−k)/4

|Z|n/4 + |Y |n
. (5.27)

Taking n = 2 in the previous inequality guarantees the convergence of integral controlling Ψ−1 , completing
the second estimate in the lemma.

Exponential decay is obtained at high frequencies by using the following result:

Lemma 5.7. Let χ ∈ C∞c (R), with χ ≡ 1 in a ball Br := B(0, r), for r > 0, and P = P (ξ) ∈ Cb(Bcr).
For ψ ∈ L2

uloc(R) , we define Ψi = Ψi(X,Y ) by

Ψ±i (X,Y ) = (1− χ(D))e−λ
±
i (D)ZP (D)ψ.

Then, for Z ∈ R and δ > 0 small enough,

‖eδZΨ1‖L∞(R×R+) + ‖eδZΨ2‖L∞(R×R+) ≤ C‖ψ‖HNuloc(R). (5.28)

The proof of the previous lemma follows almost exactly the one of Lemma 9 in [6], and consequently, it
is not repeated here. The authors in [6] showed that for n large enough, and any |Z| 6= 0,

Kn(Z, Y ) := F−1
(

1 + |ξ|2)−n(1− χ(ξ))P (ξ)e∓λ
±
i (ξ)Z

)
∈ L1(R).

Consequently, Ψi = Kn ? ((1 − ∂2
Y )nψ) is at least an element of L2

uloc when ψ ∈ HN
uloc(R), for N ≥ 2n.

The choice of N is linked to the degree of polynomial P (D), and thus, to the asymptotic behavior of the
eigenvalues.
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Proposition 5.2. Let l ≥ 0 and F a compactly supported function of HN
uloc(R2

+), for N ≥
⌈

2l−1
4

⌉
. Then,

the solution ΨF
w of (5.6) satisfies for 0 < δ < δ̄ and ,

‖eδXDl
X,Y ΨF

w‖L∞ ≤ C‖eδ̄XF‖L∞(HNuloc), (5.29)

where DX,Y is the differential operator with respect to the variables X and Y .

Proof. We distinguish between high and low frequencies. We introduce some χ = χ(ξ) ∈ C∞c (R) equal
to 1 near ξ = 0.

Let Ψ[
w denote the integral expression when ξ is in a vicinity of zero

Ψ[
w =

∫ +∞

0

I(X,X ′, ·)dX ′, I(X,X ′, ·) = χ(D)G(X −X ′, D)F (X ′, ·). (5.30)

Here,

Ψ[
w =

∫ X

0

χ(D)G(X −X ′, D)F (X ′, ·)dX ′ +
∫ +∞

X

χ(D)G(X −X ′, D)F (X ′, ·)dX ′.

Let us first show (5.29). Using Lemmas 5.3 and 5.5, there exists a δ > 0

‖G(X −X ′, D)F (X ′, ·)‖L∞(R) ∼

{
e−δ(X−X

′)‖F (X ′, ·)‖L1
uloc(R), if X −X ′ > 0

‖F (X ′, ·)‖L1
uloc(R), if X −X ′ < 0

.

Then, assuming F decays exponentially at rate δ < δ̄∥∥∥∥∥
∫ X

0

χ(D)G(X −X ′, D)F (X ′, ·)dX ′
∥∥∥∥∥
L∞(R)

≤ C sup
Z∈R+

‖eδ̄ZF (Z, ·)‖L1
uloc(R)

∫ X

0

e−δ(X−X
′)e−δ̄X

′
dX ′

≤ Ce−δX sup
Z∈R+

‖eδ̄ZF (Z, ·)‖L1
uloc(R).

Moreover,∥∥∥∥∫ ∞
X

χ(D)G(X −X ′, D)F (X ′, ·)dX ′
∥∥∥∥
L∞(R)

≤ C sup
Z∈R+

‖eδ̄ZF (Z, ·)‖L1
uloc(R)

∫ ∞
X

e−δ̄X
′
dX ′

≤ Ce−δX sup
Z∈R+

‖eδ̄ZF (Z, ·)‖L1
uloc(R).

Consequently,
‖eδXΨ[

w‖L∞(R2
+) ≤ C‖eδ̄XF‖L∞(L1

uloc(R2
+)). (5.31)

For high frequencies, we define

Ψ]
w =

∫ +∞

0

J(·, X,X ′)dX ′, J(X,X ′, ·) = (1− χ(D))G(X −X ′, D)F (X ′, ·). (5.32)

On account of Lemma 5.7, we have that for m ≥ 1

‖J(X,X ′, ·)‖L∞(R) ≤ Ce−δ|X−X
′|‖eδ̄X

′
F (X ′, ·)‖HNuloc(R), l = 0, 1,

and, consequently,

‖Ψ#
w‖L∞(R2

+) ≤ C
∫ +∞

0

e−δ|X−X
′|dX ′‖F‖L∞(L2

uloc(R)) ≤ Ce−δX‖eδ̄X
′
F (X ′, ·)‖L∞(L2

uloc(R2
+)), (5.33)

which combined with (5.31) provides (5.29) for l = 0.

It remains to show the result for the derivatives of ΨF
w . At low frequencies, the coefficients associated to

e−λ
+
i X , i = 1, 2 and eλ

−
2 X satisfy the same properties of exponential decay. The terms containing eλ

−
1 X

converge to a constant or decay to zero with polynomial weight. In particular, D4k+l
X,Y Ψ[

w decays at a rate

O(X1−l/4), for l = 1, · · · , 3. Hence, following the same reasoning as for l = 0 we have

‖eδXDl
X,Y Ψ[

w‖L∞(R2
+) ≤ C‖eδ̄XF‖L∞(L1

uloc(R2
+)). (5.34)

26



At high frequencies, applying the differential operator D to Ψw adds at most a |ξ| factor. Con-
sequently, the l-th derivative at high frequencies behaves like |ξ|l−3/2 exp(−|ξ||Z|). We have that

P (D) = |ξ|l−3/2−2n ∈ Cc(R \B(0, r)), r > 0 if l − 3/2− 2n < −1. Lemma 5.7 gives for N ≥ 2

⌈
2l − 1

4

⌉

‖Dl
X,Y Ψ#

w‖L∞(R2
+) ≤ C

∫ +∞

0

e−δ|X−X
′|dX ′‖F‖L∞(HNuloc(R)) ≤ Ce−δX‖eδ̄X

′
F (X ′, ·)‖L∞(HNuloc(R)). (5.35)

Finally, (5.29) results from gathering (5.34) and (5.35).

5.1.4 Proof of Theorem 5

In previous sections, we have constructed the solutions Ψw and ΨF
w for the subproblems (5.5) and (5.6),

respectively. This paragraph deals with the connection to the solution of (5.3).

The remarks following Theorem 5 justify the existence of such a solution for smooth and compactly sup-
ported data, and it belongs to Hm+2

uloc , for m� 1. We will now focus on retrieving estimate (5.4).

Let us consider Ψw = Ψw − ΨF
w . From Section 5.1, we know the solution of the problem (5.5) will be

well-defined for ψ∗0 = ψ0 −ΨF
w

∣∣
X=0

and ψ∗1 = ψ1 − ∂XΨF
w

∣∣
X=0

regular enough. Formal solutions of the
homogeneous linear with zero source term and inhomogeneous Dirichlet data are given by the equation
(5.10). Using Lemma 5.2 and Lemma 5.3, we study the behavior of Ψw at low and high frequencies
following the ideas of the previous section.

Lemma 5.8. Let m0 � 1. Then, there exists δ > 0 and C > 0 such that the solution Ψw of (5.5)
satisfies the estimate∥∥eδXΨw

∥∥
L∞(R2)

≤ C
(
‖ψ0‖Hm0+3/2

uloc (R)
+ ‖ψ1‖Hm0+1/2

uloc (R)
+ ‖eδ̄XF‖

H
m0−2

uloc (R2
+)

)
.

Proof. Here, we make use once again of the function χ ∈ C∞c (R) equal to one in a vicinity of ξ = 0 and
zero elsewhere. At low frequencies, the asymptotic behavior in Lemmas 5.2 and 5.3 paired with Lemma
5.5 yield

‖χ(D)Ψw‖L∞ ≤ Ce−δX
(
‖ψ0‖L2

uloc(R) + ‖ψ1‖L2
uloc(R) + ‖eδ̄XF‖L2

uloc(R2
+)

)
. (5.36)

Computation of estimates of Ψw at high frequencies relies on Lemma 5.6. From the asymptotic behavior
listed in Lemma 5.2 and 5.3, the coefficient multiplying ψi behaves as |ξ|3/2−ie−|ξ||Z|, i = 0, 1. If

m0 > k > 1 and ψi ∈ H3/2−i
uloc (R), considering P (ξ) = |ξ|3/2−k−i and ψ = (1 − ∆)k/2ψi in Lemma 5.5

gives

‖(1− χ(D))Ψw‖L∞(R) ≤ Ce
−δX

(
‖ψ0‖Hm0+3/2

uloc (R)
+ ‖ψ1‖Hm0+1/2

uloc (R)
+ ‖eδ̄XF‖

H
m0−2

uloc (R2
+)

)
. (5.37)

Combining (5.36) and (5.37), and in view of the estimate (5.29) satisfied by ΨF
w , we have∥∥eδXΨw

∥∥
L∞
≤ C

(
‖ψ0‖Hm0+3/2

uloc

+ ‖ψ1‖Hm0+1/2

uloc

+ ‖eδ̄XF‖
H
m0−2

uloc

)
.

We are left with the task of determining the higher regularity bound (5.4). Taking the derivatives directly
on (5.10) and (5.18), it is clear that by considering larger values of m0∥∥eδXΨw

∥∥
W 2,∞ ≤ C

(
‖ψ0‖Hm0+3/2

uloc

+ ‖ψ1‖Hm0+1/2

uloc

+ ‖eδ̄XF‖Hm0−2
uloc

)
. (5.38)

Hence, Ψw = Ψw + ΨF
w verifies∥∥eδXΨw

∥∥
W 2,∞ ≤ C

(
‖ψ0‖Hm0+3/2

uloc

+ ‖ψ1‖Hm0+1/2

uloc

+ ‖eδ̄XF‖Hm0−2
uloc

)
. (5.39)

From this, it may be concluded that Ψw ∈ H2
uloc(ω+).

Notice that for all k ∈ Z2 and all m ≥ 0, there exists a constant Cm > 0 such that

‖Ψw‖Hm+2(B(k,1)∩ω+
w) ≤ C

(
‖ψ0‖Hm+3/2

uloc

+ ‖ψ1‖Hm+1/2
uloc

+ ‖F‖Hm−2(B(k,2)∩ω+
w) + ‖Ψw‖H2(B(k,2)∩ω+

w)

)
.
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This is a classical local elliptic regularity result, see [21]. Using the previous inequality and (2.11)
provides

‖eδXΨw‖Hm0+2

uloc (ω+)
= sup
k∈Z2

‖eδXΨw‖Hm0+2(B(k+1)∩ω+)

= Cm0 sup
k∈Z2

(
‖ψ0‖Hm0+3/2

uloc

+ ‖ψ1‖Hm0+1/2

uloc

+eδk‖F‖Hm0−2(B(k,2)∩ω+
w) + eδk‖Ψw‖H2(B(k,2)∩ω+

w)

)
.

From sup
k∈Z2

eδk‖F‖Hm0−2(B(k,2)∩ω+
w) ≤ C‖eδkF‖

H
m0−2

uloc (ω+
w)

and (5.39), we obtain (5.4) in Theorem 5 for

δ̄ > δ.

5.2 Differential operators at the transparent boundary

This paragraph is devoted to the well-posedness of the Poincaré-Steklov type operators defined at the
boundary X = M .

Providing explicit representations for the Poincaré-Steklov operator in terms of boundary data and the
source term F 6= 0 is quite technical and exceeds the scope of this work. From now on, we are only
interested in the case where F = 0. Once again, without loss of generality, we assume M = 0.

Using Proposition 5.1 and the variational formulation of problem (5.7), we have the following re-
sult:

Definition 5.1. Let Ψw ∈ H2(R2
+) be the unique weak solution of the Dirichlet problem (5.7) for

(ψ∗0 , ψ
∗
1) ∈ H3/2(R)×H1/2(R). Then, the biharmonic matrix-valued Poincaré-Steklov operator is defined

by

PSw : H3/2(R)×H1/2(R)→ H−1/2(R)×H−3/2(R)

PSw

(
ψ∗0
ψ∗1

)
:=

 (1 + α2)∆wΨ
∣∣∣
X=0

−
(
(1 + α2)∂X − 2α∂Y

)
∆wΨ

∣∣
X=0

+
Ψ

2

∣∣∣∣
X=0

 = Kw ∗
(
ψ∗0
ψ∗1

)
,

(5.40)

where Kw is the distributional kernel.

Let us derive the expression of the operator in the Fourier space. We know that the unique solution Ψw

of (5.3) in H2(R2
+) of the linear problem (5.5) for boundary data ψ∗0 ∈ H3/2(R) and ψ∗1 ∈ H1/2(R) can

be written as

Ψ̂w(X, ξ) =

2∑
i=1

A+
i (ξ) exp(−λ+

i (ξ)X),

where A+
i (ξ) and λ+

i , i = 1, 2 are the ones in Lemma 5.2. Going forward and for simplicity of notation,
we drop the + sign from both the coefficients and the eigenvalues in this subsection.

Then, taking the Fourier transform of PSw with respect to Y provides the following has the Fourier
representation at the “transparent” boundary

P̂Sw

(
ψ̂∗0
ψ̂∗1

)
=

 (1 + α2)
∑2
i=1Ai(ξ)

(
λi(ξ)

2 + (αλi(ξ) + iξ)2
)

∑2
i=1Ai(ξ)

[(
(1 + α2)λi + 2αiξ

)
(λ2
i + (αλi + iξ)2) +

1

2

] . (5.41)

Plugging in the above equation the coefficients Ai(ξ) computed in (5.11) yields

̂
PSw

(
ψ∗0
ψ∗1

)
= Mw

(
ψ̂∗0
ψ̂∗1

)
.

We investigate the behavior of the matrix Mw = (mi,j)2≤i≤3,0≤j≤1 ∈ M2(C) for ξ close to zero and for
|ξ| → ∞. The results are gathered in the following lemma:

Lemma 5.9. • Behavior at low frequencies: when |ξ| � 1

Mw =

(
−
(
α2 + 1

)2/3
+O (|ξ|) −

(
α2 + 1

)4/3
+O (|ξ|)

− 1
2 +O (|ξ|) −8αi

(
α2 + 1

)
|ξ|1 +O

(
|ξ|2
) ) .
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• Behavior at high frequencies: when |ξ| � 1

Mw =

(
m2,0|ξ|2 +O

(
|ξ|−1/2

)
m2,1|ξ|+O

(
|ξ|−1/2

)
m3,0|ξ|3 +O

(
|ξ|3/2

)
m3,1|ξ|2 +O

(
|ξ|1/2

) ) ,
where mi,j is a complex quantity depending on α, for i = 2, 3, j = 0, 1. Notice that the value of this
constant at ξ → +∞ differs from the one at ξ → −∞ (see Lemma 5.2 and Appendix B).

The proof of this lemma is elementary and will be given in Appendix F.

We have an additional result for the matrix Mw:

Lemma 5.10. At all frequencies,

∂Nξ Mw(ξ) = O((1 + |ξ|)3−N ),

for N ∈ N, 0 ≤ N ≤ 5.

Then, ∇N [(1− χ(ξ))Mw(ξ)] ∈ L1(R) that for N = 5, there exists a constant C > 0 such that

F−1 ((1− χ(ξ))Mw) ≤ C

|Y |5
.

The Poincaré-Steklov operator PSw associated to R2
+ has been defined as a continuous operator from

H3/2(R) ×H1/2(R) to H−1/2(R) ×H−3/2(R). Our aim here is to prove that it has a unique extension

to the space H
3/2
uloc(R)×H1/2

uloc(R).

Let us first show this general result:

Lemma 5.11. Let s, s′ ∈ R. If for Ψ ∈ Hs(R), the differential operator Ā : Hs(R) → Hs′(R) is
continuous, then, there exists a unique continuous extension A : Hs

uloc(R)→ Hs′

uloc(R).

Proof. First, we recall the definition of Hs
uloc(R), that is:

ψ ∈ Hs
uloc(R) iff ‖ψ‖Hsuloc(R) = sup

q∈Z
‖ηqΨ‖Hs(R) < +∞, (5.42)

where (ηq)q∈Z is a partition of unity satisfying ηq ∈ C∞0 (R) and Supp ηq ⊂ B(q, 1) for q ∈ Z and
supq ‖ηq‖Wk,∞ < +∞ for all k. Definition (5.42) is independent of the choice of the function ηq (see
Lemma 7.1 in [1]). Let ψ∗ be function of Hs

uloc(R), we introduce the notation ψ∗q to denote ηqψ
∗. Then,

we have
ψ∗ =

∑
q∈Z

ψ∗q .

We are interested in verifying that Aψ∗ belongs to Hs′

uloc(R), that is the same, as showing that η′qAψ∗ ∈
Hs′(R), ∀q′ ∈ Z. We have the following decomposition

η′qAψ∗ =
∑
q∈Z

η′qA(ηqψ
∗)

=
∑

|q−q′|≤4

η′qA(ηqψ
∗) +

∑
|q−q′|>4

η′qA(ηqψ
∗).

(5.43)

The first term in r.h.s can be easily bounded as follows: if ηqψ
∗ ∈ Hs(R), we have A(ηqψ

∗) ∈ Hs′(R)

and furthermore, η′qA(ηqψ
∗) ∈ Hs′(R). Then,∥∥∥∥∥∥

∑
|q−q′|≤4

η′qA(ηqψ
∗)

∥∥∥∥∥∥
Hs

≤ C‖Ā‖L(Hs,Hs′ )

∑
|q−q′|≤4

‖ηqψ∗‖Hs ≤ C‖Ā‖L(Hs,Hs′ )‖ψ
∗‖Hsuloc(R) < +∞.

For the remaining term in (5.43), we consider the kernel representation of the operators. We have for
d(Suppηq′ ,Suppηq) ≥ 1 and all Y ′ ∈ Supp ηq′ ,∣∣Ā(ψ∗q )(Y ′)

∣∣ ≤ ∫
|Y ′−Y |≥1

1

|Y ′ − Y |m
|ψ∗q (y)|dY ≤ 1

|q − q′|m
‖ψ∗q‖L2

≤ 1

|q − q′|m
‖ψ∗‖L2

uloc(R) ≤
1

|q − q′|m
‖ψ∗‖Hsuloc(R),

(5.44)
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for m ≥ 5. Thus, ∣∣∣∣∣∣
∑

|q−q′|>4

ηq′A(ψ∗q )

∣∣∣∣∣∣ ≤
∑

|q−q′|>4

1

|q − q′|m
‖ψ∗‖Hsuloc(R) < +∞.

Consequently, A(ψ∗) ∈ Hs′

uloc(R) if ψ∗ ∈ Hs
uloc(R), which ends the proof.

Now, it is possible to link the solution of the (5.5) with (ψ∗0 , ψ
∗
1) ∈ H3/2

uloc(R)×H1/2
uloc(R) and PSw(ψ∗0 , ψ

∗
1).

Proposition 5.3. Let (ψ∗0 , ψ
∗
1) ∈ H3/2

uloc(R)×H1/2
uloc(R), and let Ψw be the unique solution of (5.3) with

F = 0 and boundary data Ψw|X=0 = ψ∗0 and ∂XΨw|X=0 = ψ∗1 . Then, for all ϕ ∈ C∞0 (R̄2
+)∫

R2
+

∂XΨwϕ−
∫
R2

+

∆wΨw∆wϕ =

〈
A3[ψ∗0 , ψ

∗
1 ]− ψ∗0

2
, ϕ
∣∣
X=0

〉
+
〈
A2[ψ∗0 , ψ

∗
1 ], ∂Xϕ

∣∣
X=0

〉
. (5.45)

Namely, for (ψ∗0 , ψ
∗
1) ∈ H3/2(R)×H1/2(R), the Poincaré-Steklov operator satisfies the condition

〈A3[ψ∗0 , ψ
∗
1 ], ψ∗0〉+ 〈A2[ψ∗0 , ψ

∗
1 ], ψ∗1〉 ≤ 0. (5.46)

The proof of (5.45) relies once again on defining a smooth function χ̃, with χ̃ = 1 in an open set
containing Suppϕ and using the kernel representation formulae of the boundary differential operators.
Estimate (5.46) results from considering Ψw as test function in (5.45). The detailed verification is left
to the reader.

This section ends with other useful estimates on the Poincaré-Steklov operator:

Proposition 5.4. Let ϕ ∈ C∞0 (R) such that Suppϕ ⊂ B(Y0, R), R ≥ 1, and (ψ∗0 , ψ
∗
1) ∈ H

3/2
uloc(R) ×

H
1/2
uloc(R). Then, there exists a constant C > 0 such that the following property holds.

|〈A3[ψ∗0 , ψ
∗
1 ], ϕ〉|+|〈A2[ψ∗0 , ψ

∗
1 ], ∂Xϕ〉| ≤ C

√
R
(
‖ϕ‖H3/2(R) + ‖∂Xϕ‖H1/2(R)

) (
‖ψ∗0‖H3/2

uloc(R)
+ ‖ψ∗1‖H1/2

uloc(R)

)
(5.47)

In particular, if ψj ∈ H3/2−j(R), j = 0, 1,

|〈A3[ψ∗0 , ψ
∗
1 ], ϕ〉|+ |〈A2[ψ∗0 , ψ

∗
1 ], ∂Xϕ〉| ≤ C

(
‖ϕ‖H3/2(R) + ‖∂Xϕ‖H1/2(R)

) (
‖ψ∗0‖H3/2(R) + ‖ψ∗1‖H1/2(R)

)
(5.48)

Proof. This construction is adapted from [7]. We consider a truncation function χ ∈ C∞c (R) such that
χ ≡ 1 on B(Y0, R + 1) and Suppχ ⊂ B(Y0, R + 2), and such that ‖∂rY χ‖∞ ≤ Cr, with Cr independent
of R, for all r ∈ N. For the terms∫

R
K3,j ∗ ((1− χ)ψ∗j )ϕ,

∫
R
K2,j ∗ ((1− χ)ψ∗j )∂Xϕ,

where |Ki,j(Y )| ≤ C|Y |−5, i = 2, 3, j = 0, 1, for all Y ∈ R, we use the following relation

C

∫
R×R

1

|Y ′|5
|1− χ(Y − Y ′)||ψ∗j (Y − Y ′)||∂3−i

X ϕ(Y )| dY dY ′

≤ C
∫
R
|∂3−i
X ϕ(Y )|dY

(∫
|Y ′|≤1

|ψ∗j (Y − Y ′)|2|
|Y ′|5

dY ′

) 1
2
(∫
|Y ′|≤1

1

|Y ′|5
dY ′

) 1
2

≤ C‖ψ∗j ‖L2
uloc(R)‖∂3−i

X ϕ‖L1 ≤ C
√
R‖ψ∗j ‖L2

uloc(R)‖∂3−i
X ϕ‖L2 .

(5.49)

It remains to analyze the terms of the type

〈F−1(mi,jχ̂ψ∗j ), ∂3−i
X ϕ〉H−(2i−3)/2,H(2i−3)/2 .

Since mi,j(ξ), i = 2, 3, j = 0, 1 is a kernel satisfying Op(mi,j) : H3/2−j(R) → H−i+3/2(R), these terms
are bounded by

C‖χψ∗j ‖H3/2−j(R)‖∂3−i
X ϕ‖Hi−3/2(R)

We proceed to prove the estimate

‖χψ∗j ‖H3/2−j(R) ≤ C
√
R‖ψ∗j ‖H3/2−j

uloc (R)
(5.50)

but first let us recall the norm definition in fractional Sobolev spaces.
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Definition 5.2. Let s ∈ (0, 1) be a fractional exponent and ω be a general, possibly non-smooth, open
set in Rn . For any p ∈ [1,+∞), the fractional Sobolev space W s,p(ω) is defined as follows

W s,p(ω) :=

{
u ∈ Lp(ω) :

|u(Y )− u(Y ′)|
|Y − Y ′|

n
p+s

∈ Lp(ω × ω)

}
; (5.51)

i.e. an intermediary Banach space between Lp(ω) and W 1,p(ω), endowed with the natural norm

‖u‖W s,p(ω) :=

(∫
ω

|u|p dY + [u]pW s,p(ω)

)1/p

. (5.52)

Here, the term [u]W s,p(ω) is the so-called Gagliardo (semi)norm of u defined as

[u]W s,p(ω) =

(∫
ω

∫
ω

|u(Y )− u(Y ′)|p

|Y − Y ′|n+sp

)1/p

. (5.53)

If s = m+ η, where m ∈ Z and η ∈ (0, 1). The space W s,p(ω) consists of

W s,p(ω) :=
{
u ∈Wm,p(ω) : Dζu ∈W η,p(ω) for any ζ such that |ζ| = m

}
; (5.54)

which is a Banach space with respect to the norm

‖u‖W s,p(ω) :=

∫
ω

‖u‖pWm,p(ω) dY +
∑
|ζ|=m

‖Dζu‖pWη,p(ω)

1/p

. (5.55)

Before proving the estimates, we introduce a cut-off function θ satisfying (2.10), which will allow us to
use (2.11). Following the same ideas in [7, Lemma 2.26], we have that for a certain u0

‖χu0‖2L2(R) ≤
∑
k∈Z
‖(τkθ)χu0‖2L2(R) ≤ ‖χ‖

2
∞

∑
k∈Z

k≤CR

‖(τkθ)u0‖2L2(R) ≤ CR ‖χ‖
2
∞sup
k∈Z
‖(τkθ)u0‖2L2(R). (5.56)

To deal with the Gagliardo norm, notice that the denominator in (5.55) for p = 2 can be written as

|χu0(Y )− χu0(Y ′)|2

=

(∑
k∈Z

kθ(Y )χ(Y )u0(Y )− τkθ(Y ′)χ(Y ′)u0(Y ′)

)2

=
∑
k,l∈Z
|k−l|≤3

(τkθ(Y )χ(Y )u0(Y )− τkθ(Y ′)χ(Y ′)u0(Y ′)) (τlθ(Y )χ(Y )u0(Y )− τlθ(Y ′)χ(Y ′)u0(Y ′))

+
∑
k,l∈Z
|k−l|>3

(τkθ(Y )χ(Y )u0(Y )− τkθ(Y ′)χ(Y ′)u0(Y ′)) (τlθ(Y )χ(Y )u0(Y )− τlθ(Y ′)χ(Y ′)u0(Y ′)) .

As a result of the assumptions on θ, for |k − l| > 3, we obtain that τkθ(Y )τlθ(Y ) = 0 for all Y ∈ R.
Moreover, if τk(Y )τl(Y

′) 6= 0, then, |x−y| ≥ |k− l|−2. Also, the first sum above contains O(R) nonzero
terms. Hence, using the Cauchy–Schwarz inequality gives

[χu]2W s,p(ω)

=

∫
R

∫
R

|χu0(Y )− χu0(Y ′)|2

|Y − Y ′|3
dY dY ′

≤ CR sup
k∈Z

∫
R

∫
R

|(τkθχu(Y ))− (τkθχu(Y ′))|2

|Y − Y ′|3
dY dY ′

+
∑
k,l∈Z
|k−l|>3

1

(|k − l| − 2)3
(τkθ(Y )χ(Y )u0(Y )− τkθ(Y ′)χ(Y ′)u0(Y ′)) (τlθ(Y )χ(Y )u0(Y )− τlθ(Y ′)χ(Y ′)u0(Y ′))

= I1 + I2.
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We have
|I1| ≤ CR ‖χ‖2W 1,∞‖u0‖2H1/2

uloc(R)
, and |I2| ≤ C‖u0‖2L2

uloc
.

Then, for u0 = ψ∗1 and R > 1, it follows that

‖χψ∗1‖2H1/2(R) = ‖χψ∗1‖2L2(R) + [χψ∗1 ]2H1/2 ≤ CR ‖ψ∗1‖2H1/2
uloc(R)

+ C‖ψ∗1‖2L2
uloc

≤ CR ‖ψ∗1‖2H1/2
uloc(R)

.

The remaining term is dealt with in a similar manner

‖χψ∗0‖2H3/2(R) = ‖χψ∗0‖2L2(R) + ‖χDψ∗0‖2L2(R) + [χDψ∗0 ]2H1/2

≤ CR ‖ψ∗0‖2H3/2
uloc(R)

+ C‖Dψ∗0‖2L2
uloc

≤ CR ‖ψ∗0‖2H3/2
uloc(R)

.

From (5.49) and (5.50) we obtain (5.47). The proof of inequality (5.48) is classical and follows from the
Fourier representation of the differential operators.

5.3 The problem in the rough channel

The section is devoted to proving the existence and uniqueness of weak solutions for the linear problem
(5.1) by studying an equivalent problem defined in a channel ωbw presenting a transparent boundary at
the interface {X = M}, M > 0. Here, only an accurate representation of the solution of the problem
linear problem at {X = M} is needed in order to obtain a good approximation of the solution of the
original problem while solving a similar set of equations in the rough channel (step (L5) in Section 4.1).
The linear problem (5.1) acts on the new system through the coupling conditions described employing
the Poincaré-Steklov operator in (5.40). As before, we are going to consider the linear problem without
a source term, i.e., F = 0 in (5.1).

We define the following problem equivalent to (5.1) in the bounded channel ωbw = ωw ∩ {X ≤ M},
M > 0,

∂XΨw −∆2
wΨ = 0 in ωbw \ σw,[

∂kXΨw

] ∣∣
σw

= gk, k = 0, . . . , 3, (5.57)[
(1 + α2)∆wΨw

] ∣∣
σMw

= A2 [Ψw|X=M , ∂XΨw|X=M ] ,[
−
(
(1 + α2)∂X − 2α∂Y

)
∆wΨw +

Ψw

2

] ∣∣∣∣∣
σMw

= A3 [Ψw|X=M , ∂XΨw|X=M ] , ,

Ψw

∣∣
X=−γw(Y )

= ∂nΨw

∣∣
X=−γw(Y )

= 0.

The equivalence between the solution of (5.57) and the one of the original problem is given in the
following lemma:

Lemma 5.12. Let γ ∈W 2,∞(R) and gk ∈ L∞(R), for k = 0, . . . , 3.

• Let Ψw be a solution of (5.1) in ωw such that Ψw ∈ H2
uloc(ω). Then, Ψ|ωbw is a solution of (5.57),

and for X > M , Ψ solves the homogeneous equivalent of problem (5.1) defined on the half-space

M × R, with ψ0 := Ψw|X=M ∈ H3/2
uloc(R) and ψ1 := ∂XΨw|X=M ∈ H1/2

uloc(R).

• Furthermore, let Ψ−w ∈ H2
uloc(ωbw) and Ψ+

w ∈ H2
uloc(R2

+) be solutions of (5.57) and (5.1), respec-
tively. Taking

Ψw(X, ·) :=

{
Ψ−w(X, ·) for −γw(·) < X < M,
Ψ+
w(X, ·) for X > M,

the function Ψ ∈ H2
loc(ω) is a solution of the problem (5.1).
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Note that Ψ−w solves (5.57) in the trace sense, and for all ϕ ∈ C∞c (ωbw) satisfies∫
ωbw

∂XΨwϕ−
∫
ωbw

∆wΨw∆wϕ = −
〈
A3 [Ψw|X=M , ∂XΨw|X=M ]− ψ∗0

2
, ϕ
∣∣
X=M

〉
−
〈
A2 [Ψw|X=M , ∂XΨw|X=M ] , ∂Xϕ

∣∣
X=M

〉
.

(5.58)

The above result easily follows from Theorem 5 and Proposition 5.3. Consequently, we focus our attention
on showing a well-posedness of problem (5.57) in the remainder of the section.

Proposition 5.5. Let γw ∈W 2,∞(R) and ωbw = ωw ∩ {X ≤M}, M > 0. Assume the Poincaré-Steklov

operators Ai : H
3/2
uloc(R) ×H1/2

uloc(R) → H
3/2−i
uloc (R), i = 2, 3 satisfy the properties in Proposition 5.3 and

gk ∈ L∞(R), for k = 0, . . . , 3. Then, there exists a unique solution Ψw ∈ H2
uloc(ωbw \ σw) satisfying

‖Ψw‖H2
uloc(ωbw) ≤ C

3∑
k=0

‖gk‖L∞(R), (5.59)

where C > 0 is a universal constant.

Proof. From now on, we lose the w index to simplify the notation when no confusion can arise.

Before stating the main ideas of the proof, we first lift the nonhomogeneous jump conditions at σw by
introducing the function ΨL as in (4.7). Then, for Ψ̃ = Ψ−ΨL, we have

∂XΨ̃−∆2
wΨ̃ = FL in ωbw \ σMw ,[

(1 + α2)∆wΨ̃
] ∣∣∣
σMw

= A2 [Ψw|X=M , ∂XΨw|X=M ] , (5.60)[
−
(
(1 + α2)∂X − 2α∂Y

)
∆wΨ̃ +

Ψ̃

2

] ∣∣∣∣∣
σMw

= A3 [Ψw|X=M , ∂XΨw|X=M ] ,

Ψ̃
∣∣
X=−γw(Y )

= ∂nΨ̃
∣∣
X=−γw(Y )

= 0,

where FL is a function depending on gk, k = 0, . . . , 3. The truncation technique introduced by
Ladyženskaya and Solonnikov [16] is used to prove the existence and uniqueness of the solution of system
(5.60) by means of a local uniform bound on ∆wΨ̃n, where Ψ̃n is the solution of the problem

∂XΨ̃n −∆2
wΨ̃n = FLn in ωn

(1 + α2)∆wΨ̃n

∣∣∣
σMn

= A2 [Ψw|X=M , ∂XΨw|X=M ] ,

−
[
(1 + α2)∂X − 2∂Y

]
∆wΨ̃n +

Ψ̃n

2

∣∣∣∣
σMn

= A3 [Ψw|X=M , ∂XΨw|X=M ] ,

Ψ̃n

∣∣
Γn

=
∂Ψ̃

∂nw

∣∣
Γn

= 0,

(5.61)

where ωn, σ
M
n and Γn are the ones in (4.11). The problem on Ψ̃n has the following weak formulation:

Let ϕ ∈ C∞0 (ωb) such that

ϕ = 0 on ωb \ ωn, ϕ|Γn = 0 and ∂Xϕ|Γn = 0. (5.62)

Then, the solution Ψ̃n ∈ H2(ωn) of (5.61) satisfies∫
ωb
∂XΨ̃nϕ−

∫
ωb

∆wΨ̃n∆wϕ = −

〈
A3 [Ψw|X=M , ∂XΨw|X=M ]− Ψ̃n

2

∣∣∣
X=M

, ϕ
∣∣
X=M

〉

−
〈
A2 [Ψw|X=M , ∂XΨw|X=M ] , ∂Xϕ

∣∣
X=M

〉
−
∫
ωb
FLn ϕ.

(5.63)
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Taking Ψ̃n as test function gives∫
ωb
|∆wΨ̃n|2 =

(〈
A3 [Ψw|X=M , ∂XΨw|X=M ] , Ψ̃n

∣∣
X=M

〉
+
〈
A2 [Ψw|X=M , ∂XΨw|X=M ] , ∂XΨ̃n

∣∣
X=M

〉)
︸ ︷︷ ︸

≤0

−
∫
ωb
FLn Ψ̃n

≤ C
√
n

3∑
k=0

‖gk‖L∞(R)‖Ψ̃n‖H2(ωn),

(5.64)

where the constant C only depends on ‖γw‖W 2,∞ . Then, applying Poincaré inequality we have∫
ωk

|∆wΨ̃n|2 ≤ C0n, (5.65)

where C0 = C0(g0, . . . , g3). The existence of Ψ̃n in H2(ωb) follows from Lemma 4.1. Uniqueness is
obtained by following similar arguments as the ones presented in (L5), see Section 4.1. We work with
the energy

Enk :=

∫
ωk

|∆wΨ̃n|2, (5.66)

for which we prove an inequality of the type

Enk ≤ C1

(
k + 1 +m sup

k≤j≤k+m

(
Enj+1 − Enj

)
+

1

m4−2η
sup

j≥k+m
(Enj+1 − Enj )

)
for all k ∈ {m, . . . , n},

(5.67)
for any m > 1 and η ∈]0, 2[. The constant C1 > 0 is uniform constant in n depending only on ‖γ‖W 2,∞

and ‖gj‖W 2−j,∞ , j = 0, . . . , 3. The bound in H2
uloc(ωb) is then obtained via a nontrivial induction

argument.

The remaining of the overall strategy is the same as the one detailed in step (L5) in Section 4.1. Conse-
quently, as we advance, we only discuss in detail the computations of the estimates involving the nonlocal
differential operators and their incidence on the induction argument.

• Induction. To shorten the notation in the following paragraphs, we write Ek and Ψ̃ instead of Enk
and Ψ̃n. Let us show by induction on n− k that for m large enough, (5.67) amounts to

Ek ≤ C1

(
k + 1 +m3 +

1

m4−2η
sup

j≥k+m
(Ej+1 − Ej)

)
for all ∀k ≤ n, (5.68)

where the positive constant C2 depends only on C0 and C1, appearing respectively in (5.65) and
(5.67). The inequality is clearly true when k = n, as soon as C2 > C0. Let us now assume that

Ek′ ≤ C2

(
k + 1 +m3 +

1

m4−2η
sup

j≥k′+m
(Ej+1 − Ej)

)
for all k ∈ {≤ k + 1, . . . , n} , (5.69)

holds and show it remains true for index k. If it were false, we have

Ek′ ≥ C2

(
k + 1 +m3 +

1

m4−2η
sup

j≥k′+m
(Ej+1 − Ej)

)
. (5.70)

Combining inequalities (5.69) and (5.70) implies for all k +m ≥ j ≥ k,

Ej+1 − Ej ≤ Ej+1 − Ek ≤ C2(m+ 1). (5.71)

Then, (5.67) yields

Ek ≤ C1

(
k + 1 + C2m(m+ 1) +

1

m4−2η
sup

j≥k+m
(Ej+1 − Ej)

)
for all k ∈ {m, . . . , n}. (5.72)
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Note that if C2 > C1 and C1C2m(m+1) ≤ C2m
3 in (5.72) we have a contradiction. This is verified

when C2 > C1 and m is large enough. Hence, inequality (5.70) is valid for all k ≤ n. Since equation
(5.67) is invariant by a horizontal translations (see (L5) in Section 4.1), we obtain

Ek+1 − Ek ≤ C1

(
2 +m3 +

1

m4−2η
sup
j∈N

(Ej+1 − Ej)
)

for all k ∈ {m, . . . , n},

for all k, so that for m large enough, we conclude that

sup
k∈N

(Enk+1 − Enk ) ≤ C1

(
2 +m3

1−m−4+2η

)
= C < +∞,

which is a H2
uloc bound on Ψ̃n. Hence, we can extract a subsequence of Ψ̃n that converges weakly

to some Ψ̃n satisfying (5.60). Existence follows from the ideas presented at the beginning of the
current section.

• Establishing the Saint-Venant estimate. This paragraph contains the proof of (5.67). The main
difficulty in computing estimates independent of the size of the support of Ψ̃n resides on the nonlocal
nature of the Poincaré-Steklov operators.

Thanks to the representation formula of the Poincaré-Steklov operators, the above formulation
makes sense for ϕ ∈ H2(ωbw) satisfying (5.62). To establish the estimates of Ek, we first introduce
the cut-off function χk(Y ) supported in σMk+1 and identically equal to 1 on σMk . Considering

ϕ = χkψ̃, k < n, as a test function in (5.45) yields for elements in l.h.s an expression equivalent to
(4.18). Namely,

Ek =
(〈
A3

[
Ψ̃|X=M , ∂XΨ̃|X=M

]
, χkΨ̃

∣∣
X=M

〉
+
〈
A2

[
Ψ̃|X=M , ∂XΨ̃|X=M

]
, χk∂XΨ̃

∣∣
X=M

〉)
−
∫
ωb
FLχkΨ̃ + commutator terms stemming from the bilaplacian.

(5.73)

All commutator terms are bounded by C(Ek+1 − Ek). The proof involves applying Poincaré and
Young inequalities similarly to (4.19). Moreover,∣∣∣∣∫

ωb
FLχkΨ̃

∣∣∣∣ ≤ C
(

3∑
k=0

‖gk‖L∞
)
√
k + 1E

1/2
k+1 ≤ C(g0, . . . , g3)

√
k + 1E

1/2
k+1. (5.74)

It remains to handle the non-local terms, i.e., the Poincaré-Steklov operator. Drawing inspiration
from [7] and [19], we introduce the auxiliary parameter m ∈ N∗ appearing in (5.67) and the
following decomposition for ψj

ψj = (χk + (χk+m − χk) + (1− χk+m))ψj , j = 0, 1. (5.75)

Then, for i = 2, 3, the transparent operators can be written as

〈Ai
[
Ψ̃|X=M , ∂XΨ̃|X=M

]
, χk∂

3−i
X Ψ̃|X=M 〉

= 〈Ai
[
χkΨ̃|X=M , χk∂XΨ̃|X=M

]
, χk∂

3−i
X Ψ̃|X=M 〉

+ 〈Ai[χkΨ̃|X=M , 1− χk∂XΨ̃|X=M ], χk∂
3−i
X Ψ̃|X=M 〉

+Ai[1− χkΨ̃|X=M , χk∂XΨ̃|X=M ], χk∂
3−i
X Ψ̃|X=M

+Ai[(1− χk)Ψ̃|X=M , (1− χk)∂XΨ̃|X=M ], χk∂
3−i
X Ψ̃|X=M

≤
∣∣∣Ai[(χk+m − χk)Ψ̃|X=M , (χk+m − χk)∂XΨ̃|X=M ], χk∂

3−i
X Ψ̃|X=M 〉

∣∣∣
+
∣∣∣〈Ai[(1− χk+m)Ψ̃|X=M , (1− χk+m)∂XΨ̃|X=M ], χk∂

3−i
X Ψ̃|X=M 〉

∣∣∣
= Ii,1 + Ii,2.

(5.76)

The inequality in (5.76) results from considering the negativity condition satisfied by the transpar-
ent operators. For the term Ii,1 we use to Proposition 5.4 and the estimate

‖χkΨ̃‖H2(ωb) + ‖χkΨ̃|X=M‖H3/2(ωb) + ‖χk∂XΨ̃|X=M‖H1/2(ωb) ≤ CE
1/2
k+1.
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Then,

|I2,1|+ |I3,1| ≤‖A2[(χk+m − χk)ψ0, (χk+m − χk)ψ1‖H−1/2

∥∥∥χk∂XχkΨ̃|X=M

∥∥∥
H1/2

+ ‖A3[(χk+m − χk)ψ0, (χk+m − χk)ψ1‖H−3/2

∥∥∥χkχkΨ̃|X=M

∥∥∥
H3/2

≤C
(
‖∂XχkΨ̃|X=M‖H1/2(R) + ‖χkΨ̃|X=M‖H3/2(R)

)
×
(
‖(χk+m − χk)∂XΨ̃|X=M‖H1/2(R) + ‖(χk+m − χk)Ψ̃|X=M‖H3/2(R)

)
≤C(Em+k+1 − Ek)1/2E

1/2
k+1.

We are left with the task of finding bounds for Ii,2. Note that for m ≥ 2, Suppχk+1 ∩ Supp(1 −
χk+m) = ∅, so, for i = 2, 3

〈Ai
[
Ψ̃|X=M , ∂XΨ̃|X=M

]
, ∂3−i
X χkΨ̃〉 =

∫
R
Ki,0 ∗ ((1− χk+m)Ψ̃|X=M )∂3−i

X χkΨ̃

+

∫
R
Ki,1 ∗ ((1− χk+m)∂XΨ̃|X=M )∂3−i

X χkΨ̃.

(5.77)

The convolution terms in (5.77) decay like |Y |−5. We have the following estimate:

Lemma 5.13. For all k ≥ m and η ∈ ] 0, 2 [

‖Ki,j ∗ (1− χk+m)ψj‖L2(σMk+1) ≤ Cηm
−2+η

(
sup

j≥k+m
(Ej+m − Ej)

)1/2

. (5.78)

Proof. We use an idea of Gérard-Varet and Masmoudi [2010], that was later used in [7], to treat
the large scales: we decompose the set σM \ σMk+m as

σM \ σMk+m =
⋃

j≥k+m

σMj+1 \ σMj .

On every set σMj+1 \ σMj , we bound the L2 norm of (1 − χk+m)ψi, i = 0, 1, by Ek+m+1 − Ek+m.
Thus we work with the quantity

sup
j≥k+m

(Ej+1 − Ej),

which we expect to be bounded uniformly in n, k. Now, applying the Cauchy–Schwarz inequality
yields,∫

σMk+1

dY

∫
σM\σMk+m

1

|Y ′ − Y |5
|∂iXΨ̃

∣∣
X=M

|dY ′

≤ C

(∫
σMk+1

dY

∫
σM\σMk+m

1

|Y ′ − Y |5+2η
dY ′

∫
σM\σMk+m

1

|Y ′ − Y |5−2η
|∂iXΨ̃

∣∣
X=M

|2dY ′
)1/2

≤ Cηm−2+η

(∫
σMk+1

∫
σM\σMk+m

1

|Y ′ − Y |5+2η
dY ′dY × sup

j≥k+m
(Ej+1 − Ej)

)1/2

.

(5.79)

The previous result is obtained using the following computations: for Y ∈ σMk+1∫
σM\σMk+m

1

|Y ′ − Y |5−2η
|∂iXΨ̃

∣∣
X=M

|2dY ′ =
∑

j≥k+m

∫
σMj+1\σMj

1

|j − Y |5−2η
|∂iXΨ̃

∣∣
X=M

|2dY ′

≤ C
∑

j≥k+m

(Ej+1 − Ej)
1

|j − Y |5−2η

≤ C sup
j≥k+m

(Ej+1 − Ej)
∑

j≥k+m

1

|j − Y |5−2η

≤ C sup
j≥k+m

(Ej+1 − Ej)
∑

j−k≥m+1

1

|j − k|5−2η

≤ Cηm−4+2η sup
j≥k+m

(Ej+1 − Ej) .

(5.80)
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The series above correspond to the Hurwitz zeta function which is absolutely convergent for η ∈
] 0, 2 [ . On the other hand,∫

σMk+1

∫
σM\σMk+m

1

|Y ′ − Y |5+2η
dY ′dY ≤ C

∫
R\[0,1]

dX

X4+2η
≤ Cη < +∞. (5.81)

Estimate (5.78) is easily obtained from (5.79), (5.80) and (5.81).

Applying several times Lemma 5.13 combined with (5.74) gives

Ek ≤ Cη,g

√k + 1E
1/2
k+1 + E

1/2
k+1(Ek+m+1 − Ek)1/2 +m−2+ηE

1/2
k+1

(
sup

j≥k+m
(Ej+1 − Ej)

)1/2
 ,

(5.82)
for k ≥ m ≥ 1. Since Ek is a monotonically increasing function with respect to k, we have

Ek+1 ≤ Ek + (Ek+m+1 − Ek) .

Furthermore,

Ek+m+1 − Ek =
∑

k≤j≤k+m

(Ej+1 − Ej) ≤ m sup
k≤j≤k+m

(Ej+1 − Ej) .

Taking C = max
η∈]0,2[

Cη and using Young’s inequality gives that for all ν > 0 there exists Cν , such

that

Ek ≤ νEk + Cν,g

(
k + 1 +m sup

k≤j≤k+m
(Ej+1 − Ej) +

1

m4−2η
sup

j≥k+m
(Ej+1 − Ej)

)
. (5.83)

Inequality (5.67) follows from choosing ν sufficiently small.

6 Nonlinear boundary layer formation near the western coast

This section is devoted to showing the well-posedness of the western boundary layer when the model
presents an advection term. We study the problem

∂XwΨw +Qw(Ψw,Ψw)−∆2
wΨw = 0, in ω+

w ∪ ω−
[Ψw] |Xw=0 = φ,[

∂kXwΨw

]
|Xw=0 = 0, k = 1, . . . , 3,

Ψw

∣∣
X=−γ(Y )

= 0,
∂Ψw

∂nw

∣∣
Xw=−γw(Y )

= 0.

(6.1)

where φ ∈W 2,∞(R) and the nonlinear term is given by

Qw(Ψw, Ψ̃w) = ∇⊥wΨw · ∇w(∆wΨ̃w) = ∇⊥w
[(
∇⊥wΨw · ∇w

)
∇⊥wΨ̃w

]
.

As before, in this section we will write X instead of Xw.

The proof of Theorem 1 for the nonlinear problem under a smallness assumption follows the general
scheme presented in Section 4.2. There are three main parts in our analysis: showing the well-posedness
of the nonlinear problem in the half-space; proving the existence, uniqueness and regularity of the solution
in the rough channel; and, finally, connecting both solutions at the “transparent” interface.

Later, in Section 7 special attention will be paid to linearized problems in the western boundary layer
domain. In its general form, this kind of problem is crucial in constructing the approximate solution
since it describes the behavior of higher-order western profiles and additional correctors.
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6.1 Nonlinear problem in the half-space

In this section, the well-posedness of the system (4.26) in the half-space is established under a smallness
assumption. Namely, we study the problem{

Qw(Ψw,Ψw) + ∂XΨw −∆2
wΨw = 0, in X > M

Ψw

∣∣
σMw

= ψ0, ∂XΨw

∣∣
σMw

= ψ1.
(6.2)

We shall solve (6.2) by means of a fixed point theorem using the a priori estimated provided in Theorem
5. Basically, we use a contraction mapping argument in a suitable Banach space which will be norm
invariant under the transformations that preserve the set of solutions, mainly the translations with
respect to the X variable. We introduce the functional spaces:

Hm :=
{
f ∈ Hm

uloc(R2
+) :

∥∥eδXf∥∥
Hmuloc

< +∞
}
, m ≥ 0, (6.3)

with the norm ‖f‖Hm = Cm‖eδXf‖Hmuloc
. Here, δ > 0 is the one in Theorem 5 and the constant Cm is

chosen so that if g, f ∈ Hm+1

‖(∇⊥wf · ∇w)∇⊥wg‖Hm−1 ≤ ‖f‖Hm+1‖g‖Hm+1 .

We show the following:

Proposition 6.1. Let m ∈ N, m � 1. There is δ0 > 0 such that for all ψ0 ∈ H
m+3/2
uloc (R) and

ψ1 ∈ Hm+1/2
uloc (R),

‖ψ0‖Hm+3/2
uloc (R)

+ ‖ψ1‖Hm+1/2
uloc (R)

< δ0, (6.4)

the system {
Qw(Ψw,Ψw) + ∂XΨw −∆2

wΨw = 0, in R2
+

Ψw

∣∣
X=0

= ψ0, ∂XΨw

∣∣
X=0

= ψ1.
(6.5)

has a unique solution in Hm+2.

Proof. For any functions ψ0 ∈ H
m+3/2
uloc (R) and ψ1 ∈ H

m+1/2
uloc (R), let the operator T(ψ0,ψ1) be defined

as follows: given a function Ψ ∈ Hm+2, set T(ψ0,ψ1)(Ψ) = Ψ̃, where Ψ̃ is the solution of (5.3) when

F = −∇⊥w
[
(∇⊥wΨ · ∇w)∇⊥wΨ

]
. According to Theorem 5, there exists a constant C0 such that for all

Ψ̃ ∈ Hm+2,

‖T(ψ0,ψ1)(Ψ)‖Hm+2 ≤ C0

(
‖ψ0‖Hm+3/2

uloc (R)
+ ‖ψ1‖Hm+2

uloc (R) + ‖Ψ‖2Hm+2

)
.

The previous inequality results from taking into account that when δ̄ = 2δ

‖eδ̄XF‖Hm−2
uloc (R2) ≤ Cδ̄‖e

δ̄X(∇⊥wΨ · ∇w)∇⊥wΨ‖Hm−1
uloc (R2)‖ < ‖Ψ‖

2
Hm+2 .

Let us verify that T(ψ0,ψ1) is a strict contraction under the smallness assumption (6.4). This implies
the function has a fixed point in a closed ball of R2

+. Let δ0 < 1/(4C2
0 ), and suppose that (6.4) holds.

Thanks to the assumption on δ0, there exists R0 > 0 such that

C0

(
δ0 +R2

0

)
≤ R0. (6.6)

Hence, R0 belongs to [R−, R+], where

R± =
1

2C0

(
1±

√
1− 4δ0C2

0

)
.

Therefore 0 < R− < (2C−1
0 , and it is always possible to choose 2R0C0 < 1. (6.4) and (6.6) imply

‖Ψ‖Hm+2 ≤ R0 =⇒ ‖T(ψ0,ψ1)(Ψ)‖Hm+1
uloc

< R0.

Now, let Ψi ∈ Hm+2 be a function satisfying T(ψ0,ψ1)(Ψi) = Ψ̃i, where Ψi is the solution of (5.6) when

F i = (∇⊥wΨi · ∇w)∇⊥wΨi, i = 1, 2. If ‖Ψ1‖Hm+2
uloc

≤ R0, ‖Ψ2‖Hm+2
uloc

≤ R0 and Ψ̄ = T(ψ0,ψ1)(Ψ1) −
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T(ψ0,ψ1)(Ψ2), we have that Ψ̄ is a solution of (5.6) with Ψ̄
∣∣
X=0

= ∂XΨ̄
∣∣
X=0

= 0 and source term

F 1 − F 2 = ∇⊥w
[
(∇⊥wΨ1 · ∇w)∇⊥wΨ1

]
−∇⊥w

[
(∇⊥wΨ2 · ∇w)∇⊥wΨ2

]
. Thus, using once again Theorem 5,

‖T(ψ0,ψ1)(Ψ
1)− T(ψ0,ψ1)(Ψ2)‖Hm+2 ≤ C0‖F 1 − F 2‖Hm−1 ≤ 2C0R0‖Ψ1 −Ψ2‖Hm+2 .

Since 2C0R0 < 1, T(ψ0,ψ1) is a contraction over the ball of radius R0 in Hm+2. We can then assert that
T(ψ0,ψ1) has a fixed point in Hm+2 as a result of Banach’s fixed point theorem which concludes the proof
of Proposition 6.1.

Remark 6.1. We can retrieve the solution for X > M when M > 0 thanks to the problem being invariant
with respect to translations along the X-axis. Let Ψ0 be the solution of (6.5). Then, the solution ΨM of
(6.2) in the half-space X > M , M > 0, satisfies ΨM = Ψ0(X −M).

6.2 The problem in the rough channel

The goal in this section is to prove, by the truncation technique employed in [12], the existence of a
solution of problem

Qw(Ψ−w ,Ψ
−
w) + ∂XΨ−w −∆2

wΨ−w = 0, in ωb \ σw
[Ψ−w ]

∣∣
σw

= φ,
[
∂kXΨ−w

] ∣∣
σw

= 0, k = 1, . . . , 3,

Ψ−w
∣∣
X=−γw(Y )

=
∂Ψ−w
∂nw

∣∣
X=−γw(Y )

= 0,

A2[Ψ−w
∣∣
σMw
, ∂XΨ−w

∣∣
σMw

] = ρ2, A3[Ψ−w
∣∣
σMw
, ∂XΨ−w

∣∣
σMw

] = ρ3,

(6.7)

where ωbw = ωw \ ({X > M} × R) denotes the rough channel. We recall that

A2[Ψ
∣∣
σMw
, ∂XΨ

∣∣
σMw

] = (1 + α2)∆wΨ,

A3[Ψ
∣∣
σMw
, ∂XΨ

∣∣
σMw

] = −
(
(1 + α2)∂X − 2α∂Y

)
∆wΨ + ∂Y

(
|∇⊥wΨ|2

2

)
+ (∇⊥wΨ · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ +

Ψ

2
.

This part corresponds to step (NL2) in Section 4.2. Although the idea is the same as for the linear case,
an important difference resides in working indirectly with the values of the Poincaré-Steklov operators.
Indeed, here we “join” the solutions obtained at both sides of the artificial boundary using the implicit
function theorem. To do so, higher regularity estimates of the solution near σMw are essential.

As for the tensors at X = M , since we will need to construct solutions in Hm+2
uloc and due to the form

of the differential operators, we look for ρ2 and ρ3 in the H
m−1/2
uloc (R) and H

m−3/2
uloc (R), respectively. We

then claim that the following result holds:

Proposition 6.2. Let m � 1 be arbitrary. There exists δ > 0 such that for all φ ∈ W 2,∞(R), ρ2 ∈
H
m−1/2
uloc (R) and ρ3 ∈ Hm−3/2

uloc (R) with ‖φ‖W 2,∞(R) < δ, ‖ρ2‖Hm−1/2
uloc (R)

+‖ρ3‖Hm−3/2
uloc (R)

< δ, system (6.7)

has a unique solution Ψ−w ∈ H2
uloc(ωbw \ σw).

Moreover, Ψ−w ∈ Hm+2
uloc ((M ′,M)× R), for all M ′ ∈]0,M [ and

‖Ψ−w‖Hm+2
uloc ((M ′,M)×R) ≤ CM ′

(
‖φ‖W 2,∞ + ‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
.

Proof. First, we will briefly discuss the existence and uniqueness of a solution in H2, as well as the
validity of the estimate. Then, the regularity result will be presented. Throughout the proof, we will
drop the w from the notation when there is no confusion.

Step 1. Existence and uniqueness of the solution. We look for the solution Ψ̃ = Ψ− −ΨL of the
problem

Qw(Ψ̃, Ψ̃ + ΨL) +Qw(ΨL, Ψ̃) + ∂XΨ̃−∆2
wΨ̃ = FL in ωb,

A2[Ψ̃
∣∣
σMw
, ∂XΨ̃

∣∣
σMw

] = ρ2, A3[Ψ̃
∣∣
σMw
, ∂XΨ̃

∣∣
σMw

] = ρ3,

Ψ̃
∣∣
X=−γ(Y )

= 0,
∂Ψ̃

∂nw

∣∣
X=−γ(Y )

= 0. (6.8)
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Here, ΨL is defined as in (4.7) for g0 = φ and gk ≡ 0 for k = 1, 2, 3. In (6.8), FL denotes ∆2
w(ΨL) −

∂X(ΨL)−Qw(ΨL,ΨL). Notice that thanks to the regularity and smallness assumptions on φ, we have,

‖FL‖L2
uloc(ωb) ≤ C

(
‖φ‖W 2,∞ + ‖φ‖2W 2,∞

)
≤ C‖φ‖W 2,∞ .

In the nequality above, the constant C depends on α and ‖γw‖W 2,∞ . Before computing the a priori
estimates, we write the weak formulation of (6.8).

Definition 6.1. Let V be the space of functions ϕ ∈ C∞0 (ωb) such that Suppϕ ∩ ∂Ω = ∅ and D2
0(ωb)

its completion for the norm ‖Ψ‖ = ‖∆wΨ‖L2 . Define for (Ψ, Ψ̃, ϕ) ∈ D2
0 × D2

0 × V, the trilinear form
b(Ψ, Ψ̃, ϕ) = −

∫
Ω

(∇⊥wΨ · ∇w)∇⊥wΨ̃ · ∇⊥wϕ. A function Ψ̃ ∈ H2
uloc(ωb) is a solution of (6.8) if it satisfies

the homogeneous conditions Ψ̃
∣∣
Γw

= ∂nwΨ̃
∣∣
Γw

= 0 at the rough boundary, and if, for all ϕ ∈ V, we get∫
ωbw

∂XΨ̃ϕ+ b(Ψ̃, Ψ̃, ϕ)−
∫
ωbw

∆wΨ̃∆wϕ

= −
∫
R

(
ρ3 −

Ψ̃

2

∣∣∣∣
X=M

)
ϕ
∣∣
X=M

dY (6.9)

+

∫
R

(
|∇⊥wΨ̃|2

2

)∣∣∣∣
X=M

∂Y
˜̃Ψ

∣∣∣∣
X=M

dY −
∫
R
ρ2

∣∣
X=M

∂Xϕ
∣∣
X=M

dY.

We consider the system (6.8) in ωn

Qw(Ψ̃n, Ψ̃n + ΨL
n) +Qw(ΨL

n , Ψ̃n) + ∂XΨ̃n −∆2
wΨ̃n = FLn in ωn,

Ψ̃n = 0, in ωb \ ωn,
Ψ̃n

∣∣
X=−γn(Y )

= ∂nΨ̃n

∣∣
X=−γn(Y )

= 0, (6.10)

A2[Ψ̃n

∣∣
σMn
, ∂XΨ̃n

∣∣
σMn

] = ρ2,

A3[Ψ̃n

∣∣
σMn
, ∂XΨ̃n

∣∣
σMn

] = ρ3.

The domain ωn and its components are the same as in (4.11).

By taking Ψ̃n as a test function in (6.10), we get a first energy estimate on Ψ̃n

‖∆wΨ̃n‖2L2(ωn) = b(Ψ̃n,Ψ
L
n , Ψ̃n) +

∫
σMn

ρ3Ψ̃n +

∫
σMn

ρ2∂XΨ̃n −
∫
ωn

FLΨ̃n

≤ C1‖∆wφ‖L∞(ωn)‖∇⊥wΨ̃n‖2L2(ωn) + C2

√
n
(
‖ρ3‖Hm−3/2

uloc (R)
‖Ψ̃n

∣∣
X=M

‖L2([−n,n])

+‖ρ2‖Hm−1/2(ωn)‖∇wΨ̃n

∣∣
X=M

‖L2(([−n,n])

)
+ ‖FL‖L2

uloc
‖Ψ̃n‖L2(ωn), (6.11)

using the Cauchy-Schwartz and Poincaré inequalities over ωn. Moreover, we have

‖∆wΨ̃n‖2L2(ωn) ≤ C
(
‖φ‖W 2,∞ + ‖ρ3‖Hm−3/2

uloc

+ ‖ρ2‖Hm−1/2
uloc

)
‖Ψ̃n‖H2(ωn).

Notice that as a consequence of the smallness assumption on ‖φ‖H2(ωb), the first term on the r.h.s of
inequality (6.11) can be absorbed by the one on the l.h.s for δ small enough. Then, using Poincaré
inequality over the whole channel yields

En :=

∫
ωb
|∆wΨ̃n|2 ≤

∫
ωn

|∆wΨ̃n|2 ≤ C0n, (6.12)

where constant C0 depends on α, ‖φ‖W 2,∞ , ‖ρ3‖Hm−3/2
uloc

, ‖ρ2‖Hm−1/2
uloc

and ‖γ‖W 2,∞ . The existence of Ψ̃n

in H2(ωn) follows.

Following the same reasoning as in the linear case ((L5) in Section 4.1 and Section 5.3), we establish an
induction inequality on (Enk )k∈N for all n ∈ N. Recall that

Enk :=

∫
ωb
χk|∆wΨ̃n|2,
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where χk ∈ C∞0 (R) is a cut-off function in the tangential variable such that Suppχk ⊂ [−k − 1, k + 1]
and χn ≡ 1 on [−k, k] for k ∈ N. The induction relation allows one to obtain a uniform bound on the
Ek, from which we deduce a H2

uloc bound on Ψ̃n uniformly in n. From this, an exact solution follows by
compactness, see (L5) in Section 4.1.

Here, we show the inequality for all k ∈ {1, . . . , n}

Enk ≤ C1

(
(Enk+1 − Enk )3/2 + (Enk+1 − Enk ) +

(
‖ρ2‖2Hm−1/2

uloc

+ ‖φ‖2W 2,∞ + ‖ρ3‖2Hm−3/2
uloc

)
(k + 1)

)
, (6.13)

where C1 is a constant depending only on the characteristics of the domain. Then, by backwards
induction on k, we deduce that

Enk ≤ Ck, ∀k ∈ {k0, . . . , n},

where k0 ∈ N is a large, but fixed integer (independent of n) and Enk0 is bounded uniformly in n for a

constant C depending on ωb, φ and ρi, i = 2, 3. Then, we use the fact that the derivation of energy
estimates is invariant by translation on the tangential variable to prove that the uniform boundness holds
not only for a maximal energy of size k0, but for all k, similarly to (L5) in Section 4.1.

To lighten notations in the subsequent proof, we shall denote Ek instead of Enk .

• Energy estimates. This part is devoted to the proof of (6.13). We carry out the energy estimate on
the system (6.8), focusing on having constants uniform in n as explained before. Since the linear
part of the equation has already been analyzed on Section 5, we discuss in detail only the nonlinear
terms. In fact, the main issue consists in handling the quadratic terms Qw(Ψ̃, Ψ̃+ΨL), Qw(ΨL, Ψ̃),
which justifies the presence of the |∇⊥wΨ̃|2 in one of the tensors at σMw . Plugging ϕ = χkΨ̃ into the
nonlinear terms of (6.9) gives

b(Ψ̃ + ΨL, Ψ̃, χkΨ̃) = −
∫
ω

χk(∇⊥w(Ψ̃ + ΨL) · ∇w)∇⊥wΨ̃ · ∇⊥wΨ̃

−
∫
ω

(∇⊥w(Ψ̃ + ΨL) · ∇w)∇⊥wΨ̃ · (∇⊥wχk)Ψ̃, (6.14)

b(Ψ̃,ΨL, χkΨ̃) = −
∫
ω

χk(∇⊥wΨ̃ · ∇w)∇⊥wΨL · ∇⊥wΨ̃

−
∫
ω

(
∇⊥wΨ̃ · ∇

)
∇⊥wΨL · (∇⊥wχk)Ψ̃, (6.15)

To bound each one of the terms we will frequently use the Sobolev inequality for all ω′ ⊂ ωb,

∀u ∈ H1(ω′), u
∣∣
Γ

= 0, ‖u‖Lq(ω′) ≤ Cq‖∇u‖L2(ω′), q ∈ [1,+∞). (6.16)

The constant Cq does not depend on ω′. Let us now illustrate the procedure for the first term in
the l.h.s. of (6.15). By using Cauchy-Schwarz inequality and the properties of χk, we find that∣∣∣∣∫

ω

χk(∇⊥wΨ̃ · ∇w)∇⊥wΨL · ∇⊥wΨ̃

∣∣∣∣ ≤ C‖φ‖W 2,∞(ωk+1)‖∇⊥wΨ̃‖2L2(ωk+1)

≤ C ‖φ‖W 2,∞Ek+1,

where C is a strictly positive constant depending on α, M and ‖γw‖W 2,∞ . On the other hand,

−
∫
ω

χk(∇⊥w(Ψ̃ + ΨL) · ∇w)∇⊥wΨ̃ · ∇⊥wΨ̃ = −
∫
ω

χk∇⊥w(Ψ̃ + ΨL) · ∇w

(
|∇⊥wΨ̃|2

2

)

=

∫
ω

∇wχk · ∇⊥w(Ψ̃ + ΨL)

(
|∇⊥wΨ̃|2

2

)

−
∫
R
χk

(
|∇⊥wΨ̃|2

2
∂Y Ψ̃

)∣∣∣∣∣
X=M

dY.

Proceeding as before, it can be easily checked that the first term on the right-hand side is bounded
by C(Ek+1 − Ek)3/2 + C‖φ‖W 2,∞(Ek+1 − Ek).
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Applying integration by parts on the second integral gives

−
∫
R
χk

(
|∇⊥wΨ̃|2

2
∂Y Ψ̃

)∣∣∣∣∣
X=M

dY =

∫
R
χk∂Y

(
|∇⊥wΨ̃|2

2

)∣∣∣∣∣
X=M

Ψ̃ dY (6.17)

+

∫
R
∂Y χk

(
|∇⊥wΨ̃|2

2

)∣∣∣∣∣
X=M

Ψ̃ dY.

The first term can be grouped with other boundary terms stemming from the bilaplacian, while
the second is bounded by C(Ek+1 − Ek)3/2 as a consequence of the trace theorem.

There remains to consider the r.h.s of (6.14) and (6.15), i.e, the terms
∫
ω

(∇⊥w(Ψ̃ + ΨL) ·∇w)∇⊥wΨ̃ ·
(∇⊥wχk)Ψ̃ and

∫
ω

(
∇⊥wΨ̃ · ∇

)
∇⊥wΨL·(∇⊥wχk)Ψ̃ which are bounded by C(Ek+1−Ek)3/2+C‖φ‖W 1,∞(Ek+1−

Ek) and C‖φ‖W 2,∞(Ek+1 − Ek), respectively.

The linear terms defined on ωb satisfy (4.18) and are bounded by C(Ek+1 −Ek) as seen in (4.19).
Lastly, we deduce ∫

ωbw

∂XΨ̃χkΨ̃ =
1

2

∫
ωbw

χk∂X(|Ψ̃|2) =
1

2

∫
R
χk|Ψ|2

∣∣
X=M

. (6.18)

From collecting the boundary terms coming from the bilaplacian with (6.17) and (6.18), we get

−
∫
R
χk

(
Ψ̃ρ3 + ∂XΨ̃ρ2

) ∣∣∣∣∣
X=M

.

The term above is bounded for any δ > 0 by

C
(
‖ρ2‖L2

uloc
+ ‖ρ3‖L2

uloc

)
Ek+1 + C ′

(
‖ρ2‖L2

uloc
+ ‖ρ3‖L2

uloc

)
(k + 1),

where C,C ′ depend only on M , α and on ‖γ‖W 2,∞ . The computation of this bound relies on the
trace theorem and Young’s inequality. We are left with∣∣∣∣∣

∫
ωbw

χkF
LΨ̃

∣∣∣∣∣ ≤ C‖φ‖W 2,∞E
1/2
k+1

√
k + 1.

The last bound is not optimal but it suffices for our purposes. Applying once again Young’s
inequality yields ∣∣∣∣∣

∫
ωbw

χkF
LΨ̃

∣∣∣∣∣ ≤ C‖φ‖W 2,∞Ek+1 + C ′‖φ‖W 2,∞(k + 1).

For ‖φ‖W 2,∞ , ‖ρ2‖Hm−1/2
uloc

and ‖ρ3‖Hm−3/2
uloc

, gathering all the terms provides the following inequality

Ek ≤ C1(Ek+1−Ek)3/2+C2‖φ‖W 2,∞(Ek+1−Ek)+C3

(
‖φ‖W 2,∞ + ‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
(k+1).

(6.19)

• Induction. We aim to deduce from (6.13) that there exists k0 ∈ N \ {0}, C > 0 such that, for all
n ∈ N ∫

ωk0

|∆wΨ̃n|2 ≤ C. (6.20)

Let C2(φ) and C3(φ, ρ2, ρ3) denote the coefficients associated to second and third k-dependent
terms in inequality (6.19). From (6.13), we prove by downward induction on k, that there exists a
positive constant C4 depending only on C0, C1, C2(φ) and C3(φ, ρ2, ρ3), appearing respectively in
(6.12) and (6.19), such that, for all k > k0,

Ek ≤ C4C3(φ, ρ2, ρ3)(k + 1). (6.21)

Here, C4 is independent of n, k.

Note that (6.21) is holds for k = n if C4 > C0(C3(φ, ρ2, ρ3))−1 , remembering that Ψ̃n = 0 on
ωb \ ωn. We then assume that (6.21) holds for n, n− 1, . . . , k + 1, where k is a positive integer.
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To obtain the contradiction that allows us to claim (6.21) holds at the rank k, we assume that
(6.21) is no longer true for k. Then, the induction yields

Ek+1 − Ek < C4C3(φ, ρ2, ρ3).

Substituting the above inequality in (6.19) gives

C4C3(φ, ρ2, ρ3) < Ek ≤ C1C
3/2
4 C3(φ, ρ2, ρ3)3/2 + C2(φ)C4C3(φ, ρ2, ρ3) + C3(φ, ρ2, ρ3)(k + 1)

(6.22)

Even when the values of C0, C1, C2(φ), C3(φ, ρ2, ρ3) > 0 are fixed, C4 can be conveniently cho-
sen. Taking C4 ≥ 2 and plugging it in (6.22) results in a contradiction for k > k0, where

k0 =
⌊
C1C

3/2
4 C3(φ, ρ2, ρ3)1/2 + C2(φ)C4

⌋
. Consequently, (6.21) is true at the rank k > k0 and

it also holds when k ≤ k0, since Ek is increasingly monotonic with respect to k.

Remark 6.2. The reader can find a detailed description of the method for the Stokes problem in
[12] and for the Stokes-Coriolis system, in [7]. The backward induction in our case is less involved
than the works mentioned above since we are not dealing directly with a non-local, non-linear
Dirichlet-to-Neumann operator.

By taking into account the translation invariance of the energy estimates and considering k0 suf-
ficiently large, we conclude that Ψ̃n is uniformly bounded in H2(ωb). This implies in turn that Ψ̃
and consequently, Ψ belong to H2

uloc(ωb).

• Uniqueness. Let Ψ̄ = Ψ1−Ψ2, where Ψi, i = 1, 2, are solutions of satisfying the smallness condition
‖Ψi‖Hmuloc

< δ. We show that the solution Ψ̄ of the problem

Qw(Ψ̄,Ψ1) +Qw(Ψ2, Ψ̄) + ∂XΨ̄−∆2
wΨ̄ = 0 in ωb,

(1 + α2)∆wΨ̄
∣∣∣
σMw

= 0,(
−
(
(1 + α2)∂X − 2α∂Y

)
∆wΨ̄ + ∂Y

(
∇⊥wΨ̄∇⊥w(Ψ1 + Ψ2)

2

)
(6.23)

+(∇⊥wΨ̄ · ∇w)
(
(1 + α2)∂X − α∂Y

)
Ψ1 (6.24)

+(∇⊥wΨ2 · ∇w)
(
(1 + α2)∂X − α∂Y

)
Ψ̄ +

Ψ̄

2

) ∣∣∣∣∣
σMw

= 0,

Ψ
∣∣
X=−γ(Y )

=
∂Ψ

∂nw

∣∣
X=−γ(Y )

= 0, (6.25)

(6.26)

is Ψ̄ ≡ 0. The smallness assumption on Ψi, i = 1, 2 leads the to following inequality on the
truncated energies

Ek ≤ (‖Ψ1‖H2
uloc

+ ‖Ψ2‖H2
uloc

)C1(Ek+1 − Ek),

where the constant C1 depends only on the characteristics of the domain. Since sup
k

(Ek+1−Ek) ≤

‖Ψ̄‖2
H2

uloc
, it is possible to show that Ek is uniformly bounded in k. Therefore, the difference

between two solutions belongs to H2(R) and we can repeat the method but without χk. The
smallness assumption on ‖Ψi‖H2

uloc
, i = 1, 2, ensures for a constant C > 0

(1− Cδ)
∫
ωb
|∆Ψ|2 ≤ 0,

which provides the uniqueness result when δ < C−1.

Step 2. Regularity. Higher regularity estimates for the solution are necessary for the subsequent
application of the implicit function theorem. The analysis of the interior regularity and the regularity
up to the boundary starts with the case of m = 1. This case is later used to obtain higher regularity
estimates through induction.
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First order interior regularity

Theorem 6. For any, Ψ ∈ H2
loc(ωbw) which is a solution of

∂XΨ + (∇⊥wΨ · ∇w)∆wΨ−∆2
wΨ = 0 in ωb (6.27)

then Ψ ∈ Hs
loc(ωbw), s ∈ N, s ≥ 2. More precisely, for any bounded open set ω′satisfying ω′ ⊂⊂ ωbw,

‖Ψ‖Hs(ω′) ≤ C‖Ψ‖H2
uloc(ωbw), (6.28)

where C is a constant depending on ω′.

Proof. Let Ψ be a solution of (6.27) belonging to H2
uloc(ωbw) and ω′ ⊂⊂ ωbw. Note that (∇⊥wΨ·∇w)∆wΨ =

∇w · ((∇⊥wΨ)∆wΨ) and ∇⊥wΨ ∈ H1(ω′). Therefore, by Sobolev embedding

∇⊥wΨ ∈ Lp(ω′) for any p ∈ [1,+∞).

As ∆wΨ ∈ L2(ω′), we have that (∆wΨ)∇⊥wΨ ∈ Lq(ω′) for any q ∈ [1, 2) and, on that account

∇w · ((∇⊥wΨ)∆wΨ) ∈W−1,q(ω′) for any q ∈ [1, 2).

Taking into account ∂XΨ ∈ H1(ω′) ⊂ W−1,q(ω′) and using (6.27) provide ∆w(∆wΨ) ∈ W−1,q(ω′) for
any q ∈ [1, 2). Therefore, by means of classical elliptic regularity arguments, we obtain ∆wΨ ∈W 1,q(ω′)
for any q ∈ [1, 2). This implies in turn that Ψ ∈W 3,q(ω′) for any q ∈ [1, 2) and

‖Ψ‖W 3,q(ω′) ≤ C‖Ψ‖H2(ω′′) ≤ C‖Ψ‖H2
uloc(ωbw),

where ω′ ⊂ ω′′ ⊂ ωbw and C is a constant depending only ω′. Consequently, ∇⊥Ψ ∈ W 2,q(ω′) for any
q ∈ [1, 2) leading to ∇⊥Ψ ∈ W 1,p(ω′) for any p ∈ [1,+∞). Similarly, ∆wΨ ∈ W 1,q(ω′) for any q ∈ [1, 2)
which gives that ∆wΨ∇⊥Ψ ∈W 1,q(ω′) for any q ∈ [1, 2) and Ψ ∈W 4,q(ω′) for any q ∈ [1, 2). Repeating
the procedure results in Ψ ∈ W s,q(ω′) for any s ∈ N∗. Therefore, Ψ ∈ Hs(ω′) for any s ∈ R by Sobolev
embedding. In particular, there exists C depending only on ω′ such that

‖Ψ‖H3(ω′) ≤ C‖Ψ‖H2
uloc(ωbw).

Regularity up to the boundary Since we are only interested in the regularity near the artificial boundary,
we can consider without loss of generality that the behavior at the interface at X = 0 and the rough
boundary does not influence our analysis. We tackle our regularity analysis for X > M ′, where M ′ ∈
(0,M). To prove H3

uloc- regularity up to the boundary, we need to compute a priori estimates for ∂Y Ψ
in H2

uloc. First, we are going to localize the equation near a fixed k ∈ Z. Let ϕ̃k ∈ C∞0 (R) be equal to 1
in a neighborhood of k ∈ Z, and such that the size of Suppϕ̃k is bounded uniformly in k. Moreover, we
set ϕk = ϕ̃2

k.

The idea is to apply a finite difference operator with a step h > 0 in the direction parallel to the
boundary, that is to say parallel to the Y -axis, and then, pass to the limit when h goes to zero. This
shows that ∂Y (ϕkΨ−w) ∈ H2(ωbw). Then, using the equations, it implies that ∂X(ϕkΨ−w) ∈ H2(ωbw) and
thus ϕkΨ−w ∈ H3(ωbw). From the arbitrariness of k ∈ Z and ϕk, and from the interior regularity provided
for the case when m = 1, this in turn implies that Ψ−w ∈ H3

uloc(ωbw). Going forward, to alleviate the
notation, we omit the k-dependence of ϕ and we denote Ψ instead of Ψ−w . We define the finite difference
operator δh as follows:

δhu =
τhu− u

h
, τhu(X,Y ) = u(X,Y + h).

Then, for ω′ ⊂⊂ ωbw, there exists a constant C > 0 such that |h| < dist(∂ω, ω′), and f ∈W k,p(ω),

‖δhf‖Wk−1,p(ω′) ≤ C‖f‖Wk,p(ω),

lim
h→0
‖δh(f)− ∂Y f‖Wk−1,p(ω′) = 0.
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Considering ψh = δh(ϕkΨ) in (6.7) yields

∂Xψh −∆2
wψh = fh in ωb ∩ Suppϕk,

(1 + α2)∆wψh = ρh2 ,

−
[
(1 + α2)∂X − 2α∂Y

]
∆wψh +

ψh
2

∣∣∣
X=M

= ρh3 ,

ψh = ∂Xψh = 0, on (M ′,M)× ∂Suppϕk.

Taking into account that ϕk is independent of X, we have that

fh = −δh
[
4ϕ

(3)
k (∂Y − α∂X) Ψ + 6ϕ′′k∆wΨ + 4ϕ′k (∂Y − α∂X) ∆wΨ + ϕ

(4)
k Ψ

−∇wΨ ·
(

3(0, ϕ′k)∆wΨ + 3ϕ′′k∇wΨ + (0, ϕ
(3)
k )Ψ

)]
− δh

[
(∇⊥wΨ · ∇w)∆w(ϕkΨ)

]
,

ρh2 = δh[ϕkρ2]− (1 + α2)δh [2ϕ′k (∂Y − α∂X) Ψ + ϕ′′kΨ] ,

ρh3 = δh[ϕkρ3] + δh
[(

(1 + α2)∂X − 2α∂Y
) (

2∂Y ϕk (∂Y − α∂X) Ψ + ∂2
Y ϕkΨ

)
−∇⊥wΨ ·

(
−α∇w (Ψ∂Y ϕk) +

(
(1 + α2)∂X − α∂Y

)
Ψ(0, ∂Y )ϕk

)
−
(
∂Y

(
|∇⊥wΨ|2

2

)
ϕk

)]
+ δh

[
(∇⊥wΨ · ∇w)

(
(1 + α2)∂X − α∂Y )(ϕkΨ)

)]
− δh[2α∆wΨ∂Y ϕk].

Let us now state some technical lemmas which are necessary to the proof.

Lemma 6.1. Let σMw = {(M,Y ) : Y ∈ R}. Define σk = σMw ∩Suppϕ where ϕ ∈ C∞0 (R) and it is equal to

1 in a neighborhood of σMw . Consider the functions Ψ ∈ H2
uloc(ωb), ρ2 ∈ H1/2

uloc(σM ) and ρ3 ∈ H−1/2
uloc (σM ).

Then, for any h ∈ R, we have the estimates

‖ρh3‖H−3/2(σk) ≤C(1 + ‖ϕ‖W 4,∞)(‖ρ3‖H−1/2
uloc (σMw )

+ ‖ρ2‖H1/2
uloc(σMw )

+ ‖Ψ‖H2
uloc

(1 + ‖ψh‖H2
uloc

+ ‖Ψ‖H2
uloc

)),

‖ρh2‖H−1/2(σk) ≤C
(
‖ρ2‖H1/2

uloc(σMw )
+ ‖Ψ‖H2

uloc

)
‖ϕ‖W 3,∞ ,

‖fh‖H−2(ωbw) ≤C(‖Ψ‖H2
uloc

(1 + ‖Ψ‖H2
uloc

+ ‖ψh‖H2
uloc

+ ‖ΨL‖H2
uloc

))(1 + ‖ϕ‖W 3,∞(ωbw)),

where C is a constant depending only on the domain ωbw.

Lemma 6.2. Consider the linear problem

∂Xz −∆2
wz = f1 in ωk,

(1 + α2)∆wz = f2, (6.29)

−
[
(1 + α2)∂X − 2α∂Y

]
∆wz +

z

2

∣∣∣
σk

= f3,

z = ∂Xz = 0, on ∂ωk \ σk,

where ωk = ωb∩Suppϕ, σk = ∂ωk∩∂ωbw and ν stands for the unit outer normal vector at the boundary. If
f1 ∈ H−2(ωk), f2 ∈ H−1/2(σk), f3 ∈ H−3/2(σk). Then, problem (6.29) has a unique solution z ∈ H2(ωk)
and satisfies the estimate

‖z‖H2(ωk) ≤ C
(
‖f1‖H−2(ωk) + ‖f2‖H−1/2(σk) + ‖f3‖H−3/2(σk)

)
. (6.30)

The regularity up to the boundary and the fact that ϕΨ ∈ H3(ωbw) is a consequence of Lemmas 6.1 and
6.2 for z = ψh. Combining these two Lemmas with the smallness assumption on ‖Ψ‖H2

uloc(ωbw), we have

that ψh ∈ H2(ωbw) and, for any h ∈ R∗

‖ψh‖H2(ωbw) ≤ C
(
‖Ψ‖H2

uloc(ωbw) + ‖ρ2‖H1/2
uloc(σk)

+ ‖ρ3‖H1/2
uloc(σk)

)
,

for some constant C depending on the bound on ‖Ψ‖H2
uloc(ωbw) but independent of h. This implies that

ψh ∈ H2(ωbw) and therefore, ∂Y (Ψϕ) ∈ H2(ωbw). From the arbitrariness of ϕ and as Ψ ∈ H2(ωbw), this
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means that ∂Y Ψ ∈ H2
uloc(ωbw). Hence, that ∂Y ∂XΨ ∈ H1/2

uloc(σk). In particular ∂XΨ ∈ H3/2
uloc(σk). The

first boundary condition of (6.7) yields

∂2
XΨ = (1 + α)−1

(
−∂2

Y Ψ + 2α∂Y ∂XΨ + (1 + α)−1ρ2

)
,

which implies that ∂2
XΨ ∈ H1/2

uloc(σk). This result combined with the second boundary condition in (6.7)

gives ∂X∇wΨ ∈ H−1/2
uloc (σk) and, consequently, ∆w(∂XΨ) ∈ H−1/2

uloc (σk). Using now the main equation

in (6.7), we deduce that ∆2
wΨ ∈ H−1

uloc(ωbw) and ∂2
X∆wΨ ∈ H−1

uloc(ωbw). Hence, ∂2
X∆Ψ ∈ H−3/2

uloc (σk) and

A3[∂XΨ] ∈ H−3/2
uloc (σk). Let χ ∈ C∞c (ωbw), setting

f1 = ∆2
w(χ∂XΨ)− (χ∂XΨ),

f2 = (1 + α2)∆w(χ∂XΨ),

f3 = −[(1 + α2)∂X − 2α∂Y ]∆w(χ∂XΨ) +
χ∂XΨ

2
,

yields that χ∂XΨ is solution to a linear problem of the from (6.29) where f1 ∈ H−2(σk), f2 ∈ H−1/2(σk),
f3 ∈ H−2(σk). From Lemma 6.2, χ∂XΨ ∈ H2(ωbw) and paired with the arbitrariness of χ ∂XΨ ∈ H2(ωbw).
Finally, combining this with ∂Y Ψ ∈ H2(ωbw) gives Ψ ∈ H3(ωbw). It remains to prove the results in Lem-
mas 6.1 and 6.2. Lemma 6.2 is a standard elliptic regularity result. The main difficulty resides in the
proof of the estimates in Lemma 6.1 when handling the nonlinear terms.

Proof of Lemma 6.2. Before computing the elliptic regularity estimates, let us first briefly comment on
the existence of an appropriate weak solution z of the boundary-value problem (6.29). Note that the
weak formulation associated with (6.29) is∫

ωk

∂Xzθ −
∫
ωk

∆wz∆wθ =

∫
ωk

f1θ −
∫
σk

f3θ
∣∣
X=M

−
∫
σk

f2∂Xθ
∣∣
X=M

+

∫
σk

1
2 z
∣∣
X=M

θ
∣∣
X=M

, ∀ θ ∈ H2(ωk),
(6.31)

which can be written as follows:

A(z, θ) + a(z, θ) = (f1, θ)−
∫
σk

f3θ
∣∣
X=M

−
∫
σk

f2∂Xθ
∣∣
X=M

+

∫
σk

1

2
z
∣∣
X=M

θ
∣∣
X=M

, (6.32)

where A(z, θ) =
∫
ωk
∂Xzθ −

∫
ωk

∆wz∆wθ and a(z, θ) contains the integral boundary terms. Here, (·, ·)
refers to the usual product in L2. The differential operator A is a bilinear and continuous form in
H2(ωk)×H2(ωk), as well as, H2

0 (ωk)-elliptic. The existence and uniqueness of a solution z ∈ H2(ωk) is
guaranteed by applying [21, Theorem 3.1, Section 1.3.2]. Taking θ = z in (6.31) yields the expression∫

ωk

|∆wz|2 = −
∫
ωk

f1z +

∫
σk

f3z +

∫
σk

f2∂Xz, (6.33)

which leads naturally to the estimate by using Cauchy-Schwarz inequality, the definition of the norm in
dual spaces and the trace theorem∫

ωk

|∆wz|2 ≤ C
(
‖f‖H−2(ωk) + ‖f2‖H−1/2(σk) + ‖f3‖H−3/2(σk)

)
‖z‖H2(ωk).

Finally, we obtain the desired result

‖z‖H2(ωk) ≤ C
(
‖f‖H−2(ωk) + ‖f2‖H−1/2(σk) + ‖f3‖H−3/2(σk)

)
.

Proof of Lemma 6.1. This proof is divided in three parts corresponding to each one of the estimates of
ρh3 , ρh2 andfh.
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Estimate of ρh3 . We have

ρh3 = δh[ϕkρ3] + δh
[(

(1 + α2)∂X − 2α∂Y
) (

2∂Y ϕk (∂Y − α∂X) Ψ + ∂2
Y ϕkΨ

)
−∇⊥wΨ ·

(
−α∇w (Ψ∂Y ϕk) +

(
(1 + α2)∂X − α∂Y

)
Ψ(0, ∂Y )ϕk

)
−
(
∂Y

(
|∇⊥wΨ|2

2

)
ϕk

)]
+ δh

[
(∇⊥wΨ · ∇w)

(
(1 + α2)∂X − α∂Y )(ϕkΨ)

)]
− δh[2α∆wΨ∂Y ϕk].

The first term on the r.h.s satisfies

‖δh[ϕkρ3]‖H−3/2(σk) ≤ C‖ρ3‖H−1/2
uloc (σM )

, (6.34)

Let us give a closer look at the second term. Enclosed in brackets are terms involving at most one order
derivative of Ψ multiplied by a derivative of ϕk, which has compact support on σk. Let us now recall

that Ψ belongs to H
3/2
uloc and ∂XΨ belongs to H

1/2
uloc at X = M .

Moreover, using the conditions at σMw , we get

‖∂2
XΨ‖

H
−1/2
uloc (σMw )

≤ C(‖Ψ‖H2
uloc(ωb) + ‖ρ2‖H−1/2

uloc (σMw )
). (6.35)

Hence, ∥∥δh [((1 + α2)∂X − 2α∂Y
) (

2∂Y ϕk (∂Y − α∂X) Ψ + ∂2
Y ϕkΨ

)]∥∥
H−3/2(σk)

≤ C
(
‖ρ2‖H−1/2

uloc (σMw )
+ ‖Ψ‖

H
3/2
uloc(σMw )

+ ‖∂XΨ‖
H

1/2
uloc(σMw )

)
‖ϕk‖W 4,∞ .

(6.36)

Now, observe that for f ∈ H
1/2
uloc(σk,R2), g ∈ H

1/2
uloc(σk,R2), θ ∈ C∞c (σk,R+) and as a result of the

Sobolev embedding H1/2(R) ⊂ Lp(R), for any p ∈ [1,+∞), we have

‖fgθ‖H−1/2(σk) ≤ ‖fgθ‖Lp(σk) ≤ ‖f‖H1/2
uloc(σMw )

‖g‖
H

1/2
uloc(σMw )

‖θ‖L∞ . (6.37)

Consequently, using Trace theorem∥∥δh [−∇⊥wΨ ·
(
−α∇w (Ψ∂Y ϕk) +

(
(1 + α2)∂X − α∂Y

)
Ψ(0, ∂Y )ϕk

)]∥∥
H−3/2(σk)

≤ C
(
‖Ψ‖

H
3/2
uloc(σMw )

+ ‖∂XΨ‖
H

1/2
uloc(σMw )

)
‖ϕk‖W 2,∞(ωbw)

≤ C‖Ψ‖2H2
uloc(ωbw)‖ϕk‖W 2,∞(ωbw).

(6.38)

Finally, note that

(∂2
Y Ψ)ϕk = ∂2

Y (Ψϕk)− 2(∂Y Ψ∂Y ϕk)− (Ψ∂2
Y ϕk),

(∂2
XΨ)ϕk = ∂2

X(Ψϕk),

(∂2
Y XΨ)ϕk = ∂2

Y X(Ψϕk)− (∂XΨ∂Y ϕk).

Therefore,

δh

[
−
(
∂Y

(
|∇⊥wΨ|2

2

)
ϕk

)]
= δh

[
−
(
∂Y

(
|∇⊥wΨ|2

2 ϕk

))]
− δh

[
(∂Y ϕk)

|∇⊥wΨ|2
2

]
.

(6.39)

The second term is a quadratic in Ψ, linear in ϕk and involves at most one derivative of Ψ and one
derivative of ϕk. Therefore,

‖δh
[
(∂Y ϕk)

|∇⊥wΨ|2
2

]
‖H−3/2(σk) ≤ C‖(∂Y ϕk)

|∇⊥wΨ|2
2 ‖H−1/2(σk)

≤ C‖ϕk‖W 1,∞(σk)

(
‖∂XΨ‖

H
1/2
uloc(σk)

+ ‖Ψ‖
H

3/2
uloc(σk)

)2

.
(6.40)

The first term of (6.39) can be treated as follows

δh(|∇⊥wΨ|2ϕk) = δh
([

(1 + α2)(∂XΨ)2 − 2α∂XΨ∂Y Ψ + (∂Y Ψ)2
]
ϕk
)

= 2(1 + α2)(∂Xψh)(∂XΨ)− 2α∂Xψh∂Y Ψ− 2α∂XΨ∂Y ψh + 2(∂Y Ψ)(∂Y ψh)

+ F1(Ψ, δhϕk, ϕk) + F2(Ψ, δhΨ, ϕk),

(6.41)
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where F1(Ψ, δhϕk) is a sum of terms quadratic in Ψ, linear in δhϕk and involving at most one derivative
of Ψ and δhϕk. F2(Ψ, δhΨ, ϕk), on the other hand, is a sum of terms linear in Ψ, linear in δhΨ and linear
in ϕk involving at most one derivative in Ψ, no derivative in δhΨ and one derivative in ϕk. As a result
of (6.37), we have

‖F1(Ψ, δhϕk)‖H−1/2(σk) ≤ C
(
‖Ψ‖

H
3/2
uloc(σMw )

+ ‖∂XΨ‖
H

1/2
uloc(σMw )

)2

‖ϕk‖W 1,∞ , (6.42)

and

‖F2(Ψ, δhΨ, ϕk), ‖H−1/2(σk) ≤ C(‖Ψ‖
H

3/2
uloc(σMw )

+ ‖∂XΨ‖
H

1/2
uloc(σMw )

)‖δhΨ‖
H

1/2
uloc(σMw )

‖ϕk‖W 1,∞

≤ C(‖Ψ‖
H

3/2
uloc(σMw )

+ ‖∂XΨ‖
H

1/2
uloc(σMw )

)2‖ϕk‖W 1,∞ .
(6.43)

The reminder of (6.41) is now easy to handle using (6.37)

‖2(1 + α2)(∂Xψh)(∂XΨ)− 2α∂Xψh∂Y Ψ− 2α∂XΨ∂Y ψh + 2(∂Y Ψ)(∂Y ψh)‖
H
−1/2
uloc (σk)

≤ C
(
‖∂XΨ‖

H
1/2
uloc(σk)

+ ‖Ψ‖
H

3/2
uloc(σk)

)(
‖∂Xψh‖H1/2

uloc(σk)
+ ‖ψh‖H3/2

uloc(σk)

)
.

(6.44)

Using (6.40), (6.41), (6.42), (6.43), and (6.44) one has∥∥∥δh [−(∂Y ( |∇⊥wΨ|2
2

)
ϕk

)]∥∥∥
H−3/2(σk)

≤
∥∥∥δh [∂Y ( |∇⊥wΨ|2

2 ϕk

)]∥∥∥
H−3/2(σk)

+ C‖ϕk‖W 1,∞(σk)

(
‖∂XΨ‖

H
1/2
uloc(σk)

+ ‖Ψ‖
H

3/2
uloc(σk)

)2

≤ C
∥∥∥δh [ |∇⊥wΨ|2

2 ϕk

]∥∥∥
H−1/2(σk)

+ C‖ϕk‖W 1,∞(σk)

(
‖∂XΨ‖

H
1/2
uloc(σk)

+ ‖Ψ‖
H

3/2
uloc(σk)

)2

≤ C
(
‖ϕk‖W 1,∞(σk)

(
‖∂XΨ‖

H
1/2
uloc(σk)

+ ‖Ψ‖
H

3/2
uloc

)2

+
(
‖∂XΨ‖

H
1/2
uloc(σk)

+ ‖Ψ‖
H

3/2
uloc(σk)

)(
‖∂Xψh‖H1/2

uloc(σk)
+ ‖ψh‖H3/2

uloc(σk)

))
.

Combining the above result with the Trace theorem gives

∥∥∥δh [−(∂Y ( |∇⊥wΨ|2
2

)
ϕk

)]∥∥∥
H−3/2(σk)

≤ C
(
‖ψh‖H2(ωbw)‖Ψ‖H2

uloc(ωbw) + ‖Ψ‖2H2
uloc(ωbw)

)
‖ϕk‖W 1,∞ .

It remains to tackle the two last terms of (6.34), starting with

δh
[
(∇⊥wΨ · ∇w)

(
(1 + α2)∂X − α∂Y

)
(ϕkΨ)

]
.

Since too many derivatives are involved in the above expression, this term cannot be controlled roughly
by controlling δh[∇⊥wΨ] by |∇(∇⊥wΨ)|. To address this issue, we make δh(ϕkΨ) = ψh appear, similarly
as we did for (6.39). We claim

δh
(
([∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
(ϕkΨ)

)
= (τh[∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
(δh(ϕkΨ)) + (δh[∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
(ϕkΨ)

= (τh[∇⊥wΨ] · ∇w)
(
(1 + α2)∂X − α∂Y

)
(ψh) + (δh[∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
(ϕkΨ).

(6.45)

For the first term

‖(τh[∇⊥wΨ] · ∇w)
(
(1 + α2)∂X − α∂Y

)
(ψh)‖H−3/2(σk)

≤ C‖(τh[∇⊥wΨ] · ∇w)
(
(1 + α2)∂X − α∂Y

)
(ψh)‖L1(σk)

≤
(
‖ψh‖H3/2(σk) + ‖∂Xψh‖H1/2(σk)

) (
‖Ψ‖

H
3/2
uloc(σk)

+ ‖∂XΨ‖
H

1/2
uloc(σk)

)
.

This inequality results from the Sobolev embedding L1(σk) ⊂ H−3/2(σk). It can also be seen coming
back to the definition of H−3/2(σk) as done below at (6.47)-(6.49). For the second term of (6.45), we
have

48



(δh[∇⊥wΨ] · ∇w)
(
(1 + α2)∂X − α∂Y

)
(ϕkΨ)

=
[
(δh[∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
ϕk + (δh[∇⊥wΨ] · ∇w)

([(
(1 + α2)∂X − α∂Y

)
ϕk
]

Ψ
)

+
[
(δh[∇⊥wΨ] · ∇w)ϕk

] [(
(1 + α2)∂X − α∂Y

)
Ψ
]
.

(6.46)

Note that the second and third terms above are easier to deal with as they have fewer derivatives of
Ψ. Indeed, it consists of the product of two terms: the first one involves δh[∇⊥wΨ] while the second
one contains at most a first order derivative of Ψ and is multiplied by a term with compact support.

Accordingly, the latter belongs to H1/2(σk). Using that for f ∈ H1/2(σk) and g ∈ H3/2
0 (σk), we have

g ∈W 1/2,∞ and fg ∈ H1/2(σk). Thus,

‖fg‖H1/2(σk) ≤ C‖f‖H1/2(σk)‖g‖H3/2(σk). (6.47)

For f1 ∈ H1/2
uloc(σMw ), f2 ∈ H1/2

uloc(σMw ), ϕk ∈ C∞c (σk), and g ∈ H3/2
0 (σk), using (6.37) gives∣∣∣∣∫

R
(δhf1)f2ϕkg

∣∣∣∣ =

∣∣∣∣∫
R

(δhf1ϕ̄k)f2ϕkg

∣∣∣∣
≤ ‖δh(f1ϕ̄k)‖H−1/2(R)‖f2ϕkg‖H1/2(R)

≤ C‖f1ϕ̄k‖H1/2(R)‖f2‖H1/2
uloc(σk)

‖ϕk‖L∞(R)‖g‖H3/2(σk)

≤ C‖f1‖H1/2
uloc(σk)

‖f2‖H1/2
uloc(σk)

‖ϕk‖W 1,∞(R)‖g‖H3/2(σk),

(6.48)

where ϕ̄k belongs to C∞0 (R) and satifies Supp(ϕk) ⊂ Supp(ϕ̄k). This implies that

‖(δhf1)f2ϕk‖H−3/2(σk) ≤ C‖f1‖H1/2
uloc(σk)

‖f2‖H1/2
uloc(σk)

‖ϕk‖W 1,∞(R). (6.49)

Hence,

‖(δh[∇⊥wΨ] · ∇w)
([(

(1 + α2)∂X − α∂Y
)
ϕk
]

Ψ
)

+
[
(δh[∇⊥wΨ] · ∇w)ϕk

] [(
(1 + α2)∂X − α∂Y

)
Ψ
]
‖H−3/2(σk)

≤ C(‖Ψ‖
H

1/2
uloc(σMw )

+ ‖∂XΨ‖
H
−1/2
uloc (σMw )

)2‖ϕk‖W 2,∞ .

(6.50)

Now, the first term in the r.h.s of (6.46) satisfies[
(δh[∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
ϕk

=
[
ϕk([∇⊥wδhΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]

=
[
([∇⊥wδh(ϕkΨ)] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
−
[
([(∇⊥wϕk)δh(Ψ)] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]

−
[
([∇⊥w [δh(ϕk)τhΨ]] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
,

(6.51)

where τh is the translation of amplitude h on the Y axis. Once again, the second and third terms above
are easier to deal with as they include fewer derivatives and can be bounded similarly to (6.50). Now,
we are left with analyzing the first term. We have[

([∇⊥wδh(ϕkΨ)] · ∇w)
(
(1 + α2)∂X − α∂Y

)
Ψ
]

=
[
([∇⊥wψh · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
.

Similarly to the case of (6.50), using that ψh ∈ H3/2(σk) and ∂Xψh ∈ H1/2(σk) yields

‖
[
([∇⊥wδh(ϕkΨ)] · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
‖H−3/2(σk)

= ‖
[
([∇⊥wψh · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ
]
‖H−3/2(σk)

≤ C(‖ψh‖H3/2(σk) + ‖∂Xψh‖H1/2(σk))(‖Ψ‖H3/2
uloc(σMw )

+ ‖∂XΨ‖
H

1/2
uloc(σMw )

+ ‖ρ2
h‖H−1/2

uloc (σMw )
).

(6.52)

Finally, taking f ∈ H−1/2
uloc (σk), l ∈ C∞c (σk), and g ∈ H3/2(σk) we have∣∣∣∣∫

R
fgl

∣∣∣∣ ≤ ‖f‖H−1/2
uloc (σk)

‖gl‖H1/2(σk)

≤ ‖f‖
H
−1/2
uloc (σk)

‖g‖H3/2(σk)‖l‖W 2,∞(σk).
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Then, we infer
‖fl‖H−3/2(σk) ≤ ‖f‖H−1/2

uloc (σk)
‖l‖W 2,∞(σk).

From (6.35) follows that

‖∆wΨ∂Y ϕk‖H−3/2(σk) ≤ C‖∆wΨ‖
H
−1/2
uloc (σk)

‖ϕk‖W 2,∞(σk)

≤ C
(
‖Ψ‖H2

uloc(ωbw) + ‖ρ2‖H−1/2
uloc (σk)

)
‖ϕk‖W 2,∞(σk).

(6.53)

Therefore, from (6.34), (6.38), (6.42), (6.51), (6.50), (6.52), (6.53) and applying the Trace theorem

‖ρh3‖H−3/2(σk) ≤ C(1 + ‖ϕk‖W 4,∞)(‖ρ2‖H−1/2
uloc (σMw )

+ ‖Ψ‖H2
uloc

(1 + ‖ψh‖H2
uloc

+ ‖Ψ‖H2
uloc

)),

which is the desired estimate.

Estimate of fh. Let us recall the expression of fh,

fh = −δh
[
4ϕ

(3)
k (∂Y − α∂X) Ψ + 6ϕ′′k∆wΨ + 4ϕ′k (∂Y − α∂X) ∆wΨ + ϕ

(4)
k Ψ

−∂XΨ
(

3ϕ′k∆wΨ + ϕ
(3)
k Ψ

)
− 3ϕ′′k∆wΨ

]
− δh

[
(∇⊥wΨ · ∇w)∆w(ϕkΨ)

]
.

(6.54)

Let us analyze the first (large) term of (6.54). Note that all the terms enclosed in brackets that are not
quadratic in Ψ involve at most a third order derivative of Ψ and are all proportional to a derivative of
ϕk (hence compactly supported). This implies that∥∥∥δh [4ϕ(3)

k (∂Y − α∂X) Ψ + 6ϕ′′k∆wΨ + 4ϕ′k (∂Y − α∂X) ∆wΨ + ϕ
(4)
k Ψ

]∥∥∥
H−2(ωbw)

≤ C
∥∥∥4ϕ

(3)
k (∂Y − α∂X) Ψ + 6ϕ′′k∆wΨ + 4ϕ′k (∂Y − α∂X) ∆wΨ + ϕ

(4)
k Ψ

∥∥∥
H−1(ωbw)

≤ C ‖Ψ‖H2
uloc
‖ϕk‖W 4,∞(ωbw).

(6.55)

The quadratic terms between the brackets in the second term of (6.54) can be treated in an analogous
manner ∥∥∥δh [−∂XΨ

(
3ϕ′k∆wΨ + ϕ

(3)
k Ψ

)
− 3ϕ′′k∆wΨ

]∥∥∥
H−2(ωbw)

≤ C
∥∥∥−∂XΨ

(
3ϕ′k∆wΨ + ϕ

(3)
k Ψ

)
− 3ϕ′′k∆wΨ

∥∥∥
H−1(ωbw)

≤ C ‖Ψ‖2H2
uloc
‖ϕk‖W 3,∞(ωbw).

(6.56)

On the last term on the r.h.s of (6.54), we use the property

δh
[
(
(
∇⊥wΨ

)
· ∇w)∆w(ϕkΨ)

]
= δh

(
∇w ·

(
∆w(ϕkΨ)∇⊥wΨ

))
,

by virtue of ∇w · ∇⊥w(δhΨ) = 0. Therefore,

‖δh
[
(
(
∇⊥wΨ

)
· ∇w)∆w(ϕkΨ)

]
‖H−2(ωbw) ≤ C‖δh

(
∆w(ϕkΨ)∇⊥wΨ

)
‖H−1(ωbw),

and it suffices to estimate δh
(
∆w(ϕkΨ)

(
∇⊥wΨ

))
is the H−1(ωbw) norm. We get

δh
(
∆w(ϕkΨ)

(
∇⊥wΨ

))
= ∆w(ϕkΨ)δh

(
∇⊥wΨ

)
+ δh∆w(ϕkΨ)τh

(
∇⊥wΨ

)
= ∆w(ϕkΨ)δh

(
∇⊥wΨ

)
+ ∆w(ψh)τh

(
∇⊥wΨ

)
.

(6.57)

The second term satisfies

‖∆w(ψh)τh
(
∇⊥wΨ

)
‖H−1(ωbw) ≤ C‖ψh‖H2(ωbw)‖Ψ‖H2

uloc(ω). (6.58)

The above estimate is obtained from applying the following result: let f ∈ H1
uloc(ωbw), g ∈ L2(ωbw) with

compact support, and l ∈ H1(ωbw),∣∣∣∣∫
R
fgl

∣∣∣∣ ≤ ‖g‖L2(ωbw)‖fl‖L2
uloc(ωbw) ≤ C‖g‖L2(ωbw)‖f‖L4

uloc(ωbw)‖l‖L4(ωbw),

≤ C‖g‖L2(ωbw)‖f‖H1
uloc(ωbw)‖l‖H1(ωbw),

(6.59)

50



hence,
‖fg‖H−1(ωbw) ≤ C‖g‖L2(ωbw)‖f‖H1

uloc(ωbw). (6.60)

The first term in (6.57) satisfies

∆w(ϕkΨ)δh
(
∇⊥wΨ

)
= ϕk∆w(Ψ)δh

(
∇⊥wΨ

)
+ F (δhΨ,Ψ, ϕk), (6.61)

where F (δhΨ,Ψ, ϕk) is a linear combination of functions depending linearly of Ψ, ∂hΨ and ϕk, compactly
supported and involving at most a first order derivative of δhΨ, a first order derivative of Ψ and a second
order derivative in ϕk. Therefore, proceeding similarly as in (6.48) but in H1(ωbw) norm, we have

‖F (δhΨ,Ψ, ϕk)‖H−1(ωbw) ≤ C‖δhΨ‖H1
uloc
‖Ψ‖H2

uloc
‖ϕk‖W 2,∞

≤ C‖Ψ‖2H2
uloc
‖ϕk‖W 2,∞ .

(6.62)

The first term of (6.61) can be estimated noting that δh(fg) = (δhf)g + δhgτhf where τh denotes the
translation operator of size h along the Y -axis. This gives

ϕk∆w(Ψ)δh
(
∇⊥wΨ

)
= ∆w(Ψ)δh

(
∇⊥w(Ψϕk)

)
−∆w(Ψ)δh

(
Ψ∇⊥wϕk

)
−∆w(Ψ)

(
δhϕkτh(∇⊥wΨ)

)
= ∆w(Ψ)

(
∇⊥wψh

)
−∆w(Ψ)δh

(
Ψ∇⊥wϕk

)
−∆w(Ψ)

(
δhϕkτh(∇⊥wΨ)

)
.

The last two terms are now easier to bound. Using again (6.59)-(6.60) for a function f ∈ H1(ωbw) with
compact support and g ∈ L2

uloc(ωbw) leads to

‖ϕk∆w(Ψ)δh
(
∇⊥wΨ

)
‖H−1

uloc(ωbw) ≤ C‖∆wΨ‖L2
uloc(ωbw)‖∇⊥wψh‖H1(ωbw) + ‖ϕk‖W 2,∞(ωbw)‖Ψ‖2H2(ωbw)

≤ C‖Ψ‖H2
uloc(ωbw)

(
‖ψh‖H2(ωbw) + ‖ϕk‖W 2,∞(ωbw)‖Ψ‖H2

uloc(ωbw)

)
.

(6.63)

Therefore, from equations (6.55), (6.56), (6.58), (6.62), and (6.63), we have

‖fh‖H−2(ωbw) ≤ C(‖Ψ‖H2
uloc

(1 + ‖Ψ‖H2
uloc

+ ‖ψh‖H2
uloc

))(1 + ‖ϕk‖W 4,∞(ωbw)).

Estimate of ρh2 . We have

ρh2 =δh[ϕkρ2] + (1 + α2)δh
[
2∂Y ϕk (∂Y − α∂X) Ψ + ∂2

Y ϕkΨ
]

=δh[ϕkρ2] + (1 + α2)
[
2∂Y ϕk (∂Y − α∂X)ψh + ∂2

Y ϕkψh
]

+ (1 + α2)
[
2∂Y δhϕk (∂Y − α∂X) Ψ + ∂2

Y δhϕkΨ
]
.

Since ‖δhf‖Hp(σk) ≤ C‖f‖Hp+1(σk) for h sufficiently small, where C is independent of h, we have

‖ρh2‖H−1/2(σk) ≤C
(
‖ρ2‖H1/2

uloc(σMw )
‖ϕk‖W 1,∞ + ‖ϕk‖W 1,∞‖Ψ‖H3/2(σk)

+‖ϕk‖W 3,∞‖Ψ‖H−1/2(σk) + ‖ϕk‖W 2,∞‖Ψ‖H1/2(σk)

)
≤C

(
‖ρ2‖H1/2

uloc(σMw )
‖ϕk‖W 1,∞ + ‖ϕk‖W 3,∞‖Ψ‖H3/2(σk)

)
.

Therefore, using the Trace theorem

‖ρh2‖H−1/2(σk) ≤ C
(
‖ρ2‖H1/2

uloc(σMw )
+ ‖Ψ‖H2

uloc

)
‖ϕk‖W 3,∞ ,

which is the desired estimate.

Higher interior regularity. We intend to iterate the argument used in the case m = 1, thereby deducing
our solution in various higher Sobolev spaces. As before, we start with the interior regularity analysis.

Proposition 6.3. Let m be a nonnegative integer and Ψ ∈ H2
uloc(ωbw) be a solution of the PDE

∂XΨ + (∇⊥wΨ · ∇w)∆wΨ−∆2
wΨ = 0 in ωbw.

Then, Ψ ∈ Hm+2
uloc (ωbw) and for each ω′ ⊂⊂ ω

‖Ψ‖H2+m(ω′) ≤ c(ω′)‖Ψ‖H2
uloc(ωbw)

This proposition is a direct consequence of Theorem 6.
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Regularity up to the boundary for m > 1. We now complete the proof of Theorem 6.2 for m ≥ 2 using an
induction argument. Taking m = 1 as the base case, we assume that the theorem holds up to m ∈ N∗
and, then, prove that it is true as well for m+ 1. Again we localize the solution near a fixed k ∈ Z using
ϕ̃k and apply a finite difference operator δh to show that

‖δh(ϕkΨ)‖Hm+2(ωbw) ≤ C(ϕk)(‖ρ2‖Hm+1/2
uloc

+ ‖ρ2‖Hm−1/2
uloc

). (6.64)

Therefore, ϕ̃kΨ belongs to Hm+3(ωbw) if ρ2 ∈ H
m+1/2
uloc (ωbw) and ρ3 ∈ H

m−1/2
uloc (ωbw) which are exactly

the hypotheses of Theorem 6.2 when adding one degree of regularity to m. From the interior regularity
result given earlier, we have that Ψ ∈ Hm+3

uloc (ωbw). Hence, Theorem 6.2 indeed holds for m + 1, which
concludes the induction.

The proof of estimate (6.64) follows the same ideas as the ones presented for the case m = 1. First, we
have the following result

Lemma 6.3. Consider the linear problem

∂Xz −∆2
wz = f1 in ωk,

(1 + α2)∆wz = f2, (6.65)[
(1 + α2)∂X − 2α∂Y

]
∆wz −

z

2

∣∣∣
σk

= f3,

z = ∂Xz = 0, on ∂ωk \ σk,

where ωk = ωb∩Suppϕk, σk = ∂ωk∩∂ωbw and n stands for the unit outer normal vector at the boundary. If
f1 ∈ Hm−2(ωk), f2 ∈ Hm−1/2(σk), f3 ∈ Hm−3/2(σk). This problem has a unique solution z ∈ Hm+2(ωk)
and it satisfies the estimate

‖z‖Hm+2(ωk) ≤ C
(
‖f1‖Hm−2(ωk) + ‖f2‖Hm−1/2(σk) + ‖f3‖Hm−3/2(σk)

)
. (6.66)

This lemma is a direct consequence of Lemma 6.2. As before, we need the following result

Lemma 6.4. Let σk = σMw ∩ Suppϕk where ϕk ∈ C∞0 (R) and is equal to 1 in a neighborhood of σMw .

Consider the functions Ψ ∈ Hm+2
uloc (ω), ρ2 ∈ Hm−1/2

uloc (R) and ρ3 ∈ Hm−3/2
uloc (R). Then, for any h ∈ R we

have the estimates

‖ρh3‖Hm−3/2(σk) ≤ C(1 + ‖ϕk‖Wm+4,∞)(‖ρ3‖Hm−1/2
uloc (σMw )

+ ‖Ψ‖Hm+2
uloc

(1 + ‖ψh‖Hm+2
uloc

+ ‖Ψ‖Hm+2
uloc

)),

‖ρh2‖Hm−1/2(σk) ≤ C
(
‖ρ2‖Hm+1/2

uloc (σMw )
+ ‖Ψ‖Hluloc

)
‖ϕk‖W l+3,∞ ,

‖fh‖Hm−2(ωbw) ≤ C(‖Ψ‖Hm+2
uloc

(1 + ‖Ψ‖Hm+2
uloc

+ ‖ψh‖Hm+2
uloc

+ ‖ΨL‖Hm+2
uloc

))(1 + ‖ϕk‖W l+1,∞(ωbw)),

where C is a constant depending only on the domain ωbw.

Assume that Lemma 6.3 and 6.4 holds. Then, for l ∈ N∗ and l ≥ 2, (6.64) follows directly by induction
on {2, ..., l}. We now show a way to adapt the proof of 6.4 to prove Lemma 6.4.

Proof of Lemma 6.4. Let assume that Ψ ∈ H l for l ≥ 3 (the case l = 2 was shown in Lemma 6.2).
The estimate of the linear terms are exactly the same as in the proof of 6.1. Therefore we are left with
showing the regularity of the quadratic terms in fh and ρh3 .

Estimate of ρh3 . We have

ρh3 = δh[ϕkρ3] + δh
[(

(1 + α2)∂X − 2α∂Y
) (

2∂Y ϕk (∂Y − α∂X) Ψ + ∂2
Y ϕkΨ

)
−∇⊥wΨ ·

(
−α∇w (Ψ∂Y ϕk) +

(
(1 + α2)∂X − α∂Y

)
Ψ(0, ∂Y )ϕk

)
−
(
∂Y

(
|∇⊥wΨ|2

2

)
ϕk

)]
+ (δh[∇⊥wΨ] · ∇w)

(
(1 + α2)∂X − α∂Y

)
(ϕkΨ).

All the terms can be estimated as before. In fact most of them are easier to compute as Hs(σk) is an

algebra for s > 1/2. For f ∈ H l−3/2(σk) with compact support and g ∈ H l−3/2
uloc (σk), we have

‖fg‖Hl−3/2(σk) ≤ C‖f‖Hl−3/2(σk)‖g‖Hl−3/2(σk).
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which replaces (6.37). Let us illustrate the case of δh

[
∂Y

(
|∇⊥Ψ|2

2

)
ϕk

]
. As before, this term can be

decomposed as in (6.39) and the difficulty consists of estimating

δh

[
∂Y

(
|∇⊥Ψ|2

2
ϕk

)]
From the algebra property, it follows that∥∥∥∥δh [∂Y ( |∇⊥Ψ|2

2
ϕk

)]∥∥∥∥
Hl−7/2(σk)

≤ C‖|∇⊥Ψ|2ϕk‖Hl−3/2(σk)

≤ C‖∇⊥Ψ‖2
H
l−3/2
uloc (σk)

‖ϕk‖Hl−3/2(σk).

≤ C
(
‖∂XΨ‖

H
l−3/2
uloc (σk)

+ ‖Ψ‖
H
l−1/2
uloc (σk)

)
‖ϕk‖Hl−3/2(σk).

Note that such a direct estimate does not work for l = 2, which explains why this term was treated
previously in a lengthier way, also involving the norm of ψh.

Estimate of ρh3 . Concerning the estimate of fh the same can be done by assuming that l ≥ 3 and noticing

that H2(ωbw) ∈ L∞(ωbw). Therefore, for f ∈ H l−1(ωbw), g ∈ H l−2(ωbw) and θ ∈ C∞c (ωbw), we obtain

‖fgθ‖Hl−3(ωbw) ≤ ‖f‖Hl−1(ωbw)‖g‖Hl−2(ωbw)‖θ‖W l,∞(ωbw).

Noticing then that Hs
uloc(ωbw) is an algebra as soon as s > 1, we have

‖ [(−∂Y + α∂X)ψh∂X + ∂Xψh(∂Y − α∂X))] ∆wΨ‖H−2(ωbw) ≤ C‖ψh‖H2(ωbw)‖Ψ‖2H2
uloc

.

all other terms of fh can be dealt with exactly as in the proof of Lemma 6.1 and this ends the proof of
Lemma 6.4.

This concludes the proof of Theorem 6.2.

6.3 Connecting the solutions at the artificial boundary

In previous sections, we showed the existence and uniqueness of the solution on both the half-space
and the bumped domain. It remains to connect both results at the artificial boundary X = M . This
local analysis is based on the implicit function theorem and will allow us to establish the solution of the
problem on the whole boundary layer domain.

On account of Theorem 6.2, we know the solution Ψ− of (6.7) is well-defined and satisfies the esti-
mate ∥∥Ψ−

∣∣
X=M

∥∥
H
m+3/2
uloc

+
∥∥∂XΨ−

∣∣
X=M

∥∥
H
m+1/2
uloc

≤ C
(
‖φ‖W 2,∞ + ‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
,

for some positive constant C depending on α, M and ‖γw‖W 2,∞ . The existence and uniqueness of
the solution Ψ+ of (6.2) with Ψ+

∣∣
X=M

= Ψ−
∣∣
X=M

and ∂XΨ+
∣∣
X=M

= ∂XΨ−
∣∣
X=M

is guaranteed by

Proposition 6.1 when C
(
‖φ‖W 2,∞ + ‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
smaller than a certain quantity δ0 >

0.

Furthermore, A2[Ψ+
∣∣
X=M

, ∂XΨ+
∣∣
X=M

] and A3[Ψ+
∣∣
X=M

, ∂XΨ+
∣∣
X=M

] belong to H
m−1/2
uloc and H

m−3/2
uloc ,

respectively. Thus, the mapping

F : W 2,∞(ωw)×Hm−1/2
uloc (R)×Hm−3/2

uloc (R)→ H
m−1/2
uloc (R)×Hm−3/2

uloc (R)

given by

F(φ, ρ2, ρ3) =
(
A2[Ψ+

∣∣
X=M

, ∂XΨ+
∣∣
X=M

]− ρ2,A3[Ψ+
∣∣
X=M

, ∂XΨ+
∣∣
X=M

]− ρ3

)
is well-defined. Note that, when φ, ρ2 and ρ3 are simultaneously equal to zero, F(0, 0, 0) = 0 as a direct
consequence of Theorem 6.2. The main idea consists in applying the implicit function theorem F to
find a solution of F(φ, ρ2, ρ3) = 0 for φ in a vicinity of zero. Thus, we need to first check the following
hypotheses:
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• F is continuously Fréchet differentiable;

• (v1, v2) 7→ dF(0, 0, 0)(0, v1, v2) is a Banach space isomorphism on H
m−1/2
uloc (R)×Hm−3/2

uloc (R), where
d is the differential with respect to ρ2 and ρ3.

F is a C1 mapping in a neighborhood of zero: Let (φ0, ρ0
2, ρ

0
3) and (φ, ρ2, ρ3) be in a vicinity of zero in

the sense of the functional norm of H
m+3/2
uloc (R)×Hm−1/2

uloc (R)×Hm−3/2
uloc (R). Let Ψ±0 and Ψ± be solutions

of (6.2), (6.7) associated to (φ0, ρ0
2, ρ

0
3) and (φ + φ0, ρ2 + ρ0

2, ρ3 + ρ0
3) respectively. We introduce the

functions ψ± = Ψ± −Ψ±0 . Then, easy computations show that ψ− satisfies

∂Xψ
− −∆2

wψ
− +Qw(ψ−, ψ− + Ψ−0 ) +Qw(Ψ−0 , ψ

−) = 0, in ωbw \ σw[
ψ−
] ∣∣∣
σw

= φ,
[
∂kXψ

−] ∣∣∣
σw

= 0, k = 1, 2, 3

(1 + α2)∆wψ
−
∣∣∣
σMw

= ρ2,[
−
(
(1 + α2)∂X − 2α∂Y

)
∆wψ

− + ∂Y

(
∇⊥wψ−∇⊥w(ψ− + Ψ−0 )

2

)
(6.67)

+(∇⊥wψ− · ∇w)
(
(1 + α2)∂X − α∂Y

)
(ψ− + Ψ−0 )

+(∇⊥wΨ−0 · ∇w)
(
(1 + α2)∂X − α∂Y

)
ψ− +

ψ−

2

] ∣∣∣∣∣
σMw

= ρ3,

ψ−
∣∣
X=−γ(Y )

= ∂nψ
−∣∣
X=−γ(Y )

= 0.

Similar arguments to the ones of Theorem 6.2 apply to (6.67). This leads to the estimate∥∥ψ−∥∥
H2

uloc(ωw)
+
∥∥ψ−∣∣

X=M

∥∥
H
m+3/2
uloc

+
∥∥∂Xψ−∣∣X=M

∥∥
H
m+1/2
uloc

≤ C
(
‖φ‖W 2,∞ + ‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
,

for ‖φ0‖H2
uloc

+‖ρ0
2‖Hm−1/2

uloc

+‖ρ0
3‖Hm−3/2

uloc

and ‖φ‖W 2,∞ +‖ρ2‖Hm−1/2
uloc

+‖ρ3‖Hm−3/2
uloc

small enough. Hence,

the solution ψ− belongs to H2
uloc(ωbw) and to Hm+2

uloc ((M,M ′) × R), for M ′ > sup (−γw). Moreover, we
can assume

ψ− = ψ−` +O(‖φ‖2W 2,∞ + ‖ρ2‖2Hm−1/2
uloc

+ ‖ρ3‖2Hm−3/2
uloc

),

where ψ−` is the solution of

∂Xψ
−
` −∆2

wψ
−
` +Qw(ψ−` ,Ψ

−
0 ) +Qw(Ψ−0 , ψ

−
` ) = 0, in ωbw[

ψ−`
] ∣∣∣
X=0

= φ,
[
∂kXψ

−
`

] ∣∣∣
X=0

= 0, k = 1, 2, 3

(1 + α2)∆wψ
−
`

∣∣∣
X=M

= ρ2,[
−
(
(1 + α2)∂X − 2α∂Y

)
∆wψ

−
` (6.68)

+(∇⊥wψ−` · ∇w)
(
(1 + α2)∂X − α∂Y

)
Ψ−0

+(∇⊥wΨ−0 · ∇w)
(
(1 + α2)∂X − α∂Y

)
ψ−` +

ψ−

2

] ∣∣∣∣∣
X=M

= ρ3,

ψ−`
∣∣
X=−γ(Y )

= ∂nψ
−
`

∣∣
X=−γ(Y )

= 0,

Note that (6.68) is similar to system (6.67) but lacks the quadratic terms. Solution of problem (6.68) can
be sought using once again Ladyžhenskaya and Solonnikov’s truncated energy method, which provides
a dependence on the φ and ρi, i = 2, 3, at the main order. An analogous conclusion can be drawn
from applying Theorem 5 to the problem defined on the half space. In this case, we have ψ+ = ψ+

` +
O(‖φ‖2W 2,∞ + ‖ρ2‖2

H
m−1/2
uloc

+ ‖ρ3‖2
H
m−3/2
uloc

). Here, ψ+
` satisfies

Qw(ψ+
` ,Ψ

+
0 ) +Qw(Ψ+

0 , ψ
+
` ) + ∂Xψ

+
` −∆2

wψ
+
` = 0, in X > M

ψ+
`

∣∣
X=M

= ψ−`
∣∣
X=M

, (6.69)

∂Xψ
+
`

∣∣
X=M

= ∂Xψ
−
`

∣∣
X=M

.

From Theorem 5, we infer that

‖ψ+
` ‖Hm+2

uloc
≤ C

(∥∥ψ+
`

∣∣
X=M

∥∥
H
m+3/2
uloc

+
∥∥∂Xψ+

`

∣∣
X=M

∥∥
H
m+1/2
uloc

)
≤ C

(
‖φ‖W 2,∞ + ‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
.
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More details on the resolution of problems similar to (6.68) and (6.69) can be found in Section 7.
Furthermore,

F1(φ+ φ0, ρ2 + ρ0
2, ρ3 + ρ0

3)−F1(φ0, ρ0
2, ρ

0
3) = −ρ2 + (1 + α2)∆wψ

+
`

+O
(
‖φ‖2W 2,∞ + ‖ρ2‖2Hm−1/2

uloc

+ ‖ρ3‖2Hm−3/2
uloc

)
,

F2(φ+ φ0, ρ2 + ρ0
2, ρ3 + ρ0

3)−F2(φ0, ρ0
2, ρ

0
3) = −ρ3 +

(
(1 + α2)∂X − 2α∂Y

)
∆wψ

+
` −

ψ+
`

2

+ (∇⊥wψ+
` · ∇w)∂X

(
(1 + α2)∂X − α∂Y

)
Ψ+

0

+ (∇⊥wΨ+
0 · ∇w)

(
(1 + α2)∂X − α∂Y

)
ψ+
`

+O
(
‖φ‖2W 2,∞ + ‖ρ2‖2Hm−1/2

uloc

+ ‖ρ3‖2Hm−3/2
uloc

)
.

(6.70)

We see that the Fréchet differential of F at (φ0, ρ0
2, ρ

0
3) is defined by L = (L1, L2) where

L1 = −ρ2 + (1 + α2)∆wψ
+
` ,

L2 = −ρ3 −
(
(1 + α2)∂X − 2α∂Y

)
∆wψ

+
` +

ψ+
`

2
+ (∇⊥wψ+

` · ∇w)∂X
(
(1 + α2)∂X − α∂Y

)
Ψ+

0

+ (∇⊥wΨ+
0 · ∇w)

(
(1 + α2)∂X − α∂Y

)
ψ+
` .

It is important to emphasize that (6.69) is a linear problem with respect to the perturbation function
ψ+
` . Therefore, it is possible to obtain the exact form of its solution by applying the same reasoning as

the one in Section 5.1. The use of Fourier analysis to (6.69) provides a solution ψ+
` showing continuous

dependence on Ψ+
0 , as well as, on the boundary condition. Note that ψ+

`

∣∣
X=M

and ∂Xψ
+
`

∣∣
X=M

depend

in turn on Ψ−0 . Hence, ψ± depend continuously on Ψ±0 , and conversely on φ0, ρ0
2, ρ

0
3. Therefore, F is a

C1 function in a neighborhood of zero.

dF(0, 0, 0) is invertible: Since dF(0, 0, 0) = L0(·, ·), we consider the systems satisfied by ψ±` with Ψ±0 = 0
and φ = 0. 

∂Xψ
−
` −∆2

wψ
−
` = 0, in X ≤M

(1 + α2)∆wψ
−
`

∣∣∣
X=M

= ρ2,[
−
(
(1 + α2)∂X − 2α∂Y

)
∂X∆wψ

−
` +

ψ−`
2

] ∣∣∣∣∣
X=M

= ρ3,

ψ−`
∣∣
X=−γ(Y )

= ∂nψ
−
`

∣∣
X=−γ(Y )

= 0,

,

and 
∂Xψ

+
` −∆2

wψ
+
` = 0, in X > M

ψ+
`

∣∣
X=M

= ψ−`
∣∣
X=M

,

∂Xψ
+
`

∣∣
X=M

= ∂Xψ
−
`

∣∣
X=M

.

If L0(ρ2, ρ3) = (0, 0), then ψ` := 1X≤Mψ
−
` + 1X>Mψ

+
` is a solution of the linear system in the whole

western boundary layer domain

∂Xψ` −∆2
wψ` = 0, in ωw

ψ`
∣∣
X=−γ(Y )

= ∂nψ`
∣∣
X=−γ(Y )

= 0. (6.71)

The existence and uniqueness of the solution ψ` ≡ 0 of the linear elliptic problem (6.71) is guaranteed by
Theorem 4, and therefore ρ2 = 0 and ρ3 = 0. Consequently, ker dF(0, 0, 0) = {(0, 0)}, and ker dF(0, 0, 0)
is one-to-one. Solving the equation

L0(ρ2, ρ3) = (ρ̄2, ρ̄3),

for a given (ρ̄2, ρ̄3) ∈ Hm−1/2(R)×Hm−3/2(R) is equivalent to finding the solution of the problem

∂Xψ
−
` −∆2

wψ
−
` = 0, in X ≤M(

(1 + α2)∆wψ
−
` ,−

(
(1 + α2)∂X − 2α∂Y

)
∆wψ

−
` +

ψ−`
2

) ∣∣∣∣∣
X=M

= − (ρ̄2, ρ̄3) + PSw(ψ−`
∣∣
X=M

, ∂Xψ
−
`

∣∣
X=M

),

ψ−`
∣∣
X=−γ(Y )

= ∂nψ
−
`

∣∣
X=−γ(Y )

= 0,

(6.72)
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where PSw denotes the Poincaré-Steklov operator

PSw(ψ0, ψ1) : H
m+3/2
uloc (R)× ∈ Hm+1/2

uloc (R)→ H
m−1/2
uloc (R)× ∈ Hm−3/2

uloc (R).

The existence of a unique solution ψ−` ∈ H2
uloc(ωbw) of problem (6.72) follows from the ideas of the proof

of Proposition 5.5 in Section 5.

The only point remaining concerns proving that ψ−` is a Hm+2
uloc function in [M ′,M ]×R for all sup(−γw) <

M ′ < M . Therefore, we notice that in the domain (M ′,M) × R, the derivatives up to order k of ψ−`
satisfy a linear system similar to the one above. It follows that ∂lY ψ

−
` ∈ H2

uloc([M ′,M ] × R for all

l ≤ k. In particular, ∂lY ψ
−
`

∣∣
X=M

∈ H3/2
uloc([M ′,M ]×R) and ∂X∂

l
Y ψ
−
`

∣∣
X=M

∈ H1/2
uloc([M ′,M ]×R), hence,

ψ−` ∈ H
m+3/2
uloc (R) and ∂nψ

−
` ∈ H

m+1/2
uloc (R). Consequently,

(ρ2, ρ3) =
(

(1 + α2)∆wψ
−
` ,−

(
(1 + α2)∂X − 2α∂Y

)
∆wψ

−
` +

ψ−`
2

)
.

We can finally assert that dF(0, 0, 0) is an isomorphism of Hm−1/2(R)×Hm−3/2(R). Using the implicit
function theorem, we deduce that for all φ ∈ W 2,∞ in a neighborhood of zero, there exists (ρ2, ρ3) ∈
H
m−1/2
uloc (R)×Hm−3/2

uloc (R) such that F(φ, ρ2, ρ3) = 0. Let Ψw := 1X≤MΨ−w + 1X>MΨ−w , where Ψ−w ,Ψ
+
w

are the solutions of (6.7) and (6.2) associated to (φ, ρ2, ρ3). By definition, the jump of Ψw across the
transparent boundary {X = M} is zero, and since F(φ, ρ2, ρ3) = (0, 0),

Ai
[
Ψ−w
∣∣
X=M

, ∂XΨ−w
∣∣
X=M

]
= ρi = Ai

[
Ψ+
w

∣∣
X=M

, ∂XΨ+
w

∣∣
X=M

]
, i = 2, 3.

Since ∂kXΨ+
w

∣∣
X=M

= ∂kXΨ−w
∣∣
X=M

, k = 0, 1 we deduce that(
(1 + α2)∆wΨ−,−

(
(1 + α2)∂X − 2α∂Y

)
∆wΨ− +

Ψ−

2

) ∣∣∣∣
X=M

=(
(1 + α2)∆wΨ+,−

(
(1 + α2)∂X − 2α∂Y

)
∆wΨ+ +

Ψ+

2

) ∣∣∣∣
X=M

.

Accordingly, these operators are continuous across {X = M} × R, and therefore Ψw is a solution of the
western boundary layer system in the whole domain ωw. This concludes the proof of Theorem 1.

7 Linearized problem

This section focuses on the well-posedness analysis of the linearized problems driving the higher-order
western profiles of the approximate solution and the correctors needed to deal with the influence of the
east boundary layer on the western side of Ωε.

We are interested in the system

∂XΨw +Qw(Ψw,Ψ
0
w) +Qw(Ψ0

w,Ψw)−∆2
wΨw = F, in ω+

w ∪ ω−w
[∂kXΨw]

∣∣
X=0

= gk, k = 0, . . . , 3

Ψw

∣∣
X=−γw(Y )

= 0,
∂Ψw

∂nw

∣∣
X=−γw(Y )

= 0,

(7.1)

where gk ∈ L∞(R). Assume Ψ0
w ∈ H2

uloc(ω+
w ∪ ω−w ) and F ∈ H−2

uloc(ωw) are exponentially decaying
functions. The existence and uniqueness of a solution of (7.1) depend additionally on a smallness
hypothesis made on the first profile of the western boundary layer Ψ0

w.

The main result concerning problem (7.1) is summarized in the following theorem:

Theorem 7. Let ωw defined as in (2.6) and γw be a bounded Lipschitz function. Suppose gk ∈ L∞(R),
k = 0, . . . , 3, and δ > 0 and Ψ0 ∈ H2

uloc(ω+
w ∪ ω−w ) a function satisfying

‖eδXΨ0
w‖H2

uloc(ω+
w∪ω−w ) < δ0.

Additionally, suppose that eδF ∈ Hm−2
uloc (ωw). Then, for δ0 small enough, (7.1) has a unique solution Ψ

in H2
uloc(ω+

w ∪ ω−w ). Moreover, the following estimate holds

‖eδXΨ‖H2
uloc(ω+

w∪ω−w ) ≤ C

(
3∑
k=0

‖gk‖L∞(R) + ‖eδXF‖Hm−2
uloc (ωw)

)
, (7.2)
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for a universal constant C. Here, δ is the one in Theorem 5.

Note that the smallness condition on Ψ0
w is ensured by choosing φ small enough in (6.1). Theorem 7

results from following the same ideas of the nonlinear case. As a result, we are going to discuss the
relevant steps of the construction listed in Section 4.2 but only emphasize the differences concerning the
previous section. The details are left to the reader.

7.1 The problem on the half space

We study the following problem on the half-space

∂XΨw +Qw(Ψ,Ψ0
w) +Qw(Ψ0

w,Ψw)−∆2
wΨw = F, in R2

+

Ψw

∣∣
X=0

= ψ0, ∂nΨw

∣∣
X=0

= ψ1,
(7.3)

where ψ0 ∈ Hm−3/2
uloc (R) and ψ1 ∈ Hm−1/2

uloc (R). The result in this section equivalent to Proposition 6.1 is
as follows:

Proposition 7.1. Let m ∈ N, m � 1 and Hm the functional space defined in (6.3). There is small

constant δ0 > 0 such that for all ψj ∈ H
m−j+3/2
uloc (R), j = 0, 1 and Ψ0

w ∈ Hm+2
uloc such that for δ > 0,

‖eδXΨ0
w‖Hm+2

uloc
≤ δ0 and

‖ψ0‖Hm+3/2
uloc (R)

+ ‖ψ1‖Hm+1/2
uloc (R)

+ ‖eδXF‖Hm−2
uloc

< δ0. (7.4)

Then, the problem{
∂XΨw +Qw(Ψ0

w,Ψw) +Qw(Ψ,Ψ0
w)−∆2

wΨw = F, in R2
+

Ψw

∣∣
X=0

= ψ0, ∂XΨw

∣∣
X=0

= ψ1.
(7.5)

has a unique solution in Hm+2.

The strategy of proof is the same as to the one of Proposition 6.1. Indeed, the mapping T(ψ0,ψ1) : Hm+2
uloc →

Hm+2
uloc such that T(ψ0,ψ1)(Ψw) = Ψ̃ is the solution of (5.3) when F̃ = F − Qw(Ψ0

w,Ψw) − Qw(Ψw,Ψ
0
w)

satisfies the estimate for δ̄ = 2δ

‖T(ψ0,ψ1)(Ψw)‖Hm+2 < C1

(
‖ψ0‖Hm+3/2

uloc (R)
+ ‖ψ1‖Hm+2

uloc (R) + ‖eδXF‖Hm−2
uloc

+‖Ψ0
w‖Hm+2‖Ψ̃‖Hm+2

)
,

for C1 > 0. When considering the functions Ψi, i = 1, 2, such that T(ψ0,ψ1)(Ψ
i
w) = Ψ̃i

w are solutions

of (7.1) for F̃ i = F − Qw(Ψi
w,Ψ

0
w) − Qw(Ψ0

w,Ψ
i
w), we can show that T(ψ0,ψ1)(Ψ

1) − T(ψ0,ψ1)(Ψ2) is a

strict contraction in a ball of radius R0 > 0. Indeed, it is always possible to choose R0 ∈]δ(η), 1
2C1

[

when 0 < δ0 ≤ δ(η) = η−1
2C1η−C1

, η > 1. The existence result is a consequence of applying the fixed

point theorem in Hm+2. Since the ideas of proof are the same of Proposition 6.1, they are not repeated
here.

7.2 The linearized problem on the rough domain

This section is devoted to the well-posedness of the problem in the rough channel ωb = ωw\{X < M}

∂XΨ−w +Qw(Ψ−w ,Ψ
0
w) +Qw(Ψ0

w,Ψ
−
w)−∆2

wΨ−w = F, in ωw, in ωb \ σw[
∂kXΨ−w

] ∣∣
σw

= gk, k = 0, . . . , 3,

A2[Ψ−w |σMw , ∂XΨ−w |σMw ] = ρ2,

Ã3[Ψ−w |σMw , ∂XΨ−w |σMw ] = ρ3,

Ψ−w |X=−γw(Y ) = 0,
∂Ψ−w
∂nw

∣∣∣
X=−γw(Y )

= 0,

(7.6)
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where gk ∈Wm+2−k,∞(R) and ρ2 and ρ3 belong to H
m−1/2
uloc (R) and H

m−3/2
uloc (R), respectively. The source

term F is a function of Hm−2
uloc (ωbw). The transparent operators are defined by

A2[Ψ, ∂XΨ] = (1 + α2)∆wΨ,

Ã3[Ψ, ∂XΨ] = −((1 + α2)∂X − 2α∂Y )∆wΨ

+ (∇⊥wΨ · ∇w)((1 + α2)∂X − α∂Y )Ψ0
w + (∇⊥wΨ0

w · ∇w)((1 + α2)∂X − α∂Y )Ψ +
Ψ

2
.

(7.7)

We claim the following result:

Proposition 7.2. Let m � 1 be arbitrary and gk ∈ Wm+2−k,∞(R), k = 0, . . . , 3. There exists δ > 0

such that for δ > 0, F ∈ Hm−2
uloc (ωbw), ρ2 ∈ Hm−1/2

uloc (R) and ρ3 ∈ Hm−3/2
uloc (R) satisfy

‖F‖Hm−2
uloc (R) + ‖Ψ0

w‖Hm+2
uloc (R) + ‖ρ2‖Hm−1/2

uloc (R)
+ ‖ρ3‖Hm−3/2

uloc (R)
< δ0. (7.8)

Then, system (7.6) has a unique solution Ψw ∈ H2
uloc(ωbw).

Moreover, Ψw ∈ Hm+2
uloc ((M ′,M)× R), for all M ′ ∈] sup(−γw),M [ and

‖Ψw‖Hm+2
uloc ((M ′,M)×R) ≤ CM ′

(
3∑
k=0

‖gk‖Wm+2−k,∞ + ‖ρ2‖Hm−1/2
uloc (R)

+ ‖F‖Hm−2
uloc ((M ′,M)×R + ‖ρ3‖Hm−3/2

uloc (R)

)
(7.9)

Proof. Note that Proposition 7.2 is the equivalent for the linearized case of Proposition 6.2. Consequently,
to look up the solution of problem (7.6), similar arguments to the nonlinear case apply, see Section 6.2.
First, we discuss the existence and uniqueness of the solution in H2

uloc(ωb) and later, its regularity near
the artificial boundary.

We work with the truncated energies

Enk =

∫
ωn

|χk∆wΨ̃|2, (7.10)

where the truncation function χk ∈ C∞0 (R) is such that χk ≡ 1 ∈ [−k, k], Suppχk ⊂ [−k− 1, k+ 1], and

the derivatives χ
(j)
k , j = 1, . . . , 4 are bounded uniformly in k. Moreover, Ψ̃ = Ψ−ΨL is the solution of

the system

Qw(Ψ̃,Ψ0
w) +Qw(Ψ0

w, Ψ̃) + ∂XΨ̃−∆2
wΨ̃ = FL0 in ωb,

A2[Ψ̃|σMw , ∂XΨ̃|σMw ] = ρ2, A2[Ψ̃|σMw , ∂XΨ̃|σMw ] = ρ3,

Ψ̃
∣∣
X=−γ(Y )

= 0,
∂Ψ

∂nw
Ψ̃
∣∣
X=−γ(Y )

= 0. (7.11)

Function ΨL depends on the gk and is defined as in (4.7) and for FL0 = F −Qw(ΨL,Ψ0
w)−Qw(Ψ0

w,Ψ
L),

we have the estimate

‖FL0 ‖Hm−2
uloc (ωb) ≤ C

(
‖F‖Hm−2

uloc (ωb) +

3∑
k=0

‖gk‖W 2,∞(R)‖Ψ0
w‖Hm+2

uloc (R)

)
. (7.12)

We compute the following inequality for the sequence (Enk )l≤n,n∈R

Enk ≤ C1

(
(Enk+1 − Enk ) +

(
‖ρ2‖2Hm−1/2

uloc

+ ‖ρ3‖2Hm−3/2
uloc

)
(k + 1)

)
. (7.13)

This a priori estimate allows one to obtain a uniform bound on Ekn which is used in turn to deduce a H2
uloc

bound on Ψ̃ using backward induction on n− k and later a compactness argument. This corresponds to
step (NL2) in Section 4.2. For more details we refer the reader to Section 6.2.

From now on, we drop the n’s to lighten the notation and only address the particularities of the features
unique to the linearized case.

First, we write the weak formulation of (7.11).
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Definition 7.1. Let V and D2
0 be spaces of functions in Definition 6.1 and b(Ψ, Ψ̃, ϕ) = −

∫
Ω

(∇⊥wΨ ·
∇w)∇⊥wΨ̃ ·∇⊥wϕ for (Ψ, Ψ̃, ϕ) ∈ D2

0×D2
0×V. The solution Ψ̃ ∈ H2

uloc(ωb) of (7.11) satisfies for all ϕ ∈ V∫
ωbw

∂XΨϕ+ b(Ψ̃, Ψ̃0, ϕ) + b(Ψ̃0, Ψ̃, ϕ)−
∫
ωbw

∆wΨ̃∆wϕ

=

∫
ωbw

FL0 ϕ−
∫
R

(
ρ3 −

Ψ̃

2

∣∣∣
X=M−

)
ϕ
∣∣
X=M−

dY −
∫
R
ρ2∂Xϕ

∣∣
X=M−

dY.

• Energy estimates. The proof of (7.13) is as follows. Plugging ϕ = χkΨ̃ into the trilinear terms in
(7.14), and proceeding similarly as before it is possible to show that∣∣∣b(Ψ̃,Ψ0

w, χkΨ̃) + b(Ψ0
w, Ψ̃, χkΨ̃)

∣∣∣ ≤ C‖Ψ0
w‖H2

uloc
Ek+1 + C1‖Ψ0

w‖H2
uloc

(Ek+1 − Ek), (7.14)

where C and C1 depend on the domain. To obtain estimate 7.14, we first write the terms as
in (6.14) and (6.15). Then, combining the Sobolev inequality (6.16) with the definition of norm
in Kato spaces leads to the desired result. The terms associated to the biharmonic operator are
bounded by C(Ek+1 − Ek) as seen in (4.19). We are left with∣∣∣∣∣

∫
ωbw

χkF
L
0 Ψ̃

∣∣∣∣∣ ≤ C (‖F‖Hm−2
uloc (ωb) +

∑3
k=0 ‖gk‖W 2,∞(R)‖Ψ0

w‖Hm−2
uloc (R)

)
E

1/2
k+1. (7.15)

At the artificial boundary, we get

−
∫
R
χk

(
ρ3Ψ̃

∣∣
X=M−

+ ρ2∂XΨ̃
∣∣
X=M−

)
≤ C

(
‖ρ2‖L2

uloc
+ ‖ρ3‖L2

uloc

)
Ek+1 + C

(
‖ρ2‖L2

uloc
+ ‖ρ3‖L2

uloc

)
(k + 1),

(7.16)

where C depends only on M , α and on ‖γ‖W 2,∞ . The computation of this bound relies on the
trace theorem and Young’s inequality.

From (7.14), (7.15), (7.16) and the bound on the linear term, we obtain

Ek ≤ C ′1(Ek+1 − Ek) + C ′2

(
‖F‖Hm−2

uloc (ωb) +

3∑
k=0

‖gk‖W 2,∞(R)‖Ψ0
w‖Hm−2

uloc (R)

)2

Ek+1

+C ′4

(
‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
Ek+1 + C ′4

(
‖ρ2‖Hm−1/2

uloc

+ ‖ρ3‖Hm−3/2
uloc

)
(k + 1).

Choosing δ0 small enough, the previous expressions becomes for C1 > 0

Ek ≤ C1 (Ek+1 − Ek + C2(ρ2, ρ3)(k + 1)) , (7.17)

where C2(ρ2, ρ3) refers to the term ‖ρ2‖Hm−1/2
uloc

+ ‖ρ3‖Hm−3/2
uloc

.

• Induction. Performing backwards induction on (7.17) is easier than the nonlinear case. Indeed,
considering that there exists a constant C3 independent of n and k, such that

Ek > C3C2(ρ2, ρ3)(k + 1),

implies that Ek+1 − Ek < C3C2(ρ2, ρ3). Furthermore, substitution on (7.17) gives

C3C2(ρ2, ρ3)(k + 1) < Ek ≤ C1C2(ρ2, ρ3)C3 + C1C2(ρ2, ρ3)(k + 1).s (7.18)

Taking C3 ≥ 2C1 and plugging it in (7.18) provides a contradiction for k > k0, where k0 = bC3c.
Therefore, (7.17) is true at the rank k > k0 and also for k ≤ k0, since Ek is an increasing
functional with respect to the value of k. The derivation of the energy estimates is invariant by
horizontal translation, and all constants depend only on norms of ρi, i = 2, 3 and γw. Following
the same reasoning in Step (L5) of Section 4.1, it is possible to show that Ψ̃ is uniformly bounded
in H2

uloc(ωbw).
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• Uniqueness. Let Ψi, i = 1, 2, are solutions of (7.6). To establish uniqueness, we need to show that
the solution Ψ̄ = Ψ1 −Ψ2 of the system

Qw(Ψ̄,Ψ0
w) +Qw(Ψ0

w, Ψ̄) + ∂XΨ̄−∆2
wΨ̄ = 0 in ωb,

Ψ̄
∣∣
X=−γ(Y )

= ∂nΨ̄
∣∣
X=−γ(Y )

= 0, (7.19)

is identically zero under a smallness assumption on Ψ0
w.

Repeating the same reasoning of “existence part” provides the induction relation on the truncated
energies

∫
ωn
χk|∆wΨ̄|2

Ek ≤ Cδ0 (Ek+1 + (Ek+1 − Ek)) .

Here, the constant depends not only on the domain, but also on ‖Ψ0
w‖Hmuloc . The term Ek+1 − Ek

is uniformly bounded in k, hence, Ek ≤ C uniformly in k. As a consequence, repeating the method
but this time without the truncation function leads to Ψ̄ ≡ 0.

The last step in the proof of Proposition 7.2 corresponds to the higher regularity estimates near X = M .
Interior and boundary regularity results analogous to that of Lemma 6.2 can be easily obtained by
following the same ideas. The major difficulties we encountered when performing the regularity analysis
near the boundary for the first western profile came from the nonlinear terms, which are not present in
the linearized case. Moreover, information on the behavior and Hm+2-regularity of Ψ0

w in the vicinity of
the transparent boundary is available. These factors greatly simplify the computations, and, therefore,
the detailed verification is left to the reader.

7.3 Joining ω−w and ω+
w

In this section we are concerned with finding a solution on the whole domain ωw. Let Ψ−w be the unique
solution of (7.6) satisfying the regularity estimate (7.9). As a consequence of standard trace proper-

ties, we have that Ψ−
∣∣
X=M

∈ Hm+3/2
uloc (R) and ∂XΨ−

∣∣
X=M

∈ Hm+1/2
uloc (R). Taking ψ0 = Ψ−

∣∣
X=M

and

ψ1 = ∂Ψ−
∣∣
X=M

in (7.5) guarantees the existence a unique solution Ψ+ for the problem in the half-space

decaying exponentially far from the boundary having imposed smallness conditions on Ψ0
w and ρi, i = 2, 3.

Additionally, we have that A2[Ψ+|X=M+ , ∂XΨ+|X=M+ ] ∈ Hm−1/2, Ã3[Ψ+|X=M+ , ∂XΨ+|X=M+ ] ∈
Hm−3/2. We define the mapping F : Hm+2

uloc (ωw)×(W 2,∞(R))4×Hm−1/2
uloc (R)×Hm−3/2

uloc (R)→ H
m−1/2
uloc (R)×

H
m−3/2
uloc (R) by

F(Ψ0
w, g0, . . . , g3, ρ2, ρ3) =

(
A2[Ψ+|X=M+ , ∂XΨ+|X=M+ ]− ρ2, Ã3[Ψ+|X=M+ , ∂XΨ+|X=M+ ]− ρ3

)
.

Once again, if Ψ is a C3 function at X = 0 and X = M , and F = 0, we have that F = 0. Showing
that F is a C1 mapping starts by considering two points in the vicinity of zero using the functional
norm defined in the domain of F . Suppose these points have an analogous form as the ones in Section
6.3. Let Ψ±0 and Ψ± be the solutions associated to the points (Ψ0

0, g
0
0 , . . . , g

0
3 , ρ

0
2, ρ

0
3) and (Ψ0

w + Ψ0
0, g0 +
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g0
0 , . . . , g3 + g0

3 , ρ2 + ρ0
2, ρ3 + ρ0

3), respectively. Function ψ− = Ψ− −Ψ−0 satisfies

∂Xψ
− −∆2

wψ
− +Qw(Ψ0

w + Ψ0
0, ψ
−) +Qw(ψ−,Ψ0

w + Ψ0
0) (7.20)

+Qw(Ψ0
w,Ψ

−
0 ) +Qw(Ψ−0 ,Ψ

0
w) = 0, in ωbw \ {σw}[

∂kXψ
−] ∣∣∣

σw
= gk, k = 0, . . . , 3

(1 + α2)∆wψ
−
∣∣∣
σMw

= ρ2,(
−
(
(1 + α2)∂X − 2α∂Y

)
∆wψ

− +
ψ−

2
(7.21)

+(∇⊥wΨ0
w + Ψ0

0 · ∇w)
(
(1 + α2)∂X − α∂Y

)
ψ− (7.22)

+(∇⊥wΨ0
w · ∇w)

(
(1 + α2)∂X − α∂Y

)
Ψ−0 (7.23)

+(∇⊥wψ− · ∇w)
(
(1 + α2)∂X − α∂Y

)
(Ψ0

w + Ψ0
0)

+(∇⊥wΨ−0 · ∇w)
(
(1 + α2)∂X − α∂Y

)
Ψ0
w

) ∣∣∣∣
X=M

= ρ3,

ψ−
∣∣
X=−γ(Y )

= ∂nψ
−∣∣
X=−γ(Y )

= 0,

and for small enough norms ‖eδXΨ0
w‖H2

uloc
, ‖Ψ0

0‖H2
uloc

, and ‖Ψ−0 ‖Hm+2
uloc

, we deduce

‖ψ−‖H2
uloc(ωb) + ‖ψ−|X=M‖Hm+1/2

uloc

+
∥∥∂Xψ−∣∣X=M

∥∥
H
m+1/2
uloc

≤C

(
3∑
k=0

‖gk‖Wm+2−k,∞ + ‖ρ2‖Hm−1/2
uloc

‖ρ3‖Hm−3/2
uloc

)
.

Proceeding similarly on the half-space, suppose ψi = ∂kXψ
+|σMw , i = 0, 1 and a smallness condition on

Ψ0
w. Then, the unique solution ψ+ of

∂Xψ
+ −∆2

wψ
+ (7.24)

+Qw(Ψ0
w + Ψ0

0, ψ
+) +Qw(Ψ0

w,Ψ
+
0 ) +Qw(ψ+,Ψ0

w + Ψ0
0) +Qw(Ψ+

0 ,Ψ
0
w) = 0, in {X > M}

ψ+
∣∣
σMw

= ψ0, ∂Xψ
+
∣∣
σMw

= ψ1,

fulfills the estimate

‖eδXψ+‖Hm+2
uloc
≤ C

(
3∑
k=0

‖gk‖Wm+2−k,∞ + ‖ρ2‖Hm−1/2
uloc (R)

+ ‖ρ3‖Hm−3/2
uloc (R)

)
,

provided that ‖eδXΨ−0 ‖Hm+2
uloc

is small. It is easily seen the Fréchet differential depends continuously on

ψ+, and consequently, on ρ2, ρ3 and gk, k = 0, . . . , 3.

dF(0, . . . , 0) is invertible: We consider the systems satisfied by ψ± with Ψ0
w = 0 where the solutions are

considered to be C3. Here, ψ± are the unique solutions of (5.3) and (5.57). If F(0, . . . , 0, ρ2, ρ3) = 0,
ψ := 1X≤Mψ

− + 1X>Mψ
+ is a solution of the linear system in ωw boundary layer domain (5.1). From

Section 5, we know (5.1) without jumps at X = O has a unique solution ψ ≡ 0 and therefore ρ2 = 0 and
ρ3 = 0. Consequently, ker dF(0, . . . , 0) = {(0, 0)}.
By Lemma 7.2, ψ− is a Hm+2

uloc function in [M ′,M ]× R for all 0 < M ′ < M . Thus,

(ρ2, ρ3) =
(

(1 + α2)∆wψ
−,−

(
(1 + α2)∂X − 2α∂Y

)
∆wψ

− + ψ−

2

)
.

We see that dF(0, . . . , 0) is an isomorphism of H
m−1/2
uloc (R)×Hm−3/2

uloc (R). The implicit function theorem

guarantees the existence of (ρ2, ρ3) ∈ Hm−1/2
uloc (R)×Hm−3/2

uloc (R) such that F(Ψ0
w, g0, . . . , g3, ρ2, ρ3) = 0 for

all gk ∈ Wm+2−k,∞(R) and Ψ0
w ∈ Hm+2

uloc (ωbw) near zero. Finally, we can assert that Ψw := 1X≤MΨ−w +
1X>MΨ−w , where Ψ−w ,Ψ

+
w are the solutions of (5.3) and (5.57) associated to (Ψ0

w, g0, . . . , g3, ρ2, ρ3) is a
solution of the western boundary layer system in the whole domain ωw. Namely, it satisfies

A2

[
Ψ−w
∣∣
X=M

, ∂XΨ−w
∣∣
X=M

]
= A2

[
Ψ+
w

∣∣
X=M

, ∂XΨ+
w

∣∣
X=M

]
,

Ã3

[
Ψ−w
∣∣
X=M

, ∂XΨ−w
∣∣
X=M

]
= Ã3

[
Ψ+
w

∣∣
X=M

, ∂XΨ+
w

∣∣
X=M

]
,

which implies in turn the continuity of the differential operators across {X = M}, and therefore Ψw at
the transparent boundary. This completes the proof of Theorem 7.
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8 Eastern boundary layer

This section is devoted to the proof of Theorem 2 concerning the well-posedness of problem

−∂XeΨe −∆2
eΨe = 0, in ω+

e ∪ ω−e[
∂kXeΨe

] ∣∣∣
Xe=0

= g̃k, k = 0, . . . , 3,

Ψe

∣∣
Xe=−γe(Y )

=
∂Ψe

∂ne

∣∣
Xe=−γe(Y )

= 0,

(8.1)

where g̃k ∈ L∞, for k = 0, . . . , 3. Problem (8.1) describes the behavior of the eastern boundary layer
profiles. Note that the system driving Ψ0

e is obtained by choosing g̃k ≡ 0, ∀k.

Similar to the previous case of the western boundary layer, we rely on wall laws to show the existence
and uniqueness of solutions to system (8.1) following the steps listed in Section 4.1. In Section 8.1, the
analysis of the problem in the half-space exhibits an additional difficulty: the presence of degeneracy at
low frequencies. The singular behavior is going to impact the convergence of Ψe when Xe goes infinity.
As a result, a probabilistic setting and ergodicity properties are prescribed to prove the convergence of
the solution.

In this context, we will distinguish three different behaviors of Ψe far from the boundary: Ψexp which
decays exponentially to zero, Ψerg whose convergence to a specific constant is driven by the ergodic
theorem and Ψalg, a function converging to zero at a polynomial rate when ε → 0. The analysis of
each one of these functions is going to be conducted separately in subsection 8.1.1, and final results
are summarized in Theorem 2. The probabilistic scenario is only necessary for the analysis of Ψerg

since the convergence of the remaining components is obtained using deterministic methods. We pay
special attention to the link between the value of the limit of Ψerg far for the boundary and the choice
of g̃0. Later, on Section 9.1, we will see that this translates in a strong connection between the problems
driving the n-th eastern profile and Ψn

int. Finally, we will briefly discuss the equivalence of solutions of
the problems in the half-space and the rough channel at the “transparent” boundary, and, hence provide
a solution for problem (8.3) in the whole domain ωe.

To simplify the notation, we will write X instead of Xe throughout this section.

8.1 The problem in the half-space

In this section, we will consider without loss of generality that M ′ = 0, to facilitate the computations. We
can easily recuperate the solution when M ′ 6= 0 since the differential operators involved in the problem
are translation-invariant. We are confronted with solving the following linear problem

−∂XΨe −∆2
eΨe = 0, in R2

+,

Ψe

∣∣
X=0

= ψ0, ∂XΨe

∣∣∣
X=0

= ψ1. (8.2)

Taking the Fourier transform with respect to Y on the main equation results in the following fourth
order characteristic polynomial with complex coefficients

Pe(µ, ξ) = −µ+ (µ2 + (−αµ+ iξ)2)2. (8.3)

Note that by considering µ = −λ in (8.3), we obtain the characteristic polynomial corresponding to the
linear boundary layer problem defined at the western domain. Some properties of the polynomial are
stated in the following lemma:

Lemma 8.1. Let Pe(µ, ξ) be the characteristic polynomial of (8.2), then:

1. Pe(µ, ξ) has four distinct roots µ±i , i = 1, 2, where <(µ+
i ) > 0, i = 1, 2 and <(µ−i ) < 0. Moreover,

µ± = −λ∓, where λ± are the roots of (5.9).

2. (Low frequencies) As |ξ| → 0, we have

µ+
1 = ξ4 +O

(
ξ5
)
, µ+

2 =
1

(1 + α2)
2/3

+O (ξ) ,

µ−i = − 1

2 (1 + α2)
2/3

+ (−1)i
√

3

2 (1 + α2)
2/3

+O (ξ) , i = 1, 2.
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3. (High frequencies) When ξ →∞, we have

µ+
i =

1 + iαsgn ξ

1 + α2
|ξ|+ (−1)i

2

√
1 + iαsgn ξ

1 + α2
|ξ|−1/2 +O(|ξ|−3/2), i = 1, 2,

µ−i =
−1 + iαsgn ξ

1 + α2
|ξ|+ (−1)i

2

√
−1 + iαsgn ξ

1 + α2
|ξ|−1/2 +O(|ξ|−3/2).

The proof of the previous results follows the same ideas of the ones of Lemmas 5.1 and 5.2. For more
details, we refer the reader to Appendix A.

When ξ 6= 0, polynomial (8.3) has two roots with strictly positive real part noted by µ1 and µ2, whose
asymptotic behavior is summarized in Lemma 8.1. The solutions of

−∂XΨ̂e + (∂2
X + (α∂X + iξ)2)2Ψ̂e = 0, in R2

+

Ψ̂e

∣∣
X=0

= ψ̂0, ∂XΨ̂e

∣∣
X=0

= ψ̂1,

are linear combinations of exp(−µk(ξ)X) with coefficients also depending on ξ, where (µk)1≤k≤2 are

the roots of (8.3) satisfying <µ > 0. More precisely, they are of the form
∑2
i=1Ak(ξ) exp(−µk(ξ)X),

where Ak : R→ C, k = 1, 2. Substituting the expression of Ψ̂e on the boundary conditions provides the
following linear system of equations

A1 +A2 = ψ̂0,

µ1A1 + µ2A2 = −ψ̂1.

It is then clear that the matrix associated to this system is invertible when ξ 6= 0 since all the roots of
the characteristic polynomial are simple. Thus, we obtain the coefficients

A1 := A0
1ψ̂0 +A1

1ψ̂1 =
µ2

µ2 − µ1
ψ̂0 +

1

µ2 − µ1
ψ̂1,

A2 := A0
2ψ̂0 +A1

2ψ̂1 = − µ1

µ2 − µ1
ψ̂0 −

1

µ2 − µ1
ψ̂1.

(8.4)

Lemma 8.2 (Asymptotic behavior of the coefficients). • (Low frequencies). When |ξ| → 0, we have

A1(ξ) = ψ̂0 + (1 + α2)2/3ψ̂1 +O(|ψ̂0||ξ|4 + |ψ̂1||ξ|),

A2(ξ) = −(1 + α2)2/3ψ̂1 +O(|ψ̂0||ξ|4 + |ψ̂1||ξ|).

• (High frequencies) As |ξ| goes to infinity, we have

A1(ξ) = −
√

1− iαsgn ξ|ξ|1/2ψ̂1 +

(
1√

1− iαsgn ξ
|ξ|3/2 +

1

2

)
ψ̂0

+O(|ψ̂0||ξ|−3/2 + |ψ̂1||ξ|−5/2),

A2(ξ) =
√

1− iαsgn ξ|ξ|1/2ψ̂1 −
(

1√
1− iαsgn ξ

|ξ|3/2 − 1

2

)
ψ̂0

+O(|ψ̂0||ξ|−3/2 + |ψ̂1||ξ|−5/2).

8.1.1 Behavior far from the boundary

In the previous section, we proved that Ψ̂e(X, ξ) was a linear combination of Ai(ξ)e
−µ+

i (ξ)X , where
(µi)1≤i≤4 are the roots of the characteristic polynomial (8.3) such that <(µ+

i ) > 0 and the form of
coefficients is given in (8.4). The next step would be to derive a representation formula for Ψe, based

on the Fourier transform results, in such a way that the formula still makes sense when ψ0 ∈ H3/2
uloc(R)

and ψ1 ∈ H1/2
uloc(R). The behavior of Ψe as X → +∞ is crucial to understanding the approximation of

the solution. Contrary to the periodic setting (see [3]), the exponential decay does not hold in this case.

Although the terms associated to A2(ξ)e−µ
+
2 (ξ)X decay exponentially to zero (see paragraph 8.4), when
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looking closely at expressions on (8.4) and the asymptotic behavior in (8.1), it is clear that A1(ξ)e−µ1(ξ)X

does not converge to zero at low frequencies when X → +∞ since µ1(ξ) = O(|ξ|4).

This section is devoted to proving the results in Theorem 2. We have divided the proof into a sequence
of lemmas, one for each component of the solution Ψe: Ψexp, Ψalg and Ψerg. Ψexp is a function decaying
exponentially at infinity, while Ψalg refers to the part of Ψe converging at polynomial rate. Finally, Ψerg

is a function whose convergence at X → +∞ is guaranteed by using ergodic properties in a probabilistic
setting.

Behavior at high frequencies. Let Ψ]
e denote the eastern boundary layer at high frequencies. Following

the ideas in [6, Lemma 9] coupled with the behavior of µ+
i (ξ) at infinity yields an equivalent result to

the one in Lemma 5.7:

Lemma 8.3. Let ψ0, ψ1 ∈ Luloc(R). Then, the behavior of the Ψe at high frequencies denoted by Ψ]
e

satisfies the estimate ∥∥eδXΨ]
e

∥∥
L∞
≤ C

(
‖ψ0‖L1

uloc(R) + ‖ψ1‖L1
uloc(R)

)
,

for some constants C, δ > 0

Low frequencies. This paragraph is devoted to the analysis of the behavior of the eastern boundary
layer at low frequencies. Each component is enclosed in the corresponding lemma, starting with the
deterministic ones (exponential and algebraic) followed by the probabilistic limit.

Our analysis starts with the component of Ψe decaying exponentially at infinity. Explicitly, we deal with
the term whose Fourier transform satisfies

Ψ̂exp(X, ξ) =
∑
k

χ(ξ)Ak2(ξ)e−µ
+
2 (ξ)X ψ̂k, (8.5)

where Ak2(ξ) is the coefficient of A2(ξ) associated to ψ̂k in (8.4) and χ is defined as in Lemma 8.3.

Following closely the arguments in Lemma 5.5 and [6, Lemma 7], we obtain the result:

Lemma 8.4. Let Ψexp defined as in (8.5) and ψ0, ψ1 ∈ Luloc(R). Then, there exist constants δ, C > 0
independent of ψi, i = 0, 1 such that

‖eδXΨexp‖L∞(ω+
e ) ≤ C(‖ψ0‖L1

uloc(R) + ‖ψ1‖L1
uloc(R)). (8.6)

There remains to study the terms of A1. From (8.4), it is clear that Ak1 → Āk1 , for k = 0, 1 as ξ → 0 where
Āk1 ∈ R. Therefore, it is possible to rewrite each one of the terms as Ak1(ξ) = Āk1 + Ãk1(ξ) with

Āk1(ξ) =

{
1, for k = 0

(1 + α2)2/3, for k = 1
, Ãk1(ξ) =


µ1

µ2 − µ1
, for k = 0

1

µ2 − µ1
− (1 + α2)2/3, for k = 1

.

The terms Ãk1(ξ)f , k = 0, 1 decay to zero far from the boundary at polynomial rate as a result of
Lemma 5.5. Notice that, at low frequencies, Ã1

1 behaves as a constant, while Ã2
1 does it similarly to a

homogeneous polynomial of degree 1, which is a straightforward consequence of Lemma 8.1.

We introduce the notation Ψalg for the part of Ψe decaying to zero algebraically when X → +∞, i.e., the

one associated to the coefficients Ãk, k = 0, 1. Its behavior is summarized in the following lemma:

Lemma 8.5. Let ψk ∈ L1
uloc(R), k = 0, 1. Then, there exists a constant C independent of ψi, i = 0, 1

such that
‖X1/4Ψalg‖L∞(R2) ≤ C(‖ψ0‖L1

uloc(R) + ‖ψ1‖L1
uloc(R)). (8.7)

It is easy to check that the convergence of the terms Āk1f is not guaranteed for any choice of function f ,
k = 0, 1. Therefore, we require additional hypotheses, in this case, of ergodicity.

We recall for the reader’s convenience the probability setting: for ε > 0, let (P,Π, µ) be a probability
space where P is the set of K-Lipschitz functions, with K > 0; Π the borelian σ-algebra of P , seen as a
subset of Cb(R2;R) and µ a probability measure. Let (τY )Y ∈R, the measure-preserving transformation
group acting on P . We recall that there exists a function F ∈ L∞(P ) such that

γe(m,Y ) = F (τYm), Y ∈ R, m ∈ P.
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We define the stochastic derivative of F by

∂mF (m) := γ′e(m, 0) ∀m ∈ P,

so that γ′e(m,Y ) = ∂mF (τYm) for (m,Y ) ∈ P × R. Then, the eastern boundary layer domain can be
described as follows for all m ∈ P ,

ωe(m) =
{

(X,Y ) ∈ R2 : X > −γe(m,Y )
}
,

where ωe(m) = ω+
e (m)∪σe ∪ω−e (m) and ω±e (m) = ωe(m)∩{±X > 0}. We assume γe is a homogeneous

and measure-preserving random process.

Lemma 8.6. Let χ ∈ C∞0 (R) and µ+
1 defined as in Lemma 8.1. Suppose that f is a stationary random

function belonging to L∞ Then,

χ(D)e−µ
+
1 (D)Xf → E(f), as X → +∞,

locally uniformly in Y , almost surely and in Lp(P ) for all finite p.

The hypothesis on f can be relaxed since we need f to be at least to L1
uloc.

Proof. Birkhoff Ergodic Theorem (see, e.g., Theorem 4.1.2 of [15]) guarantees the existence of the fol-
lowing limit

lim
R→∞

1

R

∫ R

0

f(m,−Y ′)dY ′ = E(f), almost surely. (8.8)

Furthermore, following the ideas in [2, Lemma 4.6] we have

lim
R→∞

1

R

∫ R

0

f(m,Y − Y ′)dY ′ = E(f),

uniformly locally in Y , and (8.8) also satisfies almost surely

lim
R→∞

1

R

∫ R

0

f(m,Y ′)dY ′ = E(f).

From Lemma 5.5, we know that for |X| ≥ 1, Y ′ → K(X,Y − Y ′) is L1(R). Let m(X) =
∫
RK(X,Y )dY ,

we have ∫
R
K(X,Y )dY = K̂(X, 0) = χ(0)e−µ1(0)X = 1,

and, consequently, m0(X) = 1, when X > 0. Note that m(X) = 1, for all X > 0. Then, proceeding
exactly as in [2, Lemma 4.6]

χ(D)e−µ
+
1 (D)X = E(f) +

∫
R
K(X,Y ′ − Y ) (f(Y − Y ′)− E(f)) dY ′. (8.9)

Integrating by parts leads to

χ(D)e−µ
+
1 (D)X = E(f)−

∫
R
∂Y ′K(X,Y ′)

(∫ Y ′

0

(
f(Y − Y1)− f

)
dY1

)
dY ′.

Therefore,

χ(D)e−µ
+
1 (D)Xf = E(f)−

∫
R
Y ′∂Y ′K(X,Y ′)

(
1

Y ′

∫ Y ′

0

(
f0(Y − Y1)− f

)
dY1

)
dY

= E(f) + J.

Now, we focus our attention on controlling the term J . From Lemma 5.5, we have the key estimates

|Y ′∂′YK(X,Y ′)| ≤ C X1/4Y

X3/4 + Y 3
, ∀|X| ≥ 1, ∀Y ′ ∈ R,∫

R
Y ′∂′YK(X,Y ′) = −1. (8.10)

65



We conduct the analysis by distinguishing the behavior of J in |Y ′| ≤ R from the one on |Y ′| > R for
R � 1, denoted by J1 and J2 respectively. For all δ > 0 and all L > 0 there exists R > 0 such that for
all |Y | ≤ L and |Y ′| ≥ R ∣∣∣∣∣ 1

Y ′

∫ Y ′

0

f(Y − Y1)dY1 − E(f)

∣∣∣∣∣ ≤ δ,
and |J1| ≤ Cδ. For |Y ′| ≤ R, we have that

|J2| =

∣∣∣∣∣
∫
|Y ′|≤R

Y ′∂Y ′K(X,Y ′)
1

Y ′

∫ Y ′

0

(f(Y − Y1)− E(f)) dY1dY

∣∣∣∣∣
≤ C‖f‖L1

uloc

∣∣∣∣∣
∫
|Y ′|≤R

X1/4Y

X3/4 + Y 3
dY ′

∣∣∣∣∣
≤ CR‖f‖L1

uloc
|X|−1/4 −→

X→∞
0.

Thus,
lim
X→∞

J(X,Y ) = 0,

which allows us to conclude that

lim
X→∞

χ(D)e−µ
+
1 (D)Xf = E(f).

Combining the results in Lemmas 8.2 and 8.6, we can provide a definition for the limit of Ψe.

Definition 8.1. Let ψ0, ψ1 be stationary random functions belonging to L∞(ωe). Then, the limit of Ψerg

as X → +∞ is the measurable function φ̄ : P → R of the form

φ̄ = E[ψ0] + (1 + α2)2/3E[ψ1]. (8.11)

Almost sure convergence of Ψerg. We show almost sure estimates in the stationary ergodic setting as in
[5].

Proposition 8.1. Let Ψerg be the part of the solution Ψe of the system (2.13) whose convergence is
guaranteed by ergodicity hypotheses. Then the following estimates hold:∥∥Ψerg(·/ε)− φ̄

∥∥
L2(Ωε)

= o(1) almost surely as ε→ 0.

Proof. This proof follows the ideas in [5] inspired from the works by Souganidis (see [23]). Let δ > 0 be
arbitrary. Then, according to Egorov’s Theorem, there exist a measurable set Mδ ⊂ P and a number
Xδ > 0 such that ∣∣Ψerg(m,X, 0)− φ̄

∣∣ ≤ δ, ∀m ∈Mδ,∀X > Xδ,

µ(M c
δ ) ≤ δ.

Without loss of generality, we assume that Xδ ≤ ε−1(χe(y)− χw(y)). From Birkhoff’s ergodic theorem,
we have that for almost every m there exists kδ > 0 (depending on m) such that if k > kδ

Aδ = Aδ(m) := {Y ∈ R, τYm ∈M c
δ satisfies: |Aδ ∩ (−k, k)| ≤ 4kδ} .

Indeed, when k goes to infinity,

1

2k

∫ k

−k
1τYm∈Mc

δ
→ µ(M c

δ ) ≤ δ.

Therefore, for almost all m ∈ P , there exists some kδ such that for all k > kδ

|Aδ ∩ (−k, k)| =

∣∣∣∣∣
∫ k

−k
1τYm∈Mc

δ

∣∣∣∣∣ ≤ 4kδ.
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For all ε > 0, we have

∥∥Ψerg(·/ε)− φ̄
∥∥2

L2(Ωε)
=

∫ ymax

ymin

∫ Σw

Γe

|Ψm,erg
e

(x
ε
,
y

ε

)
− φ̄|2dxdy

= ε2

∫ ymax/ε

ymin/ε

∫ (χe(εY )−χw(εY ))/ε

γe(Y )

|Ψerg(m,X, Y )− φ̄|2dXdY

= ε2

∫ ymax/ε

ymin/ε

∫ (χe(εY )−χw(εY ))/ε

γe(Y )

|Ψerg(τYm,X, 0)− φ̄|2dXdY

= ε2

∫ ymax/ε

ymin/ε

∫ Xδ

γe(Y )

|Ψerg(τYm,X, 0)− φ̄|2dXdY

+ ε2

∫ ymax/ε

ymin/ε

∫ (χe(εY )−χw(εY ))/ε

Xδ

1τYm∈Mδ
|Ψerg(τYm,X, 0)− φ̄|2dXdY

+ ε2

∫ ymax/ε

ymin/ε

∫ (χe(εY )−χw(εY ))/ε

Xδ

1τYm∈Mc
δ
|Ψerg(τYm,X, 0)− φ̄|2dXdY

=

3∑
j=1

Ij .

Then,

I1 ≤ ε
∥∥∥Ψerg

(x
ε
,
y

ε

)
− φ̄

∥∥∥2

L2({x<xδ}∩Ωε)
≤ Cδε

(
‖Ψerg‖∞ + |φ̄|

)
, (8.12)

where the constant Cδ depends on the random parameter m and xδ = εXδ. Taking into account that if
τYm ∈Mδ, Ψerg(m,X, Y ) = Ψerg(τYm,X, 0) and X > Xδ,

I2 ≤ ε2

(
ymax − ymin

ε

)(
χw(y)− χe(y)− xδ

ε

)
δ2 ≤ Cδ2. (8.13)

As for the third integral, we know that Ψe ∈ L∞((−∞, a)×R). Assuming a = χ̄e := maxy∈(ymin,ymax) χe(y)
and ε < 1/kδ, we have

I3 ≤ ε‖χe − χw‖∞‖Ψerg − φ̄‖2L∞((−∞,χ̄e)×R)λ
(
ε−1(ymin, ymax) ∩Aδ

)
,

where λ denotes the Lebesgue measure. Then,

I3 ≤ Cδ
(
|φ̄|2 + ‖Ψerg‖2L∞((−∞,χ̄e)×R)

)
. (8.14)

The first estimate of the lemma is obtained by combining (8.12), (8.13) and (8.14).

Connection between the choice of g̃0 and the limit of Ψerg. In the formal construction of the approximate
solution, it was important to reflect that boundary layers are not supposed to have any impact far from
the boundary (3.2). In Section 8.1.1, we showed that at low frequencies and far for the boundary the
eastern boundary layer can be decomposed as

Ψe = Ψexp + Ψalg + Ψerg,

where Ψexp and Ψalg converge to zero when X → +∞ at different rates (exponential and with a polyno-
mial weight, respectively), while Ψerg converges almost surely to a quantity φ̄ once ergodicity assumptions
have been added. It is obvious that the far field condition does not hold for φ̄ 6= 0. In this paragraph,
we explore how choosing g̃0 wisely can make

Ψe −→
X→+∞

0 almost surely,

which is the last result in Theorem 2.

We are interested in the specific case when all g̃k are given but g̃0 in (8.1). Moreover, g̃0 is supposed
to be constant with respect to the boundary layer variables. Note that if Ψe is a solution of (8.1), by
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linearity of the problem, Ψ̃e = Ψe + g̃0 also satisfies the boundary layer problem. Passing to the limit as
X → +∞ gives

lim
X→+∞

Ψ̃e = φ̄+ g̃0.

Then, for g̃0 = −φ̄, the limit of Ψerg as Xe goes to infinity equals zero and, in turn, Ψ̃e satisfies both
(8.1) and condition at +∞.

Let us now illustrate the procedure for the profile Ψ1
e. This function satisfies the system of equa-

tions

−∂XeΨ1
e −∆2

eΨ
1
e = 0, in ω+

e ∪ ω−e[
∂kXeΨ

1
e

] ∣∣∣
σe

= −
[
Ψ1
int

] ∣∣∣
x=χe(y)

,[
∂XeΨ

1
e

] ∣∣∣
σe

=
[
∂xΨ0

int

] ∣∣∣
x=χe(y)

,[
∂kXeΨ

1
e

] ∣∣∣
σe

= 0, k = 2, 3,

Ψ1
e

∣∣
Xe=−γe(Y )

=
∂Ψ1

e

∂ne

∣∣
Xe=−γe(Y )

= 0.

(8.15)

The jump of its derivative at σe depends of Ψ0
int, and it is, therefore, known from the previous step.

Here, Ψ1(t, y) is the solution of the equation

∂xΨ1 = 0 in Ω

Consequently, Ψ1(t, y) = C1(t, y).

Let us consider a solution Ψ1
e of (8.15) and define the function

Ψ̃1
e =

{
Ψ1
e − φ̄, in ω+

e

Ψ1
e, in ω−e

, (8.16)

where φ̄ is the value of the limit Ψ1
e when X → +∞. Note that (8.16) satisfies all the conditions in (8.15)

but [Ψ̃1
e]|σe = −φ̄. Moreover, Ψ̃1

e → 0 almost surely far from the eastern boundary. Since the jump at
the interface σe is linked to the interior profile, we have

φ̄ =
[
Ψ1
int

] ∣∣∣
x=χe(y)

= C1

Therefore, considering C1(t, y) = φ̄(t, y) provides a solution for the boundary layer (8.15) satisfying the
far field condition. This interdependence between the eastern boundary layer and the interior profile
determines the construction of the approximate solution. First, we solve the problem at the East with
a general function g̃0 to obtain the value of the limit far from the boundary. Then, this information
is considered when computing the solution of the corresponding interior profile. Finally, the western
boundary layer problem is addressed.

8.2 Transparent operators

This section deals with the well-posedness of the differential operators associated with the eastern bound-
ary layer problem at the transparent boundary. We stick in our analysis to the same ideas developed
in Section 5.2 and, as a consequence, we summarize the main steps and go into detail only when the
differences with the western boundary layer are notable.

Once again, without loss of generality, suppose that the artificial boundary lays at X = 0 and is defined
as follows

Definition 8.2. Let Ψe ∈ H2(R2
+) be the unique weak solution of the Dirichlet problem (8.1) for

(ψ0, ψ1) ∈ H3/2(R) ×H1/2(R). Then, the biharmonic matrix-valued Poincaré-Steklov operator is given
by

PSe : H3/2(R)×H1/2(R)→ H−1/2(R)×H−3/2(R)

PSe

(
ψ0

ψ1

)
:=

 −(1 + α2)∆eΨe

∣∣∣
X=0[(

(1 + α2)∂X + 2α∂Y
)

∆eΨe +
Ψe

2

] ∣∣∣∣
X=0

 = Ke ∗
(
ψ0

ψ1

)
,

(8.17)
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where Ke is the distributional kernel.

Substituting the Fourier representation of the solution Ψe on PSe similarly to (5.41) results in an explicit
formula for the Poincaré-Steklov operator. Indeed, we have PSe = (B2[ψ0, ψ1],B3[ψ0, ψ1]) for

Bk : H3/2 ×H1/2 → H−3/2+k

Bk[ψ0, ψ1] := F−1(nk,0ψ̂0 + nk,1ψ̂1), k = 2, 3,
(8.18)

where ni,j denotes the components of the matrix Me = F−1(Ke).

The asymptotic behavior of Me at low and high frequencies is summarized in the following lemma:

Lemma 8.7. • When |ξ| � 1

Me =

( (
α2 + 1

)
|ξ|2 +O

(
|ξ|3
) (

α2 + 1
)4/3

+O (|ξ|)
1
2 +O (|ξ|) −

(
α2 + 1

)2/3
+O (|ξ|) .

)

• When |ξ| → +∞, there exist complex constants ni,j, i = 2, 3, j = 0, 1 depending on the parameter
α such that

Me =

(
n2,0|ξ|2 +O

(
|ξ|−1/2

)
n2,1|ξ|+O

(
|ξ|−1/2

)
n3,0|ξ|3 +O (1) n3,1|ξ|2 +O

(
|ξ|−1/2

)
.

)
For a proof of Lemma 8.7, we refer the reader to Appendix F. Applying the same ideas of Section 5.2,
it is easily seen that at high and low frequencies our operator is well-defined and continuous in usual
Sobolev spaces. Moreover, Lemma 5.10 also holds for Me.

Of course, we are interested in extending the definition of PSe to the case of functions that are not
square-integrable in R2, but rather locally uniformly integrable. Generalizing the results above can be
easily achieved by following the same reasoning of Section 5.2. The differences in the definition of the
operators at the western and eastern boundary layers do not impact the estimates. Consequently, for
the convenience of the reader, we list the relevant results without proof.

The unique extension of Bi, i = 2, 3 to Kato spaces is guaranteed by Lemma 5.11. Moreover, we have
the integral representation:

Proposition 8.2. Let (ψ0, ψ1) ∈ H3/2
uloc(R) ×H1/2

uloc(R), and let Ψe be the unique solution of (5.3) with
F = 0 and boundary data Ψe|X=0 = ψ0 and ∂XΨe|X=0 = ψ1. Then, for all ϕ ∈ C∞0 (R̄2

+)

−
∫
R2

+

∂XΨeϕ−
∫
R2

+

∆eΨe∆wϕ =

〈
B3[ψ0, ψ1]− ψ0

2
, ϕ
∣∣
X=0

〉
+
〈
B2[ψ0, ψ1], ∂Xϕ

∣∣
X=0

〉
. (8.19)

In particular, for (ψ0, ψ1) ∈ H3/2(R)×H1/2(R) the Poincaré-Steklov operator satisfies

〈B3[ψ0, ψ1], ψ0〉+ 〈B2[ψ0, ψ1], ψ1〉 ≤ 0. (8.20)

It is possible to relate the solution of the (5.5) to (ψ0, ψ1) ∈ H
3/2
uloc(R) × H

1/2
uloc(R) and PSw(ψ0, ψ1)

by introducing a smooth function χ̃, with χ̃ = 1 in an open set containing Suppϕ and the kernel
representation formula of the boundary operators. Estimate (8.20) follows from taking Ψe ∈ H2(R2

+) as
test function in (8.19) and using a density argument.

Similarly to the linear problem driving the behavior of the western boundary layer, we have that

Proposition 8.3. Let ϕ ∈ C∞0 (R) such that Suppϕ ⊂ B(Y0, R), R ≥ 1, and (ψ0, ψ1) ∈ H
3/2
uloc(R) ×

H
1/2
uloc(R). Then, there exists a constant C > 0 such that the following property holds.

|〈B3[ψ0, ψ1], ϕ〉|+|〈B2[ψ0, ψ1], ∂Xϕ〉| ≤ C
√
R
(
‖ϕ‖H3/2(R) + ‖∂Xϕ‖H1/2(R)

) (
‖ψ0‖H3/2

uloc(R)
+ ‖ψ1‖H1/2

uloc(R)

)
.

(8.21)
Moreover, if ψj ∈ H3/2−j(R), j = 0, 1,

|〈B3[ψ0, ψ1], ϕ〉|+ |〈B2[ψ0, ψ1], ∂Xϕ〉| ≤ C
(
‖ϕ‖H3/2(R) + ‖∂Xϕ‖H1/2(R)

) (
‖ψ0‖H3/2(R) + ‖ψ1‖H1/2(R)

)
.

(8.22)

The proof of the proposition relies mainly on bounds on Me which are used to compute estimates in
fractional Sobolev spaces. Since the proof is very similar to the one in Lemma 5.10, we refer the reader
to Section 5.2 for details.
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8.3 Equivalent problem and estimates on the rough channel

In this section, we are concerned with proving the existence of weak solutions to the linear system driving
the behavior of Ψe in ωe. There difficulties we confronted before remain: the irregularities of γe prevents
us from using the Fourier transform in the tangential direction and the domain ωbe is unbounded and,
it is therefore impossible to rely on Poincaré type inequalities. Here, we follow the ideas presented in
Step (L5) of Section 4.1. We start by defining a problem equivalent to (8.1) yet posed in the bounded
channel ωbe = {−γe(Y ) ≤ X ≤ M} × R, where a transparent boundary condition has been imposed at
the interface X = M , M ≥ 0. We have the system

−∂XΨ−e −∆2
eΨ
−
e = FLe , in ωbe \ σe[

Ψ−e
] ∣∣
σe

= −φ̄, (8.23)[
∂kXΨ−e

] ∣∣
σe

= g̃k, k = 1, . . . , 3, (8.24)

(1 + α2)∆eΨ
−
e

∣∣
σMe

= B2

[
Ψ−e
∣∣
X=M

, ∂XΨ−e
∣∣
X=M

]
,

−(1 + α2)∂X∆eΨ
−
e + 2α∂Y ∆eΨ

−
e +

Ψ−e
2

∣∣∣∣
σMe

= B3

[
Ψ−e
∣∣
X=M

, ∂XΨ−e
∣∣
X=M

]
,

Ψ−e
∣∣
X=−γe(Y )

=
∂Ψ−e
∂ne

∣∣
X=−γe(Y )

= 0,

where g̃k ∈ L∞(R), k = 1, . . . , 3 and φ̄ is constant function with respect to the boundary layer variables
chosen as in Definition 8.1. This guarantees the solution of (8.23) satisfies the far field condition (see
Section 8.1.1). Here, Bk denotes the components of the Poincaré-Steklov operator. The following lemma
states the equivalence between the solutions of the problems (8.23) and (8.1).

Lemma 8.8. Let γe ∈ W 2,∞(R) be an ergodic stationary random process, K-Lipschitz almost surely,
for some K > 0 in a probability space (P,Π, µ). Assume φ̄ is a constant function with respect to the
macroscopic variables and gk ∈ L∞(R).

• If Ψe is a solution of (5.1) in ωe such that Ψe ∈ H2
uloc(ωe), then, Ψ|ωbe is a solution of (8.23), and for

X > M , Ψ solves problem (5.1), with ψ0 := Ψe|X=M ∈ H3/2
uloc(R) and ψ1 := ∂XΨe|X=M ∈ H1/2

uloc(R).

• Conversely, if Ψ−e ∈ H2
uloc(ωbe) and Ψ+

e ∈ H2
uloc(R2

+) are solutions of (8.23) and (8.2), respectively;
then, the function

Ψe(X, ·) :=

{
Ψ−e (X, ·) for −γe(·) < X < M,
Ψ+
e (X, ·) for X > M,

belongs to H2
loc(ω) and is a solution of the problem (5.1).

The proof of Lemma 8.8 follows from combining the results in Section 8.1 and Proposition 8.3 and is,
therefore, left to the reader.

Proposition 8.4. Let γe ∈W 2,∞(R) and ωbe = ωe ∩{X ≤M}, M > 0. Let Bi : H
3/2
uloc(R)×H1/2

uloc(R)→
H

3/2−i
uloc (R), i = 2, 3 be Poincaré-Steklov operators verifying Proposition 8.3. Moreover, φ̄ is a constant

function with respect to the boundary layer variables and g̃k ∈ L∞(R), for k = 1, . . . , 3. Then, there
exists a unique solution Ψe ∈ H2

uloc(ωbe \ σe) satisfying for some constant C > 0 the estimate

‖Ψe‖H2
uloc(ωbe)

≤ C

(
‖φ̄‖∞ +

3∑
k=1

‖g̃k‖L∞(R)

)
. (8.25)

It is worth noting that the above result does not need the ergodicity hypothesis.

Proof. To facilitate the computations, we lift the jump conditions at X = 0 in order to work with a C3

function at the interface between the interior and rough domains. Namely, we analyze the existence and
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uniqueness of a solution Ψ̃e = Ψ−e −ΨL
e of the system

−∂XΨ̃e −∆2
eΨ̃e = FLe in ωbe

(1 + α2)∆eΨ̃e

∣∣
σMe

= B2

[
Ψ̃e

∣∣
X=M

, ∂XΨ̃e

∣∣
X=M

]
−(1 + α2)∂X∆eΨ̃e + 2α∂Y ∆eΨ̃e +

Ψ̃e

2

∣∣∣∣
σMe

= B3

[
Ψ̃e

∣∣
X=M

, ∂XΨ̃e

∣∣
X=M

]
Ψ̃e

∣∣
X=−γe(Y )

=
∂Ψ̃e

∂ne

∣∣
X=−γe(Y )

= 0,

where ΨL
e is defined as in (4.7) and FLe = ∆2

eΨ
L
e + ∂XΨL

e .

Adapting Definition 4.1 provides the weak formulation: A function Ψ ∈ H2
uloc(ωbe) is a solution of (8.26)

if it satisfies the homogeneous conditions Ψ̃e

∣∣
Γe

= ∂nΨ̃e

∣∣
Γe

= 0 at the rough boundary, and if, for all

ϕ ∈ Ṽ, we have∫
ωbe

∂XΨ̃eϕ+

∫
ωb

∆eΨ̃e∆eϕ = −
∫
ωb
FLe ϕ (8.26)

−

〈
B3

[
Ψ̃e

∣∣
X=M

, ∂XΨ̃e

∣∣
X=M

]
− Ψ̃e

2

∣∣∣
X=M

, ϕ
∣∣
X=M

〉
H
−3/2
uloc ,H

3/2
uloc

−
〈
B2

[
Ψ̃e

∣∣
X=M

, ∂XΨ̃e

∣∣
X=M

]
, ∂Xϕ

∣∣
X=M

〉
H
−1/2
uloc ,H

1/2
uloc

, (8.27)

where Ṽ is the space of functions ϕ ∈ C∞0 (ωbe) such that Suppϕ ∩ ∂Ω = ∅ and D2
0(ωb) its completion for

the norm ‖Ψ‖ = ‖∆eΨ‖L2 Note that (8.26) is quite similar to (8.19).

To prove the existence and uniqueness of a H2
uloc solution of problem (8.26), we use the method by

Ladyženskaja and Solonnikov on the truncated energies

Enk :=

∫
ωk

|∆2
eΨ̃

n
e |2,

where Ψ−e,n is equal to Ψ̃e on ωn and zero elsewhere. Here, ωn is defined as in (4.11). Then, one applies
the same reasoning on the translated channel to get a uniform local bound. The latter allows us to show
that the maximal energy is uniformly bounded, and we can extract a convergent subsequence and obtain
the desired result using a compactness argument.

The weak formulation (8.26) and the estimates of the Poincaré-Steklov operator for the eastern boundary
layer are very similar to the ones in Section 5.2. Then, it is not surprising to obtain the inequality

Enk ≤ C1

(
k + 1 +m sup

k≤j≤k+m

(
Enj+1 − Enj

)
+

1

m4−2η
sup

j≥k+m
(Enj+1 − Enj )

)
for all k ∈ {m, . . . , n},

(8.28)
where C1 is a constant depending on the characteristics of the domain and the jump functions when
following the reasoning in Section 5.3. It is clear that being (8.28) a key element in the reminder of the
analysis, the results obtained in Section 5.3 also apply to (8.23). The proof is left to the reader. Finally,

consider Ψ−e ∈ H2
uloc(ωbe) to be the unique solution of (8.1). Then, take ψ0 := Ψ−e

∣∣
X=M

∈ H3/2
uloc(R) and

ψ1 := ∂XΨ−e
∣∣
X=M

∈ H1/2
uloc(R), then, there exists a unique solution Ψ+

e ∈ H2
uloc({X > M}×R). We have

that
Bk
[
Ψ+
e

∣∣
X=M

, ∂XΨ+
e

∣∣
X=M

]
= Bk

[
Ψ−e
∣∣
X=M

, ∂XΨ−e
∣∣
X=M

]
, (8.29)

and Ψ+
e

∣∣
X=M

= Ψ−e
∣∣
X=M

, ∂XΨ+
e

∣∣
X=M

= ∂XΨ−e
∣∣
X=M

. Thus, Ψ+ = Ψ+
e 1{X>M}×R + Ψ−e 1(M≤X≤−γe(Y )

is a H2
uloc solution of original problem defined in ωe (8.1).

9 Convergence result

We are now ready to prove the convergence result stated in Theorem 3. The general scheme of the proof
is classical: we build an approximate solution of the fluid system and then show that the approximation
is close to an exact solution through energy estimates.
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9.1 Construction of the approximate solution

In this section, we justify the well-posedness of each one of the functions within the approximate solution
of the 2d quasigeostrophic problem (1.1).

Let us recall that an approximate solution of problem (2.1) is defined as follows

Definition 9.1. A function Ψapp ∈ H2(Ωε) is an approximate solution to (2.1) if it satisfies the approx-
imate equation

(
∂t +∇⊥Ψapp · ∇

) (
∆Ψapp + ε−3y

)
+ ∆Ψapp −∆2Ψapp = ε−3 curl τ + rεe, in Ωε

Ψapp|∂Ωε =
∂Ψapp
∂n |∂Ωε = 0,

Ψapp|t=0 = Ψini.

(9.1)

for some rε ∈ L∞t ([0, T ], H−2(Ωε)) such that rε = rε0 + rε1 + rε2, where rεk = o(1) in L∞t ([0, T ], H−k),
k = 0, 1, 2.

• At main order in the interior of the domain, we get the Sverdrup relation

∂xΨ0
int = curl τ.

In Section 3, it was discussed that Ψ0
int does not vanish on the whole boundary. Therefore, we intro-

duce boundary layer corrections resulting from the balance between ε−3∂xΨ0
bl and Qbl(Ψ

0
bl,Ψ

0
bl)−

∆2Ψ0
bl. Since it is possible to prescribe only one boundary condition, either on the eastern coast

or on the western coast, the boundary condition for the Sverdrup equation is chosen such that
Ψbl|Σe = 0 in (3.10).

• The assumption on Ψ0
int determines that Ψ0

e ≡ 0. The system driving the behavior of Ψ0
w is given

by (3.11). A smallness condition on curl τ guarantees existence and uniqueness of a solution Ψ0
w

of (3.11) with exponential decay when ε→ 0 (Theorem 1), see Section 6.1.

• Let us now present the general form of the remaining profiles in the approximation.

The n-th interior profile Ψn
int = Ψn

int(t, x, y) satisfies

∂xΨn
int = Fn, (9.2)

where Fn depends on the Ψm
int, m ≤ n− 1. Note that F1 = F2 = 0 as a result of the perturbation

being of order ε−3 and the interior part not having singularities. The terms ∆Ψn−3
int , ∆Ψn−3

int and(
∇⊥Ψi

int · ∇
)

∆Ψj
int form the source term Fn in (9.2), when i + j + 3 = n, as well as, . Note

that Ψn
int does not meet the boundary conditions, and therefore boundary layer correctors must

be defined. Following the direction of propagation of the equation in the main order, we choose

Ψn
int(t, x, y) = Cn(t, y)−

∫ χe(y)

x
Fn(t, x′, y) dx′.

Function Cn(t, y) is determined by the eastern profile Ψn
e satisfying the system

−∆2
eΨ

n
e − ∂XeΨn

e = Gn, in ω−e ∪ ω+
w ,

[Ψn
e ]
∣∣
σe

= −Cn,[
∂kXeΨ

n
e

] ∣∣
σe

= (−1)k+1
[
∂xΨn−k

int

] ∣∣
x=χe(y)

, k = 0, . . . , 3,

Ψn
e

∣∣
Xe=−γe(Y )

= 0,
∂Ψn

e

∂ne

∣∣
Xe=−γe(Y )

= 0,

(9.3)

where Gn is conditioned by the behavior of Ψm
e , for all m ≤ n− 1. Singularities at low frequencies

for (9.3) are a consequence of the nature of the main equation as stated in Remark 3.1 and later
discussed in Section 8.1.1. This impacts the asymptotic behavior of the solution far from the
boundary, i.e., in the West at macroscopic level. Cn(t, y) is chosen such that the limit stemming
from the Ergodic Theorem converges to zero when Xe → +∞. Theorem 2 guarantees the well-
posedness of system 9.3 in ωe since Gn is usually small, it can be considered as a perturbation
parameter of 8.1.

Similar equations are obtained for the western profiles but with additional interaction terms.
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Namely,
∂XwΨn

w +Qw(Ψn
w,Ψ

0
w) +Qw(Ψ0

w,Ψ
n
w)−∆2

wΨn
w = Hn, in ω−w ∪ ω+

w ,[
∂kXwΨn

w

] ∣∣
σw

= −
[
∂kxΨn−k

int

] ∣∣
x=χw(y)

−
[
∂kXeΨ

n
e

] ∣∣
σw
, k = 0, . . . , 3,

Ψn
w

∣∣
Xw=−γw(Y )

= 0,
∂Ψn

w

∂nw

∣∣
Xw=−γw(Y )

= 0,

(9.4)

where Hn depends on Ψm
w , Ψm

e and Ψm
int, for all m ≤ n − 1. Problem (9.4) has two features

that clearly distinguish it from (9.3): two linearized terms containing Ψ0
w and the influence of the

eastern boundary layer function on the jump at the interface separating the interior domain from
the western rough domain. As a consequence, the well-posedness of the solution of (9.4) depends
not only on the behavior of interior profiles, but on the first profile of the western boundary layer
as well as the solutions of the eastern boundary layer system. The complete analysis of (9.4) is
presented on Section 7.

To summarize, for the eastern profile Ψn
e to be well-posed, it fixes the value of the constant in Ψn

int. Its
role is to correct at Σe, ∂

k
XΨn−k

int , for k = 1, 2, 3. On the other hand, Ψn
w plays same role for the interior

profiles and the jump of Ψn
e and its derivatives at Σw.

9.2 Computing the reminder

Once we have constructed the approximate solution, a natural question arises: how “far” is Ψε
app from

Ψε, i.e., what is the error (in a suitable norm) when replacing Ψε by Ψε
app ? How far should we take the

expansion?; i.e., what is the minimum value of n to satisfy a suitable energy estimate?

9.2.1 Building the correctors

The interior term. The ε−3 factor in the main equation of (2.1) dictates the asymptotic development
must be taken at least till order n = 3 to deal with the remaining stemming from the substitution of
Ψ0
int on the original equation. We are referring in particular to

∂t∆Ψ0
int,

(
∇⊥Ψ0

int · ∇
)

∆Ψ0
int, and ∆2Ψ0

int.

All subsequent error terms containing only interior profiles are O(ε).

Western boundary layer profiles We start by stressing that far from the western boundary, all terms
containing at least one Ψi

w decay exponentially as a result of Theorem 1. Let us, therefore, focus our
analysis on the western region. The error terms resulting from evaluating in ∂t∆Ψapp + ∆Ψapp can be
considered as part of rε. To illustrate this, take ∆Ψ0

w. We have

‖∆Ψ0
w‖H−2(Ωε) ≤ C‖Ψ0

w‖L2(Ωε) ≤ C
√
ε. (9.5)

Let us now analyze the corresponding elements in the advection term. Namely,(
∇⊥Ψi

w · ∇
)

∆Ψj
int (9.6a)(

∇⊥Ψi
int · ∇

)
∆Ψj

w (9.6b)(
∇⊥Ψi

w · ∇
)

∆Ψj
w (9.6c)(

∇⊥Ψi
w · ∇

)
∆Ψj

e (9.6d)(
∇⊥Ψi

e · ∇
)

∆Ψj
w. (9.6e)

Note that there is a part of (9.6a)–(9.6c) that is used to compute Ψn
w as a component of Gn, i+ j ≤ n.

We need to elucidate if the remaining components can be included in rε or if an additional corrector is
needed. For (9.6a), we have far from the western boundary that∥∥(∇⊥Ψ0

w · ∇
)

∆Ψ0
int

∥∥
H−1(Ωε)

≤ C
(∥∥∇⊥ (Ψ0

w · ∇∆Ψ0
int

)∥∥
H−1(Ωε)

+
∥∥Ψ0

wD
2Ψ0

int

∥∥
L2(Ωε)

)
≤ C
√
ε.
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Hence, there is no need for an additional corrector for (9.6a). The same cannot be said for (9.6b)
since ∥∥(∇⊥Ψ0

int · ∇
)

∆Ψ0
w

∥∥
H−1(Ωε)

≤ Cε−1/2. (9.7)

The “problematic” part in the previous term can be considered as part of the source term in the problem
driving the behavior of Ψ1

w. Although the action of the ergodic part is corrected by the choice of the
corresponding interior profile far from the boundary, the advection terms including the parts of Ψn

e must
be taken into account in the West. For example, let us consider the term of the type (9.6d)∥∥ε (∇⊥Ψ0

w · ∇
)

∆Ψ1
e

∥∥
H−1(Ωε)

≤ Cε
∥∥(∇⊥Ψ0

w · ∇
)
∇Ψ1

e

∥∥
L2(Ωε)

≤ Cε
(∥∥(∇⊥Ψ0

w · ∇
)
∇Ψ1

e

∥∥
L2(Ωε∩{x−χw(y)≤

√
ε})

+
∥∥(∇⊥Ψ0

w · ∇
)
∇Ψ1

e

∥∥
L2(Ωε∩{x−χw(y)>

√
ε})
)
.

As a consequence of the decreasing behavior of Ψ0
w far from the boundary, the second term in the last

inequality is exponentially small. For the first element, we have∥∥(∇⊥Ψ0
w∇)∇Ψ1

alg

∥∥
L2(Ωε∩{x−χw(y)>

√
ε}) ≤ ‖∇

⊥Ψ0
w‖L2(Ωε∩{x−χw(y)>

√
ε})‖D

2Ψ1
alg‖L2(Ωε∩{x−χw(y)>

√
ε})

≤ Cε−7/4.

(9.8)

Moreover, from Lemma 8.6, we know that Ψ1
erg = o(1) and it easy to verify that X

k/4
e ∇keΨ1

erg = o(1).
Proceeding similarly as before yields∥∥ε (∇⊥Ψ0

w · ∇
)

∆Ψ1
erg

∥∥
H−2(Ωε)

= o(ε).

Consequently, the first term needs to be corrected; this is possible when including it as part of the source
term in the system dictating Ψ2

w.

For the term (9.6d) when i = 1 and j = 0, we decompose the domain as before when analyzing the
interaction terms ∥∥ε (∇⊥Ψ1

alg · ∇
)
∇Ψ0

w

∥∥
L2(Ωε∩{x−χw(y)≤

√
ε}) = O(1), (9.9)

and ∥∥ε (∇⊥Ψ1
erg · ∇

)
∇Ψ0

w

∥∥
L2(Ωε∩{x−χw(y)≤

√
ε}) = o(ε−1/4). (9.10)

Therefore, to deal with these advection terms, we add the functions ε5/4Ψerg
ew and ε3/4Ψalg

ew to the approx-
imate solution: one for the term decaying algebraically, and the other, for Ψ1

erg. These functions fulfill
the equations ∂XwΨew +Qw(Ψ0

w,Ψew)−∆2
wΨew = Gε,t,y(Xw, Y ), in ωw,

Ψew

∣∣
X=−γw(Y )

=
∂Ψew

∂nw

∣∣∣
X=−γw(Y )

= 0,
(9.11)

where,

Gε,t,y(Xw, Y ) =


(
∇⊥e Ψ1

erg

(
χe(y)−χw(y)

ε −Xw, Y
)
· ∇w

)
∇wΨ0

w(Xw, Y ), for Ψew = Ψerg
ew ,(

∇⊥e Ψ1
alg

(
χe(y)−χw(y)

ε −Xw, Y
)
· ∇w

)
∇wΨ0

w(Xw, Y ), for Ψew = Ψalg
ew .

Note that Ψew is C3 at the interface σw. From Section 7, (9.11) has a unique solution decaying expo-
nentially when ε goes to zero. The remaining terms are small enough and can be considered a part of
rε. Indeed, repeating the same reasoning as before, we have

‖ε
(
∇⊥Ψ1

int · ∇
)

∆Ψ0
w‖H−1(Ωε) = O(ε1/2),

‖ε2
(
∇⊥Ψ1

e · ∇
)

∆Ψ1
w‖H−2(Ωε) ≤ ε2‖∇⊥Ψ1

e · ∇Ψ1
w‖L2(Ωε)

=≤ ‖∇⊥Xe,Y Ψ1
e
· ∇Xw,Y Ψ1

w‖L2(Ωε) = o(ε1/2),

‖ε2
(
∇⊥Ψ1

e · ∇
)

∆Ψ1
w‖H−2(Ωε) ≤ ‖

(
∇⊥Xe,Y Ψ1

e · ∇Xw,Y
)

Ψ1
w‖L2(Ωε) = o(ε1/2).
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The eastern boundary layer profiles The same analysis must be applied to Ψn
e , i ≥ 1. The linear terms

involving Ψ1
e are o(ε). Indeed, as a consequence of Proposition 8.1 we have

‖ε∂t∆Ψ1
e‖H−2(Ωε) ≤ ε‖∂tΨ1

e‖L2(Ωε = o(ε). (9.12)

The estimate for the Laplacian can be computed in the same manner. From the previous paragraph, we
know that advection terms containing Ψ0

w are exponentially small on the eastern domain. It remains to
check the terms (

∇⊥Ψi
int · ∇

)
∆Ψj

e, (9.13a)(
∇⊥Ψi

e · ∇
)

∆Ψj
w, (9.13b)(

∇⊥Ψi
e · ∇

)
∆Ψj

e. (9.13c)

(9.13a) satisfies ∥∥ε (∇⊥Ψ1
e · ∇

)
∆Ψ0

int

∥∥
H−2(Ωε)

≤ ε
∥∥∇⊥Ψ1

e∆Ψ0
int

∥∥
H−1(Ωε)

≤
∥∥Ψ1

e∆Ψ0
int

∥∥
L2(Ωε)

+
∥∥Ψ1

e∆Ψ0
int

∥∥
L2(Ωε)

≤ C
∥∥Ψ1

e

∥∥
L2(Ωε)

= o(1).

Furthermore, applying the same idea to (9.13b) yields
∥∥ε (∇⊥Ψ0

int · ∇
)

∆Ψ1
e

∥∥
H−2(Ωε)

= o(1). Lastly,

(9.13c) follows ∥∥ε2
(
∇⊥Ψ1

e · ∇
)

∆Ψ1
e

∥∥
H−2(Ωε)

≤ Cε2
∥∥∇⊥Ψ1

e ⊗∇Ψ1
e

∥∥
L2(Ωε)

≤ Cε2‖∇Ψ1
e‖2L4 ≤ C

√
ε.

We conclude there is no need for correctors in the eastern domain.

Traces at Σe and Σw The traces of Ψn
exp at Σw and of Ψn

w at Σe are exponentially small. Indeed, they
satisfy ∥∥∂kXΨn

exp

∥∥
L∞t (H3/2−k(Σe∪Σw)

+
∥∥∂kXΨn

w

∥∥
L∞t (H3/2−k(Σe∪Σw)

= O

(
exp

(
−δ
ε

))
, λ > 0.

Moreover, the traces of Ψn
erg and Ψn

alg are included in the jump conditions in (9.4) and therefore, they
are lifted by the western profiles.

Note that thanks to hypotheses we made near ymin and ymax, the traces are zero for y ∈ [ymax −
λ, ymax] ∪ [ymin, ymin + λ]. We add a corrector to ψε to lift the jump conditions of the form

φε1(t, x, y) =
∑
k

xk

k!
(σ̃ekθ(x− χw(y)) + σ̃wk θ(x− χw(y))) , (9.14)

where σ̃wk and σ̃we denote the values of the traces of the western and eastern profiles, respectively.
Moreover, θ is a function belonging to C∞c ([−δ, δ]) for δ > 0 small enough.

For the traces of ∂kxΨn
int, k = 0, . . . , 3 at Σw ∪ Σe to be well-defined, we need correctors Ψi

w, Ψi
e,

n ≤ i ≤ n+ 3 satisfying (9.4) and (9.3), respectively.

9.3 Energy estimates

Let us consider the difference ψε = Ψε−Ψε
app, with Ψε satisfying (2.1) and Ψε

app defined as in Section 9.1.
Moreover, let rε be the error resulting from the difference between the original solution. We have

∂t∆ψ
ε +∇⊥Ψε · ∇(∆ψε) +∇⊥ψε · ∇(∆Ψε

app) + ε−3∂xψ
ε + ∆ψε −∆2ψε = rε in Ωε

ψε|∂Ω =
∂ψε

∂n

∣∣
∂Ω

= 0

ψε|t=0 = (Ψini −Ψε
app)

∣∣
t=0

,

(9.15)
where ‖(Ψini − Ψε

app)
∣∣
t=0
‖Lt∞(H1(Ωε)) = O(ε), which results from hypotheses made on Ψini. Moreover,

‖rε‖L∞t (H−2(Ωε)) = o(1). The details on the computation of the remainder have been discussed in detail
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in Section 9.1 . It is clear that ψε belongs to H2(Ωε). Multiplying the main equation on (9.15) and
integrating over Ωε provides the following∫

Ωε
∂t∆ψ

ε · ψε = −
∫

Ωε
∂t∇ψε · ∇ψε = −1

2

d

dt

∫
Ωε
|∇ψε|2∫

Ωε
∇⊥Ψε · ∇(∆ψε)ψε = −

∫
Ωε

(
(∇⊥Ψε · ∇)∇⊥ψε

)
· ∇⊥ψε = −1

2

∫
Ωε
∇⊥Ψε · ∇|∇⊥ψε|2 = 0∫

Ωε
(∇⊥ψε · ∇)∆Ψε

appψ
ε = −

∫
Ωε

(∇⊥ψε · ∇)∇⊥Ψε
app · ∇⊥ψε =

∫
Ωε

(∇⊥ψε · ∇Ψε
app)D

2ψε∫
Ωε
∂xψ

εψε = 0∫
Ωε

∆ψεψε =

∫
∂Ωε

∂nψ
εψε −

∫
Ωε
|∇ψε|2 = −

∫
Ωε
|∇ψε|2

−
∫

Ωε
∆2ψεψε = −

∫
Ωε
|∆ψε|2.

We claim that

1

2
∂t ‖∇ψε(t, ·)‖2L2 + ‖∇ψε(t, ·)‖2L2 +

∥∥D2ψε(t, ·)
∥∥2

L2 ≤
∣∣∣∣∫

Ωε
rεψε(t, ·)

∣∣∣∣+

∣∣∣∣∫
Ωε

(∇⊥ψε · ∇Ψε
app)D

2ψε
∣∣∣∣ .

(9.16)

We proceed to analyze each one of the terms on the r.h.s. For the first term we have∣∣∣∣∫
Ωε
rεψε(t, ·)

∣∣∣∣ ≤ ∥∥D2ψε(t, ·)
∥∥
L2(Ωε)

‖rε‖H−2 (9.17)

≤ 1

2

(∥∥D2ψε(t, ·)
∥∥2

L2(Ωε)
+ ‖rε‖2H−2

)
We are left with bounding the term

∫
Ωε

(∇⊥ψε · ∇Ψε
app)D

2ψε. The difficulty here comes from Ψε
app at

the boundary layer since

∇Ψε
app = ∇Ψint +∇Ψε

e +∇Ψε
w.

In particular, from ∇εΨw = O(ε−1) in L∞ since |∇Ψε
e| = ε∇Ψ1

e+O(ε), where ∇Ψ1
e, similarly to ε∇Ψint,

is small and bounded in L∞. Hence, we focus our attention on∣∣∣∣∫
Ωε

(∇⊥ψε · ∇Ψ0
w)D2ψε

∣∣∣∣ .
From Hardy’s inequality, we have the following∥∥∥∥∇⊥ψε(t, ·)d(x,Γεw)

∥∥∥∥
L2

≤ C‖D2ψε(t, ·)‖L2 .

Here, d(x,Γεw) denotes the distance from x = (x, y) ∈ R2 to the western rough boundary. Thus,∣∣∣∣∫
Ωε

(∇⊥ψε · ∇Ψε
w)D2ψε

∣∣∣∣ ≤ C‖d(x,Γεw)∇Ψ0
w‖L∞‖D2ψε(t, ·)‖2L2 . (9.18)

Note that d(x,Γw)∇Ψ0
w ∼ z

ε exp(− zε ), where z denotes the distance to the boundary, and, therefore, it
satisfies

‖d(x,Γεw)∇⊥Ψ0
w‖L∞ ≤ C0,

where the small constant C0 does not depend on ε. Hence, (9.18) can be absorbed by the diffusion term
on the l.h.s. Plugging (9.17) and (9.18) in (9.16) and then applying the Grönwall’s inequality complete
the proof of Theorem 3.
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Appendix

A Study of the roots of equation of the linear western boundary layer

This appendix is concerned with proving Lemma 5.1, i.e., that equation (5.9)

P (λ) = −λ− (λ2 + (αwλ+ iε)2)2 = 0,

does not have purely imaginary nor multiple roots when ξ 6= 0.

The first part can be easily checked by considering λ = iR, R ∈ R on (5.9). This yields the following
relation

iR = ((1 + αw)2R2 + 2αwξR+ ξ2)2.

Taking the imaginary part of the previous equality results in R = 0.

The second part of the analysis, although strenuous because (5.9) is a fourth-degree polynomial with
complex coefficients, leads us to discard the cases of purely imaginary roots and multiple eigenvalues.
We proceed as follows:

• First, we prove that for αw and ξ equal to zero, all the roots of the characteristic equation are
simple.

• Then, for ξ 6= 0, we show that there are no purely imaginary simple nor double roots.

• The remaining cases are analyzed through equations resulting from the relation between repeated
roots of a polynomial and its derivatives.

The main ingredient in the analysis of the multiplicity of the solutions will be the classical lemma:

Lemma A.1. Let K be a commutative ring and P (x) ∈ K[x], a nonconstant polynomial of the form
P (x) =

∑
k akx

k. Let a ∈ K be a multiple root of P . Denote by P ′, the derivative of the polynomial P .
Then, P ′(a) = 0.

In this case, P ′(x) is a third-degree polynomial, and its algebraic solution can be explicitly derived by
using, for example, Cardano’s method. We will prove that the form of the original equation excludes the
possibility of P ′(x) having real roots. Moreover, a system of equations describing the behavior of the
real and imaginary parts of the complex roots will be solved to find the relation αw and ξ satisfy in the
presence of a double root.

• We start by proving the result for the cases when αw = 0 or ξ = 0.

– Let us first consider ξ = 0. Then, equation (5.9) becomes

λ+ (1 + α2
w)2λ4 = 0. (A.1)

The roots of the above equation are

λk = − 1

(1 + α2
w)2/3

ei
2πk
3 , for k = 0, 1, 2, λ3 = 0.

It is evident that these roots are simple for all αw ∈ R, and that <(λ0) < 0, <(λ1) = <(λ2) < 0.

– When αw = 0, a double root must satisfy the following system of equations{
λ+ (λ2 − ξ2)2 = 0

1 + 4λ(λ2 − ξ2) = 0.
(A.2)
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Combining both equations in (A.2) gives the cubic polynomial

λ3 +
1

16
= 0, (A.3)

The values satisfying the above equation are of the form

λk = − 1

2 3
√

2
e

2π
3 ik, for k = 0, 1, 2.

Since ξ is a real-valued quantity, we have that =(λ) = 0 as a result of combining (A.2.b) and
(A.3). The latter does not hold for λ1 and λ2. Moreover, a quick substitution of λ0 in (A.2.b)
results in a contradiction since λ0ξ

2 ≤ 0 for ξ ∈ R.

Hence, equation (5.9) does not have repeated roots when αw = 0.

• We now analyze the case when αw, ξ ∈ R∗. Let us start by rewriting equation (5.9) as follows

λ

(1 + α2
w)2

+

((
λ+

αwiξ

1 + α2
w

)2

− ξ2

(1 + α2
w)2

)2

= 0. (A.4)

We then introduce the variable µ = λ+ αwiξ
1+α2

w
. Due to the affine relation between µ and λ, we can

assert that a repeated root of the problem will satisfy the following system
µ

(1 + α2
w)2
− αwiξ

(1 + α2
w)3

+

(
µ2 − ξ2

(1 + α2
w)2

)2

= 0,

1

4(1 + α2
w)2

+ µ

(
µ2 − ξ2

(1 + α2
w)2

)
= 0.

(A.5)

Lemma A.2. Let αw, ξ ∈ R∗ and µ ∈ C \ R be a solution of (A.5). Then, |ξ| <
√

3

2
(1 + α2

w)1/3.

Furthermore, setting a = − ξ2

(1 + α2
w)2

, b =
1

4(1 + α2
w)2

and

A =
3

√
− b

2
+

√
b2

4
+
a3

27
,

B =
3

√
− b

2
−
√
b2

4
+
a3

27
,

the solution µ belongs to {µ−, µ+}, for

µ+ = −1

2
(A+B) +

√
3i

2
(A−B)

µ− = −1

2
(A+B)−

√
3i

2
(A−B).

Proof. Note that (A.5) is written in canonical form. The sign of the term b2

4 + a3

27 determines the
number of real roots of the cubic polynomial, going from three in the cases when it is non-positive

to one, when b2

4 + a3

27 is greater than zero. Let us prove that if a repeated root µ exists, it must
forcibly have a non zero imaginary part.

Assuming µ ∈ R and then taking the imaginary part of (A.5a) lead to

− αwξ

(1 + α2
w)3

= 0, (A.6)

which contradicts the assumption that αw and ξ are not equal zero. We have thus proved that µ
must be a complex quantity with nonzero imaginary part for the characteristic equation to have a

repeated root. Therefore, b
2

4 + a3

27 has to be positive which in turn, implies that A and B must be

real quantities and the Fourier variable should satisfy |ξ| <
√

3
2 (1 + α2

w)1/3.
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Lemma A.3. Let µ ∈ C \ R be a solution of (A.5). Then, µ is also a root of the quadratic
polynomial

3

4
µ2 − αwiξ

1 + α2
w

µ+
ξ2

4(1 + α2
w)2

= 0. (A.7)

This equation is easily obtained by first, multiplying (A.5a) by µ and (A.5b) by

(
µ2 − ξ2

(1 + α2
w)2

)
and then, subtracting the resulting equations .

Substituting µ± = −1

2
(A+B)±

√
3i

2
(A−B) in (A.7) yields the following system for the real and

imaginary parts of the solution
3

16
(A+B)2 − 9

16
(A−B)2 ±

√
3

2

αwξ

1 + α2
w

(A−B) +
ξ2

4(1 + α2
w)2

= 0

∓3
√

3

8
(A+B)(A−B) +

αwξ

2(1 + α2
w)

(A+B) = 0.

(A.8)

The root λ cannot be purely imaginary, hence, A+B 6= 0 and the condition A−B 6= 0 is derived
from the fact that µ must be complex. Dividing equation (A.8b) by A+B gives

A−B = ± 4

3
√

3

αw
1 + α2

w

ξ. (A.9)

We check at once that A+B is also proportional to ξ. From the relation (A+B)2 = (A−B)2+4AB
and the fact that AB = −a3 , we obtain

(A+B)2 =
4

3(1 + α2
w)2

(
4α2

w

9
+ 1

)
ξ2. (A.10)

The term A + B must additionally satisfy equation (A.8a). Taking into account that ξ 6= 0, the
combination of (A.8a) and (A.10) provides the following condition for αw

8α2
w + 9

18 (α2
w + 1)

2 = 0. (A.11)

The roots of the above equality are complex; hence, there is no real-valued αw for which (5.9)
has multiple roots. The same conclusion can be drawn from solving system (A.8) directly since
complex or null A+B terms contradict our previous assumptions.

Finally, we conclude (5.9) has four simple roots (λ±i )i=1,2 ∀ξ, αw ∈ R in C \ I, satisfying <(λ+
i ) > 0 and

<(λ−i ) > 0 if ξ 6= 0.

B Expansion of the eigenvalues at high frequencies

This section is devoted to high-frequency expansions of the main functions we work with, namely, λk
and Ak.

In high frequencies, that is, for |ξ| � 1, by considering λ = ξρ, where ρ ∈ C, we obtain

ξ−3ρ+
(
(1 + α2

w)ρ2 + 2iαwρ− 1
)2

= 0. (B.1)

The above polynomial provides the following approximation of the solutions

ρ+ =
1− iαw
α2
w + 1

+O(|ξ|−3/2), ρ− = −1 + iαw
α2
w + 1

+O(|ξ|−3/2). (B.2)

The definition of λ exhibits a clear relation between the sign of its real part and the sign of ρξ. In
particular, λ has positive real part if and only if sgn(<(ρ)) = sgn(ξ).
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Since we have already proved that all roots of (5.9) are simple, we will provide a second term on the
expansion of the solutions to make this assertion evident to the reader. Let ρ̄ be a root of the polynomial(
(1 + α2

w)ρ2 + 2iαwρ− 1
)2

and ρ = ρ̄+ ξ−ηρ̃+O(ξ−3), where η < 3, we have

ξ−3ρ̄+
(
2(1 + α2

w)ρ̃ρ̄ξ−η + 2iαwρ̃ξ
−η +O(ξ−2η)

)2
+O(ξ−3−η) = 0. (B.3)

This is the same as

ξ−3ρ̄+ 4ρ̃2ξ−2η
(
(1 + α2

w)ρ̄+ iαw +O(ξ−η)
)2

+O(ξ−3−η) = 0,

from which we conclude that η = 3/2 and

ρ̃± = ± i
√
ρ̄

2
√

(α2
w + 1)ρ̄+ iαw

. (B.4)

Consequently, for j = 1, 2,

ρ+
j =

1− iαw
α2
w + 1

+ (−1)j
iξ−

3
2

2

(
1− iαw
α2
w + 1

)
+O(ξ−3),

ρ−j = −1 + iαw
α2
w + 1

+ (−1)j
iξ−

3
2

2

√
1 + iαw
α2
w + 1

+O(ξ−3).

We now turn towards the expressions of the Ak’s which satisfy the linear system(
1 1
λ1 λ2

)(
A1

A2

)
=

(
ψ̂∗0
ψ̂∗1

)
.

Thus,

A1 =
λ2ψ̂

∗
0

λ2 − λ1
− ψ̂∗1
λ2 − λ1

, A2 = − λ1ψ̂
∗
0

λ2 − λ1
+

ψ̂∗1
λ2 − λ1

. (B.5)

High frequency expansions. At infinity, the sign of real part of the λ will depend on the sign of ξ, hence,
for ξ → +∞

λ+
j (ξ) =

1− iαw
α2
w + 1

ξ + (−1)j
iξ−

1
2

2

√
1− iαw
α2
w + 1

+O(ξ−2),

A+
j (ξ) = (−1)jiξ

3
2

√
1− iαw
α2
w + 1

ψ∗0 + (−1)j−1iξ
1
2

√
1 + iαwψ

∗
1 +O(|ψ∗0 |+ |ξ|−5/2|ψ∗1 |),

and, when ξ → −∞

λ+
j (ξ) =

1 + iαw
α2
w + 1

|ξ|+ (−1)j
|ξ|− 1

2

2

√
1 + iαw
α2
w + 1

+O(ξ−2),

A+
j (ξ) = (−1)j−1|ξ| 32

√
1 + iαw
α2
w + 1

ψ∗0 + (−1)j |ξ| 12
√

1− iαwψ∗1 +O(|ψ∗0 |+ |ξ|−5/2|ψ∗1 |).

C Computations of the regularity estimates

We now focus our attention on the term
∫
R |ξ|

2k|Ψ̂w|2dξ, k = 0, 1, 2. First, we decompose the integral
into two pieces, one on {|ξ| > ξ0} and {|ξ| ≤ ξ0}.

. On the set |ξ| ≤ ξ0,∫
|ξ|≤ξ0

∫ ∞
0

|ξ|2k|Ψ̂w|2dξdX ≤ C

2∑
j=1

∫
|ξ|≤ξ0

|ξ|2k |Aj(ξ)|
2

2<(λj)
. (C.1)

Using (5.11) and Lemma 5.2∫
|ξ|≤ξ0

∫ ∞
0

|ξ|2k|Ψ̂w|2dξdX ≤ C
∫
|ξ|≤ξ0

(
|ψ̂∗0 |2 + |ψ̂∗1 |2

)
< +∞.
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. We now analyze the case when |ξ| > ξ0. We are only illustrating the case when ξ > 0 since the
negative case can be obtained in the same manner. For k = 0, 1, 2, we have

|ξ|2k
∫ ∞

0

|Ψ̂w|2dX = |ξ|2k
 ∑

1≤l,m≤2

A+
l Ā

+
m

1

λ+
l + λ̄+

m

 . (C.2)

From Lemma 5.2, we have that λ+
l + λ̄+

m = a|ξ|+blm|ξ|−1/2 +O(|ξ|−2), a = <(ζ2) and blm ∈ R∪R,
l,m ∈ {1, 2}. Hence,

1

λk + λ̄l
=

1

a|ξ|

(
1− blm|ξ|−3/2

a

)
+O

(
ξ−3
)
, k, l = 1, 2.

As a consequence,

|ξ|2k
∫ ∞

0

|Ψ̂w|2dX =
|ξ|2k−1

a

|A+
1 +A+

2 |2 −
ξ−3/2

a

∑
l,m

blmA
+
l Ā

+
m

+ O
(

(|ψ̂∗0 |+ |ψ̂∗1 |)|ξ|2k−1
)
.

Here, |A+
1 +A+

2 |2 = |ψ̂∗0 |2 and
∑
l,m blmA

+
l Ā

+
m = O(|ξ|3|ψ̂∗0 |2 + |ξ|||ψ̂∗1 |2).

Asymptotic expansions in Lemma 5.2 lead to

λ+
l + λ̄+

m =

{
2<
(
ζ2
)
ξ + (−1)lξ−1/2= (ζ) +O(ξ−2), for l = m,

2<
(
ζ2
)
ξ + (−1)l−1iξ−1/2< (ζ) +O(ξ−2), for l 6= m,

for ζ =
√

1−iαw
α2
w+1 , and

A+
l Ā

+
m =

{ (
1
4 + i=(ζ)ξ3/2 + |ζ|2ξ3

)
|ψ̂∗0 |2 −

ξ
|ζ|2 |ψ̂

∗
1 |2 + (−1)l−1

|ζ|2
(
i=(ζ)ξ1/2 − 2<(ζ2)ξ2

)
|ψ̂∗0ψ̂∗1 |, l = m(

1
4 + i=(ζ)ξ3/2 + |ζ|2ξ3

)
|ψ̂∗0 |2 −

ξ
|ζ|2 |ψ̂

∗
1 |2 + (−1)l−1

|ζ|2
(
i<(ζ)ξ1/2 − 2=(ζ2)ξ2

)
|ψ̂∗0ψ̂∗1 |, l 6= m.

These expressions could mistakenly lead to a need for more robust results on regularity at the
boundary. We will show that nontrivial cancellations occur for the usual elliptic regularity result
to hold in this case. All sums of the eigenvalues are of the type aξ+ blmξ

−1/2 +O(ξ−2), a = <(ζ2)
and blm ∈ R ∪ I, l,m ∈ {1, 2}. Thus,

1

λk + λ̄l
=

1

aξ

(
1− blm|ξ|−3/2

a
+
b2lmξ

−3

a2

)
+O

(
ξ−9/2

)
, k, l = 1, 2,

where

blm =

{
(−1)l=(ζ), l = m,
(−1)l−1i<(ζ), l 6= m.

Substituting the above expression in (C.2) leads to

|ξ|2k
∫ ∞

0

|Ψ̂w|2dX =
|ξ|2k−1

a

|A1 +A2|2 −
|ξ|−3/2

a

∑
l,m

blmAlĀm +
ξ−3

a2

∑
l,m

b2lmAlĀm

+O
(
ξ2k−9/2

)
.

(C.3)
Moreover,

|A1 +A2|2 = |ψ∗0 |2,∑
l,m

blmAlĀm = A2Ā2=(ζ) +A1Ā1(−=(ζ))− iA2Ā1<(ζ) + iA1Ā2<(ζ)

= 2
√
ξ
(

2ξ3/2=(ζ)− 1
)
ψ∗0ψ

∗
1 , (C.4)∑

l,m

b2lmAlĀm = =(ζ)2
(
|A1|2 + |A2|2

)
−<(ζ)2

(
A1Ā2 + Ā1A2

)
=
=(ζ)2

2

(
4

|ζ|2
ξ|ψ∗1 |2 +

(
4iξ3/2=(ζ) + 4ξ3|ζ|2 + 1

)
|ψ∗0 |2

)
(C.5)

+
2<(ζ)3

(
−4ξ3/2=(ζ) + i

)
|ζ|2

√
ξψ∗0ψ

∗
1 .
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Combining the equations (C.4) and (C.3) we obtain,

|ξ|2k
∫ ∞

0

|Ψ̂w|2dX = O
(
|ξ|2k−1|ψ∗0 |2 + |ξ|2k−3|ψ∗1 |2

)
.

To complete the proof of (5.12), it remains to check the behavior of the derivatives of Ψ̂w with respect
to X up to the second order. Each derivation adds a factor (−1)

(
λ+
l + λ̄+

m

)
. It is clear the expression

is bounded when |ξ| ≤ ξ0. Moreover, simple computations show |λ+
l + λ̄m|k = O(|ξ|k) for 1 ≤ l,m ≤ 2

and k = 0, 1, 2 when |ξ| > ξ0. Note that the term
∫
{|ξ|>ξ0}×R+ |∂kXΨ̂w|dXdξ will behave asymptotically

as
∫
{|ξ|>ξ0}×R+ |ξ|2k|Ψ̂w|dXdξ, and therefore, its boundeness depends on the regularity of the functions

ψ∗0 and ψ∗1 .

D Asymptotic behavior of the Green function coefficients

This section is devoted to the proof of Lemma 5.3 dealing with low and high-frequency expansions of
the coefficients of the Green function (5.15). The form of the coefficients

B+
1 = − 1

(α2 + 1)
2 (
λ+

1 − λ
+
2

) (
λ+

1 − λ
−
1

) (
λ+

1 − λ
−
2

) ,
B+

2 =
1

(α2 + 1)
2 (
λ+

1 − λ
+
2

) (
λ+

2 − λ
−
1

) (
λ+

2 − λ
−
2

) ,
B−1 =

1

(α2 + 1)
2 (
λ+

1 − λ
−
1

) (
λ+

2 − λ
−
1

) (
λ−1 − λ

−
2

) ,
B−2 = − 1

(α2 + 1)
2 (
λ+

1 − λ
−
2

) (
λ+

2 − λ
−
2

) (
λ−2 − λ

−
1

) .
combined with the asymptotic behavior of the eigenvalues stemming from the characteristic equation
provide the desired results. Let us now illustrate this for each case.

Low frequencies: When |ξ| � 1, we have

λ−1 = −|ξ|4 +O
(
|ξ|5
)
, λ−2 = − 1

(α2 + 1)
2/3

+O (|ξ|) , λ+
j =

1 + (−1)ji
√

3

2 (α2 + 1)
2/3

+O (|ξ|) , j = 1, 2.

Consequently,

B+
j = B−2 =

1

3
+O(|ξ|), j = 1, 2, B−1 = 1 +O(|ξ|).

High frequencies: As |ξ| → +∞, the eigenvalues behave for j = 1, 2 as

λ−j = − i|ξ|
α+ i

+ (−1)j
|ξ|−1/2

2
√

1− iα
+O

(
|ξ|−3/2

)
, λ+

j = − iξ

α− i
+ (−1)j

√
1
ξ

2
√
−1− iα

+O
(
|ξ|−3/2

)
.

E Proof of Lemma 4.1

Note that we have the following Poincaré inequality for H2
0 (U):

‖f‖H2
0 (U) ≤ C‖D2f‖2L2(U).

The previous result is obtained by chaining the Poincaré inequality for f with the Poincaré inequality for
Df . We considered the norm ‖f‖2∗ = ‖D2f‖2L2(U) on H2

0 (U) which is equivalent to the standard H2
0 (U)

norm.

We claim that
‖∆f‖L2(U) = ‖D2f‖L2(U) = ‖f‖∗

for any f ∈ H2
0 (U).
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Indeed, let us consider f ∈ C∞0 (U). Then integration by parts and commutativity of partial derivatives
for smooth functions implies∫

U

fxixifxjxjdx = −
∫
U

fxifxjxjxidx = −
∫
U

fxifxjxixjdx =

∫
U

fxixjfxixjdx,

for all 1 ≤ i, j ≤ n. Summing over all i and j yields

‖∆f‖L2(U) = ‖D2f‖L2(U),

for all f ∈ C∞0 (U). Since C∞0 (U) is dense in H2
0 (U), passing to limits we find that

‖∆f‖L2(U) = ‖D2f‖L2(U) for all f ∈ H2
0 (U).

This gives the desired equality of norms. Hence, in H2
0 (U) we have

‖f‖H2
0 (U) ≤ C‖∆f‖L2(U).

Let us now show that
‖∆f‖L2(U) ≤ C‖∆αf‖L2(U), (E.1)

where C > 0 is a constant depending on α ∈ R.

As a result of Plancherel theorem, we have that

‖∆αf‖2L2(U) = ‖∆̂αf‖2L2(U), and ‖∆f‖2L2(U) = ‖∆̂f‖2L2(U).

Let (ξ1, ξ2) be the Fourier variables associated to X and Y , respectively. We have

‖∆̂αf‖2L2(U) =

∫
U

|ξ2
1 + (ξ2 ± αξ1)2|2|f̂ |2

≥
∫
U

|ξ2
1 + ξ2

2 − α2ξ2
1 |2|f̂ |2

≥ (1− α2)2‖∆̂f‖2L2(U)

(E.2)

Here, we have used that (a + b)2 ≥ a2 − b2, for a, b ∈ R. Therefore, if ∆αf ∈ L2(U), we have that
∆f ∈ L2(U).

For non-homogeneous Dirichlet boundary data, a similar result can be obtained by applying the Poincaré–
Wirtinger inequality. The additional term in the estimate is introduced to control the boundary terms.
The proof is left to the reader.

Remark E.1. In [3], the authors work with a norm equivalent to ‖ · ‖H2 .

Indeed, let U be a bounded subset of R2. Then, the scalar product

(u, v)α =

∫
U

〈D2
αu,D

2
αv〉F ,

defines a norm on H2
0 (U) for

D2
α =

(
(1 + α2)∂2

X ±α∂2
XY

±α∂2
XY ∂2

Y

)
and the Frobenius inner product2.

The equivalence is easily obtained since a function u of H2
0 (U) satisfies

1

1 + α2
‖u‖α ≤ ‖u‖2H2

0 (U) ≤ max(1 + α2, 2α2)‖u‖2α.
2The Frobenius norm on Mm,n(K) is derived from the scalar or standard Hermitian product on this space, namely

(A,B) ∈ Mm,n(K)2 7→ 〈A,B〉 = tr(A∗B) = tr(BA∗),

where A∗ denotes the conjugate transpose of A.
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F Proof of Lemmas 5.9 and 8.7

Proof of Lemma 5.9. The Fourier multiplier Mw = (mi,j)2≤i≤3,0≤j≤1 ∈M2(C) has the components

m2,0 = −
(
α2
w + 1

) ((
α2
w + 1

)
λ1λ2 + ξ2

)
,

m2,1 = −
(
α2
w + 1

) ((
α2
w + 1

)
λ1 +

(
α2
w + 1

)
λ2 + 2iαwξ

)
, (F.1)

m3,0 = −1

2

(
2
(
α2
w + 1

)
λ1λ2

((
α2
w + 1

)
λ1 +

(
α2
w + 1

)
λ2 + 4iαwξ

)
+ 4iαwξ

3 − 1
)
,

m3,1 =
(
5α2

w + 1
)
ξ2

+
(
α2
w + 1

) (
−λ1

((
α2
w + 1

)
λ2 + 4iαwξ

)
− λ2

((
α2
w + 1

)
λ2 + 4iαwξ

)
−
(
α2
w + 1

)
λ2

1

)
.

Recall that λi are the roots of the characteristic equation

P (λ) = −λ− (λ2 + (αλ+ iξ)2)2 = 0,

satisfying <(λi) > 0.

Expressions in (F.1) together with the asymptotic expansions in Lemma 5.2 are the core ingredients of
the proof.

• At low frequencies, the eigenvalues are complex conjugate constants depending on the parameter

αw. In particular, substituting λ1(ξ) =
1− i

√
3

2 (α2
w + 1)

2/3
+O (|ξ|), λ2 = λ̄1 in (F.1) provides

m2,0 = −
(
α2
w + 1

)2 |λ1|2 +O(|ξ|) = −
(
α2
w + 1

)2/3 |λ1|2 +O(|ξ|),

m2,1 = −2
(
α2
w + 1

)2<(λ1) +O(|ξ|) = −
(
α2
w + 1

)4/3 |λ1|2 +O(|ξ|),

m3,0 = −2
(
α2
w + 1

)2 |λ1|2<(λ1) +
1

2
+O(|ξ|) = −1

2
+O(|ξ|),

m3,1 = −
(
α2
w + 1

)2 (
3<(λ1)2 −=(λ1)2

)
+O(|ξ|) = O(|ξ|).

To compute a more precise value of m3,1, we take into account that λj = 1+(−1)ji
√

3

2(α2+1)2/3
+ 4iα|ξ|

3α2+3 +

O
(
|ξ|2
)

and do not neglect the coefficients of ξ.

• When ξ → +∞, the roots behave as λ+
j (ξ) = ζ2ξ + (−1)j iξ

− 1
2

2 ζ + O(|ξ|−2), where ζ =
√

1+iαw
α2
w+1 .

This yields the matrix,

Mw =

 −2(1 + iαw)ξ2 +O
(
ξ−1/2

)
−2(1 + 2iαw)

(
α2
w + 1

)
ξ +O

(
ξ−1/2

)
2

(
7 + 2iαw −

8(1 + iαw)

α2
w + 1

)
ξ3 +O (1) −2(1− 8α2

w + 7iαw)ξ2 +O
(
ξ1/2

)  .

Let us illustrate the proof of the above result. We see that

m2,0 = −
(
α2
w + 1

) ((
α2
w + 1

)
ζ4 + 1

)
ξ2 +O(ξ−1/2)

= −
(
α2
w + 1

)(1 + 2iαw − α2
w

1 + α2
w

+ 1

)
+O(ξ−1/2) = −2(1 + iαw) +O(ξ−1/2),

m2,1 = −2
(
α2
w + 1

) ((
α2
w + 1

)
ζ2 + iαw

)
ξ +O(ξ−1/2) = −2(α2

w + 1)(1 + 2iαw) +O(ξ−1/2),

m3,0 = −2
((
α2
w + 1

)2
ζ6
w + 2

(
α2
w + 1

)
iαwζ

4
w + iαw

)
ξ3 +O(1)

= −2

(
(1 + iαw)2

1 + α2
w

(1 + 3iαw) + iαw

)
ξ3 +O(ξ3/2) = 2

(
7 + 2iαw −

8(1 + iαw)

α2
w + 1

)
ξ3 +O (1) ,

m3,1 =
(

5α2
w + 1−

(
3
(
α2
w + 1

)2
ζ4
w + 8iαw

(
α2
w + 1

)
ζ2
))

ξ2 +O(ξ1/2)

=
(
5α2

w + 1−
(
3(1 + αwi)

2 + 8iαw(1 + αwi)
))
ξ2 +O(ξ1/2)

= −2(1− 8α2
w + 7iαw)ξ2 +O(ξ1/2).

The matrix values when ξ → −∞ can be computed in the same manner.
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Proof of Lemma 8.7. In the eastern boundary layer domain, the matrix of Fourier multipliers Me =
(ni,j)2≤i≤3,0≤j≤1 ∈M2(C) is formed by the elements

n2,0 =
(
α2
e + 1

) ((
α2
e + 1

)
µ1µ2 + ξ2

)
,

n2,1 =
(
α2
e + 1

) ((
α2
e + 1

)
µ1 +

(
α2
e + 1

)
µ2 − 2iαeξ

)
, (F.2)

n3,0 = −1

2

(
2
(
α2
e + 1

)2
µ1µ2 (µ1 + µ2) + 4iαeξ

3 − 1
)
,

n3,1 = −
((
α2
e + 1

)2 (
µ2

1 + µ2µ1 + µ2
2

)
+
(
3α2

e − 1
)
ξ2
)
,

where µi, i = 1, 2 are the complex roots of positive real part of the equation

Pe(µ, ξ) = −µ+ (µ2 + (−αeµ+ iξ)2)2.

• When |ξ| � 1, the eigenvalues behave like (see Lemma 8.1)

µ1 = |ξ|4 +O
(
|ξ|5
)
, µ2 =

1

(α2 + 1)
2/3

+O (|ξ|) .

We obtain immediately that

n2,0 =
(
α2
e + 1

)
ξ2 +O(ξ4), n2,1 =

(
α2
e + 1

)4/3
+O(ξ),

n3,0 =
1

2
+O(ξ), n3,1 = −

(
α2
e + 1

)2 (
α2 + 1

)−4/3
+O(ξ) = −

(
α2 + 1

)2/3
+O(ξ).

• Similarly to the proof of Lemma 5.9, we only discuss the case when ξ → +∞, since the behavior
at −∞ results from applying the same reasoning.

The high frequency expansion of the eigenvalues are of the form

µj(ξ) = ζ2
e ξ +

(−1)j

2
ξ−

1
2 ζe +O(ξ−3/2), ζe =

√
1− iαe
α2
e + 1

.

We have

Me =

 2(1− iαe)ξ2 +O
(
ξ−1/2

)
2(1− 2iαe)

(
α2
e + 1

)
ξ +O

(
ξ−1/2

)
2

(
3− 2iαe −

4(1− iαe)
α2
e + 1

)
ξ3 +O (1) −2(1− 3iαe)ξ

2 +O
(
ξ−1/2

)  .

Indeed, substituting the formulae of the eigenvalues at high frequencies in (F.2) gives

n2,0 =
(
α2
e + 1

) ((
α2
e + 1

)
ζ4
e + 1

)
ξ2 +O(ξ−1/2) = 2(1− iαe) +O(ξ−1/2),

n2,1 = −2
(
α2
e + 1

) ((
α2
e + 1

)
ζ2
e − iαe

)
ξ +O(ξ−1/2) = 2(1− 2iαe)

(
α2
e + 1

)
+O(ξ−1/2),

n3,0 = −2
((
α2
e + 1

)2
ζ6
e + iαe

)
ξ3 +O(ξ3/2) = −2

(
2iα3 − 3α2 − 2iα+ 1

1 + α2
e

)
ξ3 +O(1)

= 2

(
3− 2iαe −

4(1− iαe)
α2
e + 1

)
ξ3 +O(1),

n3,1 = −
(

3
(
α2
e + 1

)2
ζ4 + 3α2

e − 1
)
ξ2 +O(ξ−1/2) = −

(
3 (1− iαe)2

+ 3α2
e − 1

)
ξ2 +O(ξ−1/2)

= −2(1− 3iαe)ξ
2 +O(ξ−1/2).
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[13] Willi Jäger and Andro Mikelić. “On the roughness-induced effective boundary conditions for an
incompressible viscous flow”. In: Journal of Differential Equations 170.1 (2001), pp. 96–122.

[14] Tosio Kato. “The Cauchy problem for quasi-linear symmetric hyperbolic systems”. In: Archive for
Rational Mechanics and Analysis 58.3 (1975), pp. 181–205.

[15] Anatole Katok and Boris Hasselblatt. Introduction to the modern theory of dynamical systems.
Vol. 54. Cambridge university press, 1997.
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