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# Coupled mixed-mode dynamics and associated propagations 

Jean-Pierre Françoise<br>UMR 7598, Université P.-M. Curie, Paris6<br>France

# Complex systems in pathologic processes 

Jacques Demongeot<br>TIMC-IMAG, Grenoble<br>France

The phenotypic symptoms in many pathologies result from the interactions between various elements of an organism at numerous levels - genetic disorders due to mutations or translocations, cell dedifferentiation, vascular neogenesis,... - and these emerging properties are giving medical signs at certain opportune times, the "kairos" (in the terminology proposed by Herophilus). We discuss possible mathematical models of pathologic processes underlying infectious and oncologenetic diseases, in which disorders are visible after a certain evolution and we suggest some measurements for accelerating the diagnostic phase.

# Reduction of complexity of dynamical systems: applications to fishery modelling 

Pierre Auger<br>Académie des Sciences, Paris<br>France

Population and community models are complex in the sense that they usually take into account many variables and parameters. We present methods allowing the reduction of the system which may become, in this way, mathematically more tractable. The reduction of the proposed system is undertaken with the help of aggregation methods which aim at studying the relationships between a large class of complex systems, in which many variables are involved, and their corresponding reduced or aggregated systems, governed by a few variables. The kind of aggregation methods that we consider is based on time scale separation methods. In order to illustrate the methods in population and community dynamics, I present an application of these aggregation methods in the context of fishery modelling. We present a spatial stock-fishing effort model with several fishing sites. We study the effects of fast price variation as a result of demand and supply on the global dynamics of the fishery.

# Evolution theory and the place of man 

Otto Rossler

University of Tübingen<br>Germany

Max Scheler invented the phrase "The place of man in the cosmos" in 1928. Physicist-biologist Teilhard de Chardin was still young at the time. The question is important because of the great risk that the human species presents to the planet since the 20th century, with the almost atomic-war in the 1960s, and the current century's first decade with the almost-risk of Armageddon in the LHC. Is man a biological creature alone, despite his jump out of biology? The brain equation allows to pinpoint the biological place of man (and of all other non-plantlike intelligences and the brain in the genome, the doubtlessly highest intelligence). But all these intelligences are good-natured. They are like the angels of traditional Aquinean philosophy - without responsibility. The jumpout, by the human toddler, is a jump into the lap of point Omega. It can be deadly, because for the first (and perhaps last) time, a species has on the level of the individual assumed personal responsibility for other indivisuals (and species and ecosystems and planets). Schopenhauer would call it "pity", Lévinas "exteriority". What it really is is an appreciation of benevolence being shown towards oneself (and a reciprocating by one's showing benevolence). Only a creator of a higher-level world can fully appreciate this. Is science ready to deal with the mechanism without missing (by overlooking it) the implicit infinite light?

# Multi-Scale Dynamics Reconstruction 

Paul Bourgine

CREA \& RNSC, Paris
France

# Understanding complex systems: a survey of phenomenological, physical and structural approaches 

Michel Cotsaftis

ECE, Paris<br>France

Modern Technology advance and much more accurate observations from highly improved sensors have been unravelling recently the existence of a huge class of systems in almost all domains of research exhibiting properties outside classical Science main stream, from non strict causality to emergence phenomenon capturing today the attention. In order to understand these unexpected occurrences, some of which having huge impact on industrial and human activity on the Earth, different ways of approach have been started, mainly in the line of previous methods already in use at the places where the study was undertaken, and borrowed by other new places entering the subject. Very contrasted results have been obtained to date with sometimes confusion as concerns their interpretation, often due to a lack of agreement on the very definition of the object "complex system".

To help for its understanding, it is proposed in the survey to review the various methods presently in use which are shown to belong to three main streams inherited from the past. Keys will be given for locating their potential in the big landscape picture already available from collected information, principally by balancing the result they can access to with the nature of the information they are working with. It will mainly be shown that if the three lines may have their own merit, some targets are completely out of reach in a specific line. To facilitate a common understanding, the presentation will be starting from very fundamental and elementary concept, out of which the split in the approaches is more easily understandable. The conclusion will aim at providing some possible directions for future developments, as well as a new global picture of the Universe emerging today from the addition of discussed complex effects.

# Cascades of period doublings galore 

James A Yorke<br>Institute for Physical Sciences and Technology<br>University of Maryland<br>College Park, MD 20742<br>USA

A Period Doubling Cascade is something many people know about, especially in view of Feigenbaum's scaling law. But there is much more to know. For example little has been written on why they exist. When you see a bifurcation diagram, you see a cascade in each window as a parameter is varied. Here is a key fact: There are an infinite number of cascades when there is one. In work with Evelyn Sander, we find that the amount of chaos in the system as the parameter approaches infinity determines which cascades exist. Here there is potential to characterize the chaos as the parameter approaches infinity for various systems. That will explain its pattern of cascades. We have proved there is an invariance, namely that large local perturbations cannot destroy Cascades. The perturbations simply shift the position of the cascade.

# Swarm Intelligence, Swarm-bots and Swarmanoids 

Marco Dorigo<br>IRIDIA, Free University of Brussels<br>Belgium

Swarm intelligence is the discipline that deals with natural and artificial sys- tems composed of many individuals that coordinate using decentralized control and self-organization. In particular, it focuses on the collective behaviors that result from the local interactions of the individuals with each other and with their environment. The characterizing property of a swarm intelligence system is its ability to act in a coordinated way without the presence of a coordi- nator or of an external controller.

Swarm robotics could be defined as the application of swarm intelligence princi- ples to the control of groups of robots.

In this talk I will discuss results of Swarm-bots, an experiment in swarm robo- tics. A swarmbot is an artifact composed of a swarm of assembled s-bots. The s-bots are mobile robots capable of connecting to, and disconnecting from, other s-bots. In the swarm-bot form, the s-bots are attached to each other and, when needed, become a single robotic system that can move and change its shape. S-bots have relatively simple sensors and motors and limited computational capa- bilities. A swarm-bot can solve problems that cannot be solved by s-bots alone. In the talk, I will shortly describe the s-bots hardware and the methodology we followed to develop algorithms for their control. Then I will focus on the capa- bilities of the swarm-bot robotic system by showing video recordings of some of the many experiments we performed to study coordinated movement, path formation, self-assembly, collective transport, shape formation, and other collective behaviors.

I will conclude presenting initial results of the Swarmanoid experiment, an ex- tension of swarmbot to 3-dimensional environments.

# Synchronization and complex networks: are such theories useful for Earth sciences? 

Jürgen Kurths, J. Donges, N. Marwan, Y. Zou<br>University of Postdam<br>Germany

Synchronization phenomena are abundant in nature, science, engineering and social life, such as in organ pipes, fireflies and even in the mechanics of bridges. But synchronization was first recognized by Christiaan Huygens in 1665 for coupled pendulum clocks; this was the beginning of nonlinear sciences. In the last two decades, this concept has been successfully extended to more complex systems, as identification of teleconnections in the climate system.

Complex networks were firstly studied by Leonhard Euler in 1736 when he solved the Königsberger Brückenproblem. Recent research has revealed a rich and complicated network topology in various model systems as well as in several fields of applications, such as transportation and social networks, or the WWW. It will be discussed whether this approach can lead to useful new insights into rather large complex systems or whether it is fashionable only to interpret various phenomena from this viewpoint and publish papers on that.

Many promising approaches have already lead to useful applications, e.g. immunization problems (spreading of diseases), functioning of biological/physiological processes as protein networks, brain dynamics, or functioning of social networks as network of vehicle traffic in a region or air traffic.

A challenging task is to understand the implications of such network structures on the functional organization of the system Earth. We show especially that the climate system can be interpreted as a highly dynamic network. This approach gives new insights into the vulnerability of the system Earth.

References Pikovsky, A., M. Rosenblum, and J. Kurths, Synchronization - A Universal Concept in Nonlinear Sciences, Cambridge University Press 2001. Maraun, D., and J. Kurths, Geophys. Res. Lett. 2005, 32, L15709. Osipov, G.V., J. Kurths, and C. Zhou, Synchronization in Oscillatory Networks, Springer Complexity, Berlin 2007. Arenas, A., A. Diaz-Guilera, J. Kurths, Y. Moreno, and C. Zhou, Phys. Reports 2008, 469, 93. Donges, J., Y. Zou, N. Marwan, and J. Kurths, Europ. Phys. J. ST 2009 (in press).

# Collective motion: from minimal models to starling flocks 

Hugues Chaté

CEA, Saclay

France
The collective properties of self-propelled particles trying to align are often striking, even in the simplest setting where the fluid in which they evolve is neglected and no interaction keeps them together. I will first describe these remarkable emerging properties of minimal models for collective motion, stressing their genericity and universality. In a second part, I will introduce a cohesion force in an effort to get closer, always with minimal ingredients, to the case of flocks of starlings, as observed recently within the Starflag project.
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# Applications of Subpositive Definite Matrices for Stability of General Non-Linear Systems 

Feng Liu, Guodong Shi, Zhiqing Weng


#### Abstract

Stability of general non-linear systems at positive equilibrium state is an important problem,many articles have rather thoroughly researched $i t$, and some criterions have been established based on $M$ matrix and positive definite matrix. In this paper,subpositive definite matrices are led into general non-linear systems, and some new criterions for general non-linear systems on overall stability are acquired. These results improve or expand some existing criterions.


Index Terms-General non-linear systems, stability, subpositive definite matrix

## I. INTRODUCTION

Stability of systems at positive equilibrium state is an important problem, and many articles have established some criterions for Volterra systems, Gilpin-Ayala systems and general systems based on M matrix and positive definite matrix, see [1~8]. In this paper, Subpositive definite matrices are led into general non-linear systems, and some new criterions for general non-linear systems on overall stability at positive equilibrium position are acquired. For this reason, firstly the definition of subpositive (subnegative) definite matrix and the explaining of some signs are presented as follows:

Definition[9] Suppose $A$ is a $n$-order matrix, if $\forall 0 \neq x \in R^{n}$, and always $f=x^{T} A x>0(<0)$, then $A$ is called Subpositive definite matrix(subnegative definite matrix)
( $A$ is not always symmetry matrix) .
It is easy to prove that $A$ is subpositive definite matrix(subnegative definite matrix) if and only if $A+A^{T}$ is symmetry positive definite matrix(negative definite matrix).
Let

$$
\begin{aligned}
x & =\operatorname{col}\left(x_{1}, x_{2}, \cdots, x_{n}\right) ; \\
R_{+}^{n} & =\left\{x \mid x \in R^{n}, x_{i}>0, i=1 \sim n\right\} \\
f(x) & =\operatorname{col}\left(f_{1}, f_{2}, \cdots, f_{n}\right) .
\end{aligned}
$$

Manuscript received December 15, 2008. This work was supported by National Natural Science Foundation of China (60674018); and supported by the Natural Sciences Research Foundation of Department of Education of Jiangsu Province in China (08KJD510003).
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Zhiqing Weng is with the Changzhou Textile Garment Institute, Changzhou 213164, P.R. China (e-mail:njrwengzq@163.com)

## II. Main theorems and proof

Consider the general non-linear systems $[5,6]$

$$
\begin{equation*}
\frac{d x_{i}}{d t}=x_{i} f_{i}\left(x_{1}, x_{2}, \cdots, x_{n}\right)(i=1 \sim n) \tag{1}
\end{equation*}
$$

where $f_{i}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ continues in $x \geq 0$, and suppose System (1) have positive equilibrium state $x=x^{*}>0$, namely, $f_{i}\left(x_{1}^{*}, x_{2}^{*}, \cdots, x_{n}^{*}\right)=0(i=1 \sim n)$.
Theorem 1 As for system(1), if $\left(x-x^{*}\right)^{T} f(x)$ is subnegative definite in $R_{+}^{n}$, then the positive equilibrium state $x=x^{*}>0$ of System(1) is of overall stabilization in $R_{+}^{n}$.
Proof As for system (1) ,make transform

$$
y_{i}=\ln \frac{x_{i}}{x_{i}^{*}}(i=1,2, \cdots, n),
$$

then it can map $x>0$ into $R^{n}$ space,and with this transform, System (1) can be rewritten as

$$
\begin{equation*}
\frac{d y_{i}}{d t}=f_{i}\left(x_{1}^{*} e^{y_{1}}, x_{2}^{*} e^{y_{2}}, \cdots, x_{n}^{*} e^{y_{n}}\right)(i=1,2, \cdots, n) \tag{2}
\end{equation*}
$$

and then overall stability of the positive equilibrium state $x=x^{*}>0$ of system(1) in $R_{+}^{n}$ is equivalent to overall stability of the ordinary solution of system(2) in $R^{n}$.
As for system(2),make

$$
V(y)=\sum_{i=1}^{n} x_{i}^{*}\left(e^{y_{i}}-y_{i}-1\right),
$$

then we have

$$
\begin{aligned}
\left.\frac{d V(y)}{d t}\right|_{(2)} & =\sum_{i=1}^{n} x_{i}^{*}\left(e^{y_{i}}-1\right) f_{i}^{*}(y) \\
& =\sum_{i=1}^{n}\left(x_{i}-x_{i}^{*}\right) f_{i}(x) \\
& =\left(x-x^{*}\right)^{T} f(x)<0 \quad\left(\text { if } x \neq x^{*}\right)
\end{aligned}
$$

so that the ordinary solution of System(2) in $R^{n}$ is of overall stabilization, thus, the positive equilibrium state $x=x^{*}>0$ of System (1) is of overall stabilization in $R_{+}^{n}$.
Theorem 2 As for system(1),if there exists subnegative definite matrix $G=\left(g_{i j}\right)_{n \times n}$ in $R_{+}^{n}$,such that

$$
\begin{gathered}
\frac{\partial f_{i}(x)}{\partial x_{i}} \leq g_{i i}=\text { const }, \\
\left|\frac{\partial f_{i}(x)}{\partial x_{j}}\right| \leq g_{i j}=\text { const } \quad(i \neq j, i, j=1 \sim n),
\end{gathered}
$$

then the positive equilibrium state $x=x^{*}>0$ of System (1) is of overall stabilization in $R_{+}^{n}$.

## Proof Because

$$
f\left(x^{*}\right)=0, \frac{d}{d \lambda} f(\lambda x)=\left(\frac{\partial}{\partial x} f(\lambda x)\left(x-x^{*}\right)\right)
$$

where $x=\operatorname{col}\left(x_{1}, x_{2}, \cdots, x_{n}\right), f(x)=\operatorname{col}\left(f_{1}, f_{2}, \cdots, f_{n}\right)$, thereby
$f(x)=\left(\int_{0}^{1} \frac{\partial}{\partial x} f(\lambda x) d \lambda\right)\left(x-x^{*}\right)=\left(\frac{\partial}{\partial x} f(\tilde{x})\right)\left(x-x^{*}\right)$,
As for System(2),make $V(y)=\sum_{i=1}^{n} x_{i}^{*}\left(e^{y_{i}}-y_{i}-1\right)$, since

$$
\begin{aligned}
\left.\frac{d V(y)}{d t}\right|_{(2)}= & \left(x-x^{*}\right)^{T} f(x) \\
= & \left(x-x^{*}\right)^{T} \frac{\partial}{\partial x} f(\tilde{x})\left(x-x^{*}\right) \\
= & \sum_{i=1}^{n}\left(x_{i}-x_{i}^{*}\right) \frac{\partial f_{i}(\tilde{x})}{\partial x_{i}}\left(x_{i}-x_{i}^{*}\right) \\
& +\sum_{i=1}^{n} \sum_{j=1}^{n}\left(x_{i}-x_{i}^{*}\right) \frac{\partial f_{i}(\tilde{x})}{\partial x_{i}}\left(x_{j}-x_{j}^{*}\right) \\
\leq & \sum_{i=1}^{n}\left(x_{i}-x_{i}^{*}\right)^{2} g_{i i}+ \\
& \sum_{i=1}^{n} \sum_{\substack{j=1 \\
i \neq j}}^{n}\left|x_{i}-x_{i}^{*}\right| \cdot\left|g_{i j}\right| \cdot\left|x_{j}-x_{j}^{*}\right| \\
= & \left.\left(x-x^{*}\right)^{T} G\left(x-x^{*}\right)<0 \quad \text { (if } x \neq x^{*}\right)
\end{aligned}
$$

so that the ordinary solution of System (2) in $R^{n}$ is of overall stabilization, thereby the positive equilibrium state $x=x^{*}>0$ of System (1) is of overall stabilization in $R_{+}^{n}$.
Theorem 3 As for System(1),if there exists matrix $G=\left(g_{i j}\right)_{n \times n}$ in $R_{+}^{n}$ such that

$$
\begin{gathered}
\frac{\partial f_{i}(x)}{\partial x_{i}} \leq g_{i i}=\text { const } \\
\left|\frac{\partial f_{i}(x)}{\partial x_{j}}\right| \leq g_{i j}=\text { const } \quad(i \neq j, i, j=1,2, \cdots, n),
\end{gathered}
$$

moreover 1) $g_{i i}<0(i=1,2, \cdots, n)$; 2) There exists constants $\xi_{i}^{(j)}>0(i \neq j, i, j=1,2, \cdots, n)$, such that

$$
\sum_{\substack{j=1 \\ j \neq i}}^{n} \xi_{i}^{(j)} \leq 1
$$

and

$$
\left|\begin{array}{ll}
2 \xi_{i}^{(j)} g_{i i} & g_{i j}+g_{j i} \\
g_{i j}+g_{j i} & 2 \xi_{j}^{(i)} g_{j j}
\end{array}\right|>0,(i \neq j, i, j=1,2, \cdots, n) .
$$

Then the positive equilibrium state $x=x^{*}>0$ of System (1) is of overall stabilization in $R_{+}^{n}$.
Proof Since

$$
\left|\begin{array}{ll}
2 \xi_{i}^{(j)} g_{i i} & g_{i j}+g_{j i} \\
g_{i j}+g_{j i} & 2 \xi_{j}^{(i)} g_{j j}
\end{array}\right|>0
$$

therefore there exists $0<\varepsilon \ll 1$ such that

$$
\begin{aligned}
&\left|\begin{array}{ccccc}
2 \xi_{i}^{(j)} g_{i i}+\varepsilon & g_{i j}+g_{j i} \\
g_{i j}+g_{j i} & 2 \xi_{j}^{(i)} g_{j j}+\varepsilon
\end{array}\right|>0, \\
& 2\left(G+G^{T}\right) \leq\left[\begin{array}{cccccc}
2 \xi_{1}^{(2)} g_{11}+\varepsilon & g_{12}+g_{21} & 0 & \cdots & 0 \\
g_{12}+g_{21} & 2 \xi_{2}^{(1)} g_{22}+\varepsilon & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & & 0 & 0 & \cdots & 0
\end{array}\right]+\cdots \\
&+\left[\begin{array}{cccccc}
2 \xi_{1}^{(n)} g_{11}+\varepsilon & 0 & \cdots & 0 & g_{1 n}+g_{n 1} \\
0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
g_{1 n}+g_{n 1} & 0 & \cdots & 0 & 2 \xi_{n}^{(1)} g_{n n}+\varepsilon
\end{array}\right] \\
&+\left[\begin{array}{llllll}
0 & 0 & & 0 & \cdots & 0 \\
0 & 2 \xi_{2}^{(3)} g_{22}+\varepsilon & g_{23}+g_{32} & \cdots & 0 \\
0 & g_{23}+g_{32} & 2 \xi_{3}^{(2)} g_{33}+\varepsilon & \cdots & 0 \\
\vdots & \vdots & & \vdots & \ddots & \vdots \\
0 & 0 & & 0 & \cdots & 0
\end{array}\right] \\
&+\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & \\
0 & 2 \xi_{2}^{(n)} g_{22}+\varepsilon & \cdots & g_{2 n}+g_{n 2} \\
0 & 0 & \cdots & 0 & \\
\vdots & & \vdots & \ddots & \vdots \\
0 & g_{2 n}+g_{n 2} & \cdots & 2 \xi_{n}^{(2)} g_{n n}+\varepsilon
\end{array}\right] \\
&+\left[\begin{array}{llll}
0 & \cdots & 0 & \\
\vdots & \ddots & \vdots & \\
0 & \cdots & 0 & \\
0 & \cdots & 2 \xi_{n-1}^{(n)} g_{n-1, n-1}+\varepsilon & g_{n-1, n}+g_{n, n-1} \\
0 & \cdots & g_{n-1, n}+g_{n, n-1} & 2 \xi_{n}^{(n-1)} g_{n n}+\varepsilon
\end{array}\right] \\
&-\operatorname{diag((n-1)\varepsilon ,(n-1)\varepsilon ,\cdots ,(n-1)\varepsilon ).}
\end{aligned}
$$

Except the last item

$$
(-\operatorname{diag}((n-1) \varepsilon,(n-1) \varepsilon, \cdots,(n-1) \varepsilon))
$$

at the rightside of this inequations is negative definite,others
are half negative definite ( $0<\varepsilon \ll 1$ ), but their sum is negative definite. Therefore, it can be deduced that $G+G^{T}$ is negative definite,so that $G=\left(g_{i j}\right)_{n \times n}$ is subnegative definite matrix, from theorem 2, the positive equilibrium state $x=x^{*}>0$ of System (1) is of overall stabilization in $R_{+}^{n}$.

Theorem 4 As for System(1), if there exists matrix $G=\left(g_{i j}\right)_{n \times n}$ in $R_{+}^{n}$ such that

$$
\frac{\partial f_{i}(x)}{\partial x_{i}} \leq g_{i i}=\text { const }
$$

$\left|\frac{\partial f_{i}(x)}{\partial x_{j}}\right| \leq g_{i j}=\mathrm{const} \quad(i \neq j, i, j=1,2, \cdots, n)$
and 1) $g_{i i}<0(i=1,2, \cdots, n)$;
2) $\frac{2}{n-1} \sqrt{g_{i i} g_{j j}}>\left|g_{i j}+g_{j i}\right|, i, j=1,2, \cdots, n, j \neq i$,
then the positive equilibrium state $x=x^{*}>0$ of System (1) is of overall stabilization in $R_{+}^{n}$.

Proof According to the condition 2), to the arbitrary positive number $\alpha, \beta$,there always exists:

$$
\begin{aligned}
\left(-\alpha g_{i i}-\beta g_{j j}\right) /(n-1) & \geq 2 \sqrt{\alpha \beta g_{i i} g_{j j}} /(n-1) \\
& >\left|g_{i j}+g_{j i}\right| \cdot \sqrt{\alpha \beta}
\end{aligned}
$$

Thereby

$$
\begin{equation*}
\left(\alpha g_{i i}+\beta g_{j j}\right) /(n-1)<-\left|g_{i j}+g_{j i}\right| \cdot \sqrt{\alpha \beta} \tag{3}
\end{equation*}
$$

So that for the arbitrary $x=\operatorname{col}\left(x_{1}, x_{2}, \cdots, x_{n}\right) \neq 0$, there exists the following two complexions:
(a)There is only one $x_{i_{0}} \neq 0$ in $x_{i}(i=1,2, \cdots, n)$, the rest is $X_{i}=0\left(i \neq i_{0}\right)$, and then

$$
x^{T} G x=g_{i_{0} i_{0}} x_{i_{0}}^{2}<0
$$

(b)There are two or more $x_{i} \neq 0$ in $x_{i}(i=1 \sim n)$, we might as well suppose there exists a set of $x_{i} \neq 0, x_{j} \neq 0$, according to (3) ,there exists:

$$
\begin{aligned}
& \qquad \sum_{i<j}\left(g_{i i} x_{i}^{2}+g_{j j} x_{j}^{2}\right) /(n-1)<-\sum_{i<j}\left|g_{i j}+g_{j i}\right| \cdot\left|x_{i} x_{j}\right| \\
& \text { thereby } \\
& \sum_{i} g_{i i} x_{i}^{2}<-\sum_{i<j}\left|g_{i j}+g_{j i}\right| \cdot\left|x_{i} x_{j}\right| \leq-\sum_{i<j}\left(g_{i j}+g_{j i}\right) x_{i} x_{j},
\end{aligned}
$$ namely

$$
x^{T} G x=\sum_{i, j} g_{i j} x_{i} x_{j}<0
$$

Sum up (a) and (b) above, it can be deduced that $G=\left(g_{i j}\right)_{n \times n}$ is subnegative definite matrix, from Theorem 2, it can be concluded that the positive equilibrium state $x=x^{*}>0$ of System(1) is of overall stabilization in $R_{+}^{n}$.
we consider three classes of non-linear ecosystems as follows [4,5,6]:

$$
\begin{equation*}
\frac{d x_{i}}{d t}=x_{i} f_{i}\left(x_{1}, x_{2}, \cdots, x_{n}\right)(i=1,2, \cdots, n) \tag{4}
\end{equation*}
$$

where $f_{i}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ continues in $x \geq 0$, and suppose System (4) have positive equilibrium state $x=x^{*}>0$, namely, $f_{i}\left(x_{1}^{*}, x_{2}^{*}, \cdots, x_{n}^{*}\right)=0(i=1,2, \cdots, n)$;

$$
\begin{equation*}
\frac{d x_{i}}{d t}=r_{i} x_{i}\left[1-\left(\frac{x_{i}}{k_{i}}\right)^{\theta_{i}}-\sum_{\substack{j=1 \\ j \neq i}}^{n} a_{i j}\left(\frac{x_{j}}{k_{j}}\right)\right] \quad(i=1,2, \cdots, n) \tag{5}
\end{equation*}
$$

where $r_{i}>0, k_{i}>0(i=1,2, \cdots, n)$;

$$
\begin{equation*}
\frac{d x_{i}}{d t}=r_{i} x_{i}\left[1-\sum_{j=1}^{n} e_{i j}\left(\frac{x_{j}}{k_{j}}\right)\right] \quad(i=1,2, \cdots, n) \tag{6}
\end{equation*}
$$

where $r_{i}>0, \quad \theta_{i}>0, e_{i i}=1, e_{i j}$ is constant and $e_{i j} \geq 0(i, j=1,2, \cdots, n, i \neq j)$.

Theorem 5 As for System(4),if there exists matrix $G=\left(g_{i j}\right)_{n \times n}$ in $R_{+}^{n}$ such that

$$
\frac{\partial f_{i}(x)}{\partial x_{i}} \leq g_{i i}=\text { const }
$$

$$
\left|\frac{\partial f_{i}(x)}{\partial x_{j}}\right| \leq g_{i j}=\text { const } \quad(i \neq j, i, j=1,2, \cdots, n)
$$

and 1) $g_{i i}<0(i=1,2, \cdots, n)$; 2)for arbitrary $i \neq j$,

$$
4 g_{i i} g_{j j}>\left(\Lambda_{i}+\Lambda_{i}^{\prime}\right)\left(\Lambda_{j}+\Lambda_{j}^{\prime}\right)
$$

where $\Lambda_{i}=\sum_{j \neq i}\left|g_{i j}\right|, \quad \Lambda_{i}^{\prime}=\sum_{j \neq i}\left|g_{j i}\right|$. Then the positive equilibrium state $x=x^{*}>0$ of System (4) is of overall stabilization in $R_{+}^{n}$.

Proof Let

$$
B=\left(G+G^{T}\right) / 2=\left(b_{i j}\right)_{n \times n}
$$

from condition2), we have

$$
b_{i i} b_{j j}>\tilde{\Lambda}_{i} \tilde{\Lambda}_{j}
$$

where

$$
\tilde{\Lambda}_{i}=\sum_{j \neq i}\left|b_{i j}\right|
$$

(a)If $\left|b_{i i}\right|>\tilde{\Lambda}_{i}, i=1,2, \cdots, n$, namely $B$ is diagonally dominant symmetrical matrix and $b_{i i}<0(i=1,2, \cdots, n)$, thereby $B$ is negative definite matrix, so that $G$ is subnegative definite matrix.
(b)If as for some $k,\left|b_{k k}\right| \leq \tilde{\Lambda}_{k}$, then as for arbitrary $i \neq k$, there exists $d$ such that

$$
\left|b_{i i}\right| / \tilde{\Lambda}_{i}>d>\tilde{\Lambda}_{k} /\left|b_{k k}\right| \geq 1
$$

Make

$$
\begin{aligned}
& D=\operatorname{diag}\left(d_{i} \mid \quad d_{k}=d ; d_{i}=1, i \neq k\right) \\
& C=B D=\left(c_{i j}\right)_{n \times n}
\end{aligned}
$$

$$
\begin{aligned}
& \text { then } \\
& \qquad \begin{aligned}
\left|c_{k k}\right| & =d\left|b_{k k}\right|>\tilde{\Lambda}_{k}=\sum_{j \neq k}\left|c_{k j}\right|,\left|c_{i i}\right| \\
& =\left|b_{i i}\right|>d \tilde{\Lambda}_{i} \geq d\left|b_{i k}\right|+\sum_{j \neq k}\left|b_{i j}\right| \\
& =\sum_{j \neq i}\left|c_{i j}\right|
\end{aligned}
\end{aligned}
$$

namely ,matrix $C$ is strict diagonally dominant,thereby matrix $B$ is generalized strict diagonally dominant and $b_{i i}<0(i=1,2, \cdots, n)$, so that $G$ is subnegative definite matrix..

Sum up (a) and (b) above, it can be deduced that $G=\left(g_{i j}\right)_{n \times n}$ is subnegative definite matrix.

As for system (4) , make transform

$$
y_{i}=\ln \frac{x_{i}}{x_{i}^{*}}(i=1,2, \cdots, n),
$$

then it can map $x>0$ into $R^{n}$ space,and with this transform,System (4) can be rewritten as

$$
\begin{equation*}
\frac{d y_{i}}{d t}=f_{i}\left(x_{1}^{*} e^{y_{1}}, x_{2}^{*} e^{y_{2}}, \cdots, x_{n}^{*} e^{y_{n}}\right)(i=1,2, \cdots, n) \tag{7}
\end{equation*}
$$

and then overall stability of the positive equilibrium state $x=x^{*}>0$ of system(1) in $R_{+}^{n}$ is equivalent to overall stability of the ordinary solution of system(7) in $R^{n}$.

As for System(7), make

$$
V(y)=\sum_{i=1}^{n} x_{i}^{*}\left(e^{y_{i}}-y_{i}-1\right)
$$

since

$$
\begin{aligned}
\left.\frac{d V(y)}{d t}\right|_{(7)}= & \left(x-x^{*}\right)^{T} f(x) \\
= & \left(x-x^{*}\right)^{T} \frac{\partial}{\partial x} f(\tilde{x})\left(x-x^{*}\right) \\
= & \sum_{i=1}^{n}\left(x_{i}-x_{i}^{*}\right) \frac{\partial f_{i}(\tilde{x})}{\partial x_{i}}\left(x_{i}-x_{i}^{*}\right) \\
& +\sum_{\substack{i=1 \\
i \neq j}}^{n} \sum_{j=1}^{n}\left(x_{i}-x_{i}^{*}\right) \frac{\partial f_{i}(\tilde{x})}{\partial x_{i}}\left(x_{j}-x_{j}^{*}\right) \\
\leq & \sum_{i=1}^{n}\left(x_{i}-x_{i}^{*}\right)^{2} g_{i i} \\
& +\sum_{i=1}^{n} \sum_{\substack{j=1 \\
i \neq j}}^{n}\left|x_{i}-x_{i}^{*}\right| \cdot\left|g_{i j}\right| \cdot\left|x_{j}-x_{j}^{*}\right| \\
= & \left.\left(x-x^{*}\right)^{T} G\left(x-x^{*}\right)<0 \quad \text { (if } x \neq x^{*}\right)
\end{aligned}
$$

so that the ordinary solution of System (7) in $R^{n}$ is of overall stabilization, thereby the positive equilibrium state $x=x^{*}>0$ of System (4) is of overall stabilization in $R_{+}^{n}$.
Theorem 6 Suppose System (5) has positive equilibrium state $x=x^{*}>0$, let

$$
\beta_{i i}=\left(\frac{x_{i}^{*}}{k_{i}}\right)^{9_{i}-1}, \quad \beta_{i j}=a_{i j}(i, j=1,2, \cdots, n, j \neq i),
$$

if $\theta_{i} \geq 1(i=1,2, \cdots, n)$, and $B=\left(-\beta_{i j}\right)_{n \times n}$ is subnegative definite matrix, then the positive equilibrium state $x=x^{*}>0$ of system (5) is of overall stabilization in $R_{+}^{n}$.
Proof Since $x=x^{*}$ is equilibrium state of system(5),so that

$$
\begin{equation*}
\left(\frac{x_{i}^{*}}{k_{i}}\right)^{\theta_{i}}+\sum_{\substack{j=1 \\ j \neq i}}^{n} a_{i j}\left(\frac{x_{j}^{*}}{k_{j}}\right)=1 \quad(i=1,2, \cdots, n) \tag{8}
\end{equation*}
$$

From (5) and (8), we obtain

$$
\begin{equation*}
\frac{d x_{i}}{d t}=r_{i} x_{i}\left[\left(\frac{x_{i}^{*}}{k_{i}}\right)^{\theta_{i}}-\left(\frac{x_{i}}{k_{i}}\right)^{\theta_{i}}-\sum_{\substack{j=1 \\ j \neq i}}^{n} \frac{a_{i j}}{k_{j}}\left(x_{j}-x_{j}^{*}\right)\right] . \tag{9}
\end{equation*}
$$

Make Lyapunov function

$$
V(x)=\sum_{i=1}^{n} \frac{1}{r_{i}}\left[x_{i}-x_{i}^{*}-x_{i}^{*} \ln \left(\frac{x_{i}}{x_{i}^{*}}\right)\right] .
$$

If $x_{i} \geq x_{i}^{*}$, from $\theta_{i} \geq 1$,it can be known that
$\left(\frac{x_{i}}{x_{i}^{*}}\right)^{\theta_{i}} \geq\left(\frac{x_{i}}{x_{i}^{*}}\right)$,thereby

$$
\begin{aligned}
& \left(x_{i}-x_{i}^{*}\right)\left(x_{i}^{\theta_{i}}-x_{i}^{* \theta_{i}}\right)=\left(x_{i}-x_{i}^{*}\right) x_{i}^{* \theta_{i}}\left(\left(\frac{x_{i}}{x_{i}^{*}}\right)^{\theta_{i}}-1\right) \\
& \geq\left(x_{i}-x_{i}^{*}\right) x_{i}^{* \theta_{i}}\left(\frac{x_{i}}{x_{i}^{*}}-1\right)=x_{i}^{* \theta_{i}-1}\left(x_{i}-x_{i}^{*}\right)^{2} ;
\end{aligned}
$$

If $x_{i} \leq x_{i}^{*}$, similarly, it can be proven

$$
\left(x_{i}-x_{i}^{*}\right)\left(x_{i}^{\theta_{i}}-x_{i}^{* \theta_{i}}\right) \geq x_{i}^{* \theta_{i}-1}\left(x_{i}-x_{i}^{*}\right)^{2} .
$$

Then

$$
\begin{aligned}
\left.\frac{d V(x)}{d t}\right|_{(6)}= & -\sum_{i=1}^{n} \frac{1}{k_{i}^{\theta_{i}}}\left(x_{i}-x_{i}^{*}\right)\left(x_{i}^{\theta_{i}}-x_{i}^{* \theta_{i}}\right) \\
& -\sum_{\substack{i, j=1 \\
j \neq i}}^{n} \frac{a_{i j}}{k_{j}}\left(x_{i}-x_{i}^{*}\right)\left(x_{j}-x_{j}^{*}\right) \\
\leq & -\sum_{i=1}^{n} \sum_{j=1}^{n} \beta_{i j}\left(x_{i}-x_{i}^{*}\right)\left(x_{j}-x_{j}^{*}\right) \\
= & \left.\left(x-x^{*}\right)^{T} B\left(x-x^{*}\right)<0 \quad \text { (if } x \neq x^{*}\right)
\end{aligned}
$$

so that the positive equilibrium state $x=x^{*}>0$ of System (5) is of overall stabilization in $R_{+}^{n}$.

Theorem 7 Suppose System (6) has positive equilibrium state $x=x^{*}>0$, if $E=\left(e_{i j}\right)_{n \times n}$ is subpositive definite matrix, then the positive equilibrium state $x=x^{*}>0$ of System(6) is of overall stabilization in $R_{+}^{n}$.

## Proof Let

$$
y_{i}=\frac{x_{i}}{k_{i}}(i=1 \sim n),
$$

then (6) can be rewritten as

$$
\begin{equation*}
\frac{d y_{i}}{d t}=r_{i} y_{i}\left[1-\sum_{j=1}^{n} e_{i j} y_{j}^{\theta_{j}}\right] \tag{10}
\end{equation*}
$$

from $\sum_{j=1}^{n} e_{i j} y_{j}^{* \theta_{j}}=1$, and make

$$
V(y)=\sum_{i=1}^{n} \frac{1}{r_{i}}\left[\left(\frac{y_{i}^{\theta_{i}}-y_{i}^{* \theta_{i}}}{\theta_{i}}\right)-y_{i}^{* \theta_{i}} \ln \left(\frac{y_{i}}{y_{i}^{*}}\right)\right]
$$

then

$$
\left.\left.\frac{d V(y)}{d t}\right|_{(10)}=-\left(z-z^{*}\right)^{T} E\left(z-z^{*}\right)<0 \quad \text { if } z \neq z^{*}\right)
$$

where $z_{i}=y_{i}^{\theta_{i}}$. Therefore, the positive equilibrium state

$$
z=z^{*}=\left(y_{1}^{* \theta_{1}}, y_{2}^{* \theta_{2}}, \cdots, y_{n}^{* \theta_{n}}\right)
$$

of System (10) is of overall stabilization in $R_{+}^{n}$. Thus, the positive equilibrium state $x=x^{*}>0$ of $\operatorname{System}(6)$ is of overall stabilization in $R_{+}^{n}$.

## III. CONCLUSION

In this paper, subpositive definite matrices are led into general non-linear ecosystems, and some new criterions for general non-linear ecosystems on overall stability based on subpositive definite matrices are acquired. These results improve or expand some existing criterions.
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# Chaotic Pseudo Random Number Generators via Ultra Weak Coupling of Chaotic Maps and Double Threshold Sampling Sequences. 

René Lozi


#### Abstract

Generation of random or pseudorandom numbers, nowadays, is a key feature of industrial mathematics. Pseudorandom or chaotic numbers are used in many areas of contemporary technology such as modern communication systems and engineering applications. More and more European or US patents using discrete mappings for this purpose are obtained by researchers of discrete dynamical systems [1], [2]. Efficient Chaotic Pseudo Random Number Generators (CPRNG) have been recently introduced. They use the ultra weak multidimensional coupling of $p 1$-dimensional dynamical systems which preserve the chaotic properties of the continuous models in numerical experiments. Together with chaotic sampling and mixing processes, ultra weak coupling leads to families of (CPRNG) which are noteworthy [3], [4].

In this paper we improve again these families using a double threshold chaotic sampling instead of a single one.

We analyze numerically the properties of these new families and underline their very high qualities and usefulness as CPRNG when very long series are computed.


Index Terms-Chaos, Discrete time systems, Floating point arithmetic, Random number generation.

## I. Introduction

Efficient Chaotic Pseudo Random Number Generators (CPRNG) have been recently introduced. The idea of applying discrete chaotic dynamical systems, intrinsically, exploits the property of extreme sensitivity of trajectories to small changes of initial conditions. They use the ultra weak multidimensional coupling of $p l$-dimensional dynamical systems which preserve the chaotic properties of the continuous models in numerical experiments. The process of chaotic sampling and mixing of chaotic sequences, which is pivotal for these families, works perfectly in numerical simulation when floating point (or double precision) numbers are handled by a computer.

It is noteworthy that these families of very weakly coupled maps are more powerful than the usual formulas used to generate chaotic sequences mainly because only additions and
R. Lozi is with the Laboratory J. A. Dieudonné, UMR CNRS 6621, University of Nice Sophia-Antipolis, 06108 Nice Cedex 02, France and the Institut Universitaire de Formation des Maîtres Célestin Freinet-académie de Nice, University of Nice-Sophia-Antipolis, 89 avenue George V, 06046 Nice Cedex 1, France (corresponding author to provide phone: 04-93-53-75-08; e-mailrlozi@unice.fr).
multiplications are used in the computation process; no division being required. Moreover the computations are done using floating point or double precision numbers, allowing the use of the powerful Floating Point Unit (FPU) of the modern microprocessors (built by both Intel and Advanced Micro Devices (AMD)). In addition, a large part of the computations can be parallelized taking advantage of the multicore microprocessors which appear on the market of laptop computers.
In this paper we improve the properties of these families using a double threshold chaotic sampling instead of a single one. The genuine map $f$ used as one-dimensional dynamical systems to generate them is henceforth perfectly hidden.

## II. Ultra Weak Multidimensional Coupling

## A. System of p-Coupled Symmetric Tent Map

When a dynamical system is realized on a computer using floating point or double precision numbers, the computation is of a discretization, where finite machine arithmetic replaces continuum state space. For chaotic dynamical systems, the discretization often has collapsing effects to a fixed point or to short cycles [5], [6]. In order to preserve the chaotic properties of the continuous models in numerical experiments we have recently introduced an ultra weak multidimensional coupling of $p$ one-dimensional dynamical systems which is noteworthy [7].

In this specific case we have chosen as an example the symmetric tent map defined by

$$
\begin{equation*}
f_{a}(x)=1-a|x| \tag{1}
\end{equation*}
$$

with the value $a=2$, later denoted simply as $f$, even though others chaotic map of the interval (as the logistic map) can be used for the same purpose. The dynamical system associated to this one dimensional map is defined by the equation on the interval $\mathbf{J}=[-1,1] \subset \mathbb{R}[8]$.

$$
\begin{equation*}
x_{n+1}=1-a\left|x_{n}\right| \tag{2}
\end{equation*}
$$

The system of $p$-coupled dynamical systems is then:

$$
\begin{equation*}
X_{\mathrm{n}+1}=F\left(X_{\mathrm{n}}\right)=A \cdot\left(\underline{f}\left(X_{\mathrm{n}}\right)\right) \tag{3}
\end{equation*}
$$

with

$$
X=\left(\begin{array}{c}
x^{1} \\
\vdots \\
x^{p}
\end{array}\right), \underline{f}(X)=\left(\begin{array}{c}
f\left(x^{1}\right) \\
\vdots \\
f\left(x^{p}\right)
\end{array}\right)
$$

and

$$
A=\left(\begin{array}{ccccc}
1-(\mathrm{p}-1) \varepsilon_{1} & \varepsilon_{1} & \cdots & \varepsilon_{1} & \varepsilon_{1}  \tag{5}\\
\varepsilon_{2} & 1-(\mathrm{p}-1) \varepsilon_{2} & \cdots & \varepsilon_{2} & \varepsilon_{2} \\
\vdots & \ddots & & \vdots & \vdots \\
\vdots & & \ddots & \vdots & \vdots \\
\varepsilon_{\mathrm{p}} & \cdots & \cdots & \varepsilon_{\mathrm{p}} & 1-(\mathrm{p}-1) \varepsilon_{\mathrm{p}}
\end{array}\right)
$$

$F$ is a map of $\mathbf{J}^{\mathbf{p}}$ into itself.

Several combinations can be given for the relative values of the $\varepsilon_{\mathrm{i}}$, in this paper we choose

$$
\begin{equation*}
\varepsilon_{\mathrm{i}}=i \varepsilon_{1} \quad i=2, \ldots, p \tag{6}
\end{equation*}
$$

The matrix A is always a stochastic matrix iff the coupling constants $\varepsilon_{\mathrm{i}}$ verify

$$
0 \leq \varepsilon_{\mathrm{i}} \leq \frac{1}{p-1}
$$

When $\varepsilon_{i}=0$ the maps are decoupled, when $\varepsilon_{\mathrm{i}}=\frac{1}{p-1}$ they are fully cross coupled. Generally, researchers do not consider very small values of $\varepsilon_{\mathrm{i}}$ because it seems that the maps are quasi decoupled with those values and no special effect of the coupling is expected. In fact it is not the case and ultra small coupling constant (as small as $10^{-7}$ for floating point numbers or $10^{-14}$ for double precision numbers), allows the construction of very long periodic orbits, leading to sterling chaotic generators.

Moreover each component of these numbers belonging to $\mathbb{R}^{p}$ is equally distributed over the finite interval $\mathbf{J} \subset \mathbb{R}$. Numerical computations show that this distribution is obtained with a very good approximation. They have also the property that the length of the periods of the numerically observed orbits is very large [7].

## B. Chaotic Pseudo-Random Generators

However chaotic numbers are not pseudo-random numbers because the plot of the couples of iterated points $\left(x_{n}, x_{n+1}\right)$ in the phase plane reveals the map $f$ used as one-dimensional dynamical systems to generate them.

Nevertheless we have recently introduced a family of Enhanced Chaotic Pseudo Random Number Generators (CPRNG) in order to compute very fast long series of pseudorandom numbers with desktop computer [9]. This family is based on the previous ultra weak coupling which is enhanced in order to conceal the chaotic genuine function.

In the aim of hiding $f$ in the phase space $\left(x_{n}^{l}, x_{n+1}^{l}\right)$ two mechanisms are used. The pivotal idea of the first one mechanism is to sample chaotically the sequence $\left(x_{0}^{l}, x_{1}^{l}, x_{2}^{l}, \ldots, x_{n}^{l}, x_{n+1}^{l}, \ldots\right)$ generated by the $l$-th component $x^{l}$, selecting $x_{n}^{l}$ every time the value $x_{n}^{m}$ of the $m$-th component $x^{m}$, is strictly greater than a threshold $T \in \mathbf{J}$, with $l \neq m$, for $1 \leq l, m \leq p$.

A second mechanism can improve the unpredictability of the chaotic sequence generated as above, using synergistically all the components of the vector $X$, instead of two. This simple mechanism is based on the chaotic mixing of the $p-1$ sequences $\left(x_{0}^{1}, x_{1}^{1}, x_{2}^{1}, \ldots, x_{n}^{1}, x_{n+1}^{1}, \ldots\right) \quad, \quad\left(x_{0}^{2}, x_{1}^{2}, x_{2}^{2}, \ldots, x_{n}^{2}, x_{n+1}^{2}, \ldots\right) \quad, \ldots$, $\left(x_{0}^{p-1}, x_{1}^{p-1}, x_{2}^{p-1}, \ldots, x_{n}^{p-1}, x_{n+1}^{p-1}, \ldots\right)$ using the last one $\left(x_{0}^{p}, x_{1}^{p}, x_{2}^{p}, \ldots, x_{n}^{p}, x_{n+1}^{p}, \ldots\right)$ with respect to a given partition $T_{1}$, $T_{2}, \ldots, T_{\mathrm{p}-1}$ of $\mathbf{J}$, to distribute the iterated points.

## C. Numerical Results

As an example we explicit both mechanisms taking 4 -coupled equations for (3). The value of $x_{n}^{4}$ commands the chaotic sampling and the mixing processes as follows.

Let us set three threshold values $T_{1}, T_{2}$ and $T_{3}$

$$
\begin{equation*}
-1<T_{1}<T_{2}<T_{3}<1 \tag{8}
\end{equation*}
$$

we sample and mix together chaotically the sequences $\left(x_{0}^{1}, x_{1}^{1}, x_{2}^{1}, \ldots, x_{n}^{1}, x_{n+1}^{1}, \ldots\right) \quad, \quad\left(x_{0}^{2}, x_{1}^{2}, x_{2}^{2}, \ldots, x_{n}^{2}, x_{n+1}^{2}, \ldots\right) \quad$ and $\left(x_{0}^{3}, x_{1}^{3}, x_{2}^{3}, \ldots, x_{n}^{3}, x_{n+1}^{3}, \ldots\right)$ defining $\left(\overline{x_{0}}, \overline{x_{1}}, \overline{x_{2}}, \cdots, \overline{x_{q}}, \overline{x_{q+1}}, \ldots\right)$ by

$$
\overline{x_{q}}=\left\{\begin{array}{ccc}
x_{n}^{1} & \text { iff } & \left.x_{n}^{4} \in\right] T_{1}, T_{2}[  \tag{9}\\
x_{n}^{2} & \text { iff } & x_{n}^{4} \in\left[T_{2}, T_{3}[ \right. \\
x_{n}^{3} & \text { iff } & x_{n}^{4} \in\left[T_{3}, 1[ \right.
\end{array}\right.
$$

Numerical results about chaotic numbers produced by (3) (9) show that they are equally distributed over the interval $\mathbf{J}$.

In order to compute numerically an approximation of the invariant measure also called the probability distribution function $P_{\mathbf{N}}(x)$ linked to the 1 -dimensional map $f$ we consider a regular partition of $M$ small intervals (boxes) $r_{i}$ of $\mathbf{J}$.

$$
\begin{gather*}
\mathbf{J}=\bigcup_{0}^{M-1} r_{i}  \tag{10}\\
r_{i}=\left[s_{i}, s_{i+l}[, i=0, M-2\right.  \tag{11}\\
r_{M-l}=\left[s_{M-l}, l\right]  \tag{12}\\
s_{i}=-1+\frac{2 i}{M} i=0, M \tag{13}
\end{gather*}
$$

the length of each box is

$$
\begin{equation*}
s_{i+1}-s_{i}=\frac{2}{M} \tag{14}
\end{equation*}
$$

All iterates $f^{(n)}(x)$ belonging to these boxes are collected (after a transient regime of $Q$ iterations decided a priori, i.e. the first $Q$ iterates are neglected). Once the computation of $N+Q$ iterates is completed, the relative number of iterates with respect to $N / M$ in each box $r_{i}$ represents the value $P_{\mathbf{N}}\left(s_{i}\right)$. The approximated $P_{\mathbf{N}}(x)$ defined in this article is then a step function, with $M$ steps. As $M$ may vary, we define

$$
\begin{equation*}
P_{M, N}\left(s_{i}\right)=\frac{1}{2} \frac{M}{N}\left(\# r_{i}\right) \tag{15}
\end{equation*}
$$

where $\# r_{i}$ is the number of iterates belonging to the interval $r_{i}$ and the constant $1 / 2$ allows the normalisation of $P_{M, N}(x)$ on the interval $\mathbf{J}$.

$$
\begin{equation*}
P_{M, N}(x)=P_{M, N}\left(s_{i}\right) \quad \forall x \in r_{i} \tag{16}
\end{equation*}
$$

In the case of coupled maps, we are more interested by the distribution of each component $x^{1}, \ldots, x^{p}$ of $X$ rather than the distribution of the variable $X$ itself in $\mathbf{J}^{\mathrm{p}}$. We then consider the approximated probability distribution function $P_{\mathrm{N}}\left(x^{j}\right)$ associated to one among several components of $F(X)$ defined by (3) which are one-dimensional maps.

The discrepancies $\boldsymbol{E}_{1}$ (in norm $\mathrm{L}_{1}$ ) and $\boldsymbol{E}_{2}$ (in norm $\mathrm{L}_{2}$ ) between $P_{N_{\text {dise }}, N_{\text {ier }}}(x)$ and the Lebesgue measure which is the invariant measure associated to the symmetric tent map, are defined by

$$
\begin{align*}
& E_{1}\left(N_{\text {disc }}, N_{\text {iter }}\right)=\left\|P_{N_{\text {dise }}, N_{\text {iter }}}(x)-0.5\right\|_{L_{1}}  \tag{17}\\
& E_{2}\left(N_{\text {disc }}, N_{\text {iter }}\right)=\left\|P_{N_{\text {diec }}, N_{\text {iter }}}(x)-0.5\right\|_{L_{2}} \tag{18}
\end{align*}
$$

In the same way an approximation of the correlation distribution function $C_{\mathrm{N}}(x, y)$ is to obtained numerically building a regular partition of $M^{2}$ small squares (boxes) of $\mathbf{J}^{2}$ imbedded in the phase subspace ( $x^{l}, x^{m}$ )

$$
\begin{gather*}
r_{i, j}=\left[s_{i}, s_{i+1}\left[\times\left[t_{j}, t_{j+1}[, i, j=0, M-2\right.\right.\right.  \tag{19}\\
r_{M-l, j}=\left[s_{M-l}, l\right] \times\left[t_{j}, t_{j+1}[, j=0, M-2\right.  \tag{20}\\
r_{i M-l}=\left[s_{i}, s_{i+1}\left[\times\left[t_{M-1}, l\right], i=0, M-2\right.\right.  \tag{21}\\
r_{M-l, M-l}=\left[s_{M-l}, l\right] \times\left[t_{M-l}, l\right]  \tag{22}\\
s_{i}=-1+\frac{2 i}{M}, t_{j}=-1+\frac{2 j}{M}, i, j=0, M \tag{23}
\end{gather*}
$$

the measure of the area of each box is

$$
\begin{equation*}
\left(s_{i+1}-s_{i}\right) \cdot\left(t_{i+1}-t_{i}\right)=\left(\frac{2}{M}\right)^{2} \tag{24}
\end{equation*}
$$

Once $N+Q$ iterated points $\left(x_{n}^{l}, x_{n}^{m}\right)$ belonging to these boxes are collected the relative number of iterates with respect to $N / M^{2}$ in each box $r_{i, j}$ represents the value $C_{\mathrm{N}}\left(s_{i j} t_{j}\right)$. The approximated probability distribution function $C_{\mathrm{N}}(x, y)$ defined here is then a 2 -dimensional step function, with $M^{2}$ steps. As $M$ can take several values in the next sections, we define

$$
\begin{equation*}
C_{M, N}\left(s_{i}, t_{j}\right)=\frac{1}{4} \frac{M^{2}}{N}\left(\# r_{i, j}\right) \tag{25}
\end{equation*}
$$

where $\# r_{i, j}$ is the number of iterates belonging to the square $r_{i, j}$ and the constant $1 / 4$ allows the normalisation of $C_{M, N}(x, y)$ on the square $\mathbf{J}^{2}$.

$$
\begin{equation*}
C_{M, N}(x, y)=C_{M, N}\left(s_{i}, t_{j}\right) \quad \forall(x, y) \in r_{i, j} \tag{26}
\end{equation*}
$$

The discrepancies $E_{C_{1}}$ in norm $\mathrm{L}_{\mathbf{1}}$ between $C_{N_{\text {Nate }}, N_{\text {wer }}}(x, y)$ and the uniform distribution on the square is defined by

$$
\begin{equation*}
E_{C_{1}}\left(N_{\text {disc }}, N_{\text {iter }}\right)=\left\|C_{N_{\text {ditse }}, N_{\text {lef }}}(x, y)-0.25\right\|_{L_{1}} \tag{27}
\end{equation*}
$$

Finally let $A C_{M, N}(x, y)$ be the autocorrelation distribution function which is the correlation function $C_{M, N}(x, y)$ of (26) defined in the phase space $\left(x_{n}^{l}, x_{n+1}^{l}\right)$ instead of the phase space $\left(x^{l}, x^{m}\right)$. In order to control that the enhanced chaotic numbers $\left(\overline{x_{0}}, \overline{x_{1}}, \overline{x_{2}}, \cdots, \overline{x_{q}}, \overline{x_{q+1}}, \cdots\right)$ are uncorrelated, we plot them in the phase subspace $\left(\overline{x_{n}}, \overline{x_{n+1}}\right)$ and we check if they are uniformly distributed in the square $\mathbf{J}^{2}$ and if $f$ is concealed .

Fig. 1 shows the values of $E_{A C 1}\left(N_{\text {disc }}, N S a m p l_{\text {ier }}\right)$ for a system of 4-coupled equations when the three components $x^{1}, x^{2}, x^{3}$ are mixed and sampled by $x^{4}$ for the threshold values $T_{1}=0.98, T_{2}=0.987, T_{3}=0.994$ or $T_{1}=0.998, T_{2}=0.9987$, $T_{3}=0.9994$.


Figure 1. Error of $E_{A C_{1}}\left(N_{\text {disc }}, N\right.$ Sampl $\left._{\text {ier }}\right) \quad N_{\text {disc }}=10^{2} \times 10^{2}$, NSampl $_{\text {iter }}=10^{3}$ to $10^{10}, \varepsilon_{i}=i . \varepsilon_{1}, \varepsilon_{1}=10^{-14}$.

| $\boldsymbol{N}_{\text {iter }}$ | $\boldsymbol{N S a m p l}_{\text {iter }}$ | $E_{\text {AG }}\left(N_{\text {disc }}, N S a m p l_{\text {iter }}\right)$ <br> 4-coupled <br> equation <br> $T_{1}=0.998$, <br> $T_{2}$ |
| :---: | :---: | :---: |
|  |  | $0.9987, T_{3}=0.9994$ |
| $\mathbf{1 0}^{\mathbf{5}}$ | $\mathbf{9 3}$ | $\mathbf{0 . 6 8 9 2 4 7 3 1}$ |
| $\mathbf{1 0}^{\mathbf{6}}$ | $\mathbf{1 0 1 5}$ | $\mathbf{0 . 2 5 8 8 1 7 7 3}$ |
| $\mathbf{1 0}^{\mathbf{7}}$ | $\mathbf{1 0 , 1 3 9}$ | $\mathbf{0 . 0 8 6 7 0 6 7 7 6}$ |
| $\mathbf{1 0}^{\mathbf{8}}$ | $\mathbf{1 0 0 , 4 6 5}$ | $\mathbf{0 . 0 2 6 8 1 5 3 0 9}$ |
| $\mathbf{1 0}^{\mathbf{9}}$ | $\mathbf{1 , 0 0 0 , 5 4 9}$ | $\mathbf{0 . 0 0 8 9 1 1 1 0 7 8}$ |
| $\mathbf{1 0}^{\mathbf{1 0}}$ | $\mathbf{9 , 9 9 8 , 8 1 4}$ | $\mathbf{0 . 0 0 2 7 9 3 2 0 3 3}$ |
| $\mathbf{1 0}^{\mathbf{1 1}}$ | $\mathbf{1 0 0 , 0 0 1 , 8 9 2}$ | $\mathbf{0 . 0 0 0 8 5 9 6 7 2 1 4}$ |
| $\mathbf{1 0}^{\mathbf{1 2}}$ | $\mathbf{9 9 9 , 9 4 5 , 7 2 8}$ | $\mathbf{0 . 0 0 0 2 3 4 6 8 5 1}$ |
| $\mathbf{1 0}^{\mathbf{1 3}}$ | $\mathbf{1 0 , 0 0 0 , 0 4 6 , 1 3 7}$ | $\mathbf{0 . 0 0 0 0 7 3 2 3 4 7 3 6}$ |

Table 1. Error of $E_{A G_{1}}\left(N_{\text {diss }}, N\right.$ Sampl $\left._{\text {iere }}\right)$ for a system of 4 coupled-equations when the three components $x^{1}, x^{2}, x^{3}$ are mixed and sampled by $x^{4}$ for the threshold values $T_{1}=0.998$, $T_{2}=0.9987, T_{3}=0.9994$.

## III. Double Trheshold Chaotic Sampling

## A. Improved CPRNG

On can again improve the CPRG previously introduced with respect to the infinity norm instead of the $\mathrm{L}_{1}$ or $\mathrm{L}_{2}$ norms because the $L_{\infty}$ norm is more sensitive than the others to reveal the concealed $f$. For this aim, consider first that in the phase space $\left(x_{n}^{l}, x_{n+1}^{l}\right)$ the graph of the chaotically sampled chaotic numbers is a mix of the graphs of all the $f^{(\mathrm{r})}$ (Fig. 2).

It is obvious as showed on Fig. 3 that for $r=1$ if $M=1$ or 2 , $A C_{M, N}(x, y)$ is constant and normalized on the square hence $E_{A C \infty}(M, N)=E_{A C 1}(M, N)=E_{A C 2}(M, N)=0$.

The autocorrelation function is different from zero only if M $>2$ (Fig. 4).


Figure 2. Graphs of the symmetric tent map $f, f^{(2)}$ and $f^{(3)}$ on the interval [-1,1].


Figure 3. In shaded regions the autocorrelation distribution $A C_{M, N}(x, y)$ is constant for the symmetric tent map $f$ on the interval $[-1,1]$ for $M=1$ or 2 .

In the same way as displayed on Fig. 5, 6 and 7, $E_{A C \infty}(M, N)=E_{A C 1}(M, N)=E_{A C 2}(M, N)=0$ for $f^{(i)}$ iff $M<2^{i}$. Hence for a given $M$, if we cancel the contribution of all the $f^{(i)}$ for $2^{i}<\mathrm{M}$, it is not possible to identify the genuine function $f$.


Figure 4. Regions where the autocorrelation distribution $A C_{M, N}(x, y)$ is constant for the symmetric tent map $f$ are shaded, for $M=4$. (The square on the bottom left of the graph shows the size of the $r_{i, j}$ box $) . A C_{M, N}(x, y)$ vanishes on the white regions.


Figure 5. In shaded regions the autocorrelation distribution $A C_{M, N}(x, y)$ is constant for the symmetric tent map $f^{(2)}$ on the interval $[-1,1]$ for $M=1,2$ and 4 .


Figure 6. Regions where the autocorrelation distribution $A C_{M, N}(x, y)$ is constant for the symmetric tent map $f^{(2)}$ are shaded for $M=8$.

## B. Algorithm and Numerical Results

We describe again the algorithm of the double threshold chaotic sampling in the case of 4 -coupled equations.
Consider the sequence $\left(\overline{x_{0}}, \overline{x_{1}}, \overline{x_{2}}, \cdots, \overline{x_{q}}, \overline{x_{q+1}}, \ldots\right)$ we want to mix and sample. For each $q-1$ there exists $n_{(q-1)}$ in the original sequence. We introduce a second threshold $N^{\prime} \in \mathbb{N}$ and then we define:

$$
\overline{x_{q}}=\left\{\begin{array}{lll}
x_{n}^{1} & \text { iff } & \left.x_{n}^{4} \in\right] T_{1}, T_{2}[\quad \text { and }  \tag{28}\\
x_{n}^{2} & \text { iff } & x_{n}^{4} \in\left[T_{2}, T_{3}[\quad \text { and }\right. \\
x_{(q-1)}>N^{\prime} \\
x_{n}^{3} & \text { iff } & x_{n}^{4} \in\left[T_{3}, 1[\quad \text { and }\right. \\
n-n_{(q-1)}>N^{\prime} \\
\hline N^{\prime}
\end{array}\right.
$$



Figure 7. Regions where the autocorrelation distribution $A C_{M, N}(x, y)$ is constant for the symmetric tent map $f^{(3)}$ are shaded for $M=16$.

As shown previously [9] the errors in $\mathrm{L}_{1}$ or $\mathrm{L}_{2}$ norms decrease with the number of chaotic points (as in the law of large numbers) and conversely increase with the number $M$ of boxes used to define $A C_{M, N}(x, y)$. It is the same for the error in $L_{\infty}$ norm. Fig. 8 shows that when M is greater than $2^{5}$, the sequence defined by (28) behaves better than the one defined by (9).


Figure 8. Error of $E_{A C_{\infty}}\left(N_{\text {disc }}, N S a m p l_{\text {ierer }}\right) N_{\text {disc }}=2^{1}$ to $2^{10}$, NSampl $_{\text {iter }}=10^{9}$, thresholds $\mathrm{T}=0.9$ and $\mathrm{N}^{\prime}=20, \varepsilon_{i}=i . \mathcal{\varepsilon}_{1}$, $\varepsilon_{1}=10^{-14}$.

Fig. 9 shows that when the number of chaotic points increases the error $L_{\infty}$ decreases drastically. If $\mathrm{N}^{\prime}>100$, it is necessary to use a huge grid of $2^{100} \times 2^{100}$ boxes splitting the square $\mathbf{J}^{2}$ in order to find a trace of the genuine function $f$. This is numerically impossible with double precision numbers. Then the chaotic numbers appear as random numbers.

Others numerical results show the high-potency of theses new CPRNG. Due to limitation of this article, they will be published elsewhere.

## IV. Conclusion

Using a double threshold in order to sample a chaotic sequence, we have improved with respect to the infinity norm the CPRNG previously introduced. When the value of the
second threshold $\mathrm{N}^{\prime}$ is greater than 100, it is impossible to find the genuine function used to generate the chaotic numbers. The new CPRNG family is robust versus the choice of the weak parameter of the system for $10^{-14}<\varepsilon<10^{-5}$, allowing the use of this family in several applications as for example chaotic cryptography.


Figure 9. Error of $E_{\text {ACo }}\left(N_{\text {disc }}, N S a m p l_{\text {iter }}\right) N_{\text {disc }}=2^{1}$ to $2^{10}$, NSampl $_{\text {iter }}=10^{9}$ to $10^{11}$, thresholds $\mathrm{T}=0.9$ and $\mathrm{N}^{\prime}=20$, $\mathcal{E}_{i}=i . \mathcal{\varepsilon}_{1}, \varepsilon_{1}=10^{-14}$.
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# Periodic solution for fourth-order discrete Hamiltonian systems 

Qiong Meng


#### Abstract

The existence of periodic solution are obtained for fourth-order discrete Hamiltonian systems $$
\triangle^{4} u(n-2)+\nabla F(n, u(n))=0, \quad \forall n \in Z
$$

\section*{by using critical point theory.}


Index Terms-fourth-order discrete Hamiltonian systems, periodic solution, critical point theory.

## I. Introduction

Consider the fourth-order discrete Hamiltonian systems

$$
\begin{equation*}
\triangle^{4} u(n-2)+\nabla F(n, u(n))=0, \quad \forall n \in Z \tag{1}
\end{equation*}
$$

where $\triangle u(n)=u(n+1)-u(n), \triangle^{2} u(n)=\triangle(\triangle u(n))$, $F: Z \times R^{N} \rightarrow R, F(n, x)$ is continuously differential in $x$ for every $n \in Z$ and $T$ - periodic in $n$ for all $x \in R^{N}$, $\nabla F(n, u(n))$ denotes the gradient of $F(n, x)$ in $x$. We define that $T$ is a positive integer, $Z$ is the set of all integers and $Z[a, b]:=Z \cap[a, b]$ for every $a, b \in Z$ with $a \leq b$. we are interesting in the existence of a periodic solution of (1).

In 2003, Guo and Yu [4] firstly studied the existence of periodic solutions of a second-order nonlinear difference equation by using critical point theory. Since that time, there appear many papers about periodic solutions of difference equations by using critical point theory (see [2-4, 6-8]). In this paper, we obtain some sufficient conditions for the existence of periodic solutions of (1) by using critical point theory.

Now we state our main results below.
Theorem 1. Suppose that $F(n, x)$ satisfies
$\left(H_{1}\right)$ There exists a positive integer $T$, such that $F(t+T, x)=$ $F(n, x)$ for all $(n, x) \in Z \times R^{N}$;
$\left(H_{2}\right)$ There exist constants $M_{1}>0, M_{2}>0,0 \leq \alpha<1$, such that

$$
|\nabla F(n, u(n))| \leq M_{1}|x|^{\alpha}+M_{2}
$$

for all $(n, x) \in Z[1, T] \times R^{N}$;
$\left(H_{3}\right)|x|^{-2 \alpha} \Sigma_{n=1}^{T} F(n, x) \rightarrow+\infty$ as $|x| \rightarrow+\infty$, for all $n \in Z[1, T]$.
Then (1) possess at least one periodic solution with period $T$.
Theorem 2. Suppose that $F(n, x)$ satisfies $\left(H_{1}\right),\left(H_{2}\right)$ and
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$\left(H_{4}\right) \quad|x|^{-2 \alpha} \Sigma_{n=1}^{T} F(n, x) \rightarrow-\infty$ as $|x| \rightarrow \infty$, for all
$n \in Z[1, T]$.
Then (1) possess at least one periodic solution with period $T$.
Theorem 3. Suppose that $F(n, x)$ satisfies $\left(H_{1}\right)$ and
$\left(H_{5}\right)(\nabla F(n, x), x)-2 F(n, x) \rightarrow+\infty$ as $|x| \rightarrow+\infty$ for all $n \in Z[1, T]$;
$\left(H_{6}\right) \quad|x|^{-2} F(n, x) \rightarrow 0$ as $|x| \rightarrow \infty$, for all $n \in Z[1, T]$. Then (1) possess at least one periodic solution with period $T$.

Theorem 4. Suppose that $F(n, x)$ satisfies $\left(H_{1}\right)$ and the following:
$\left(H_{7}\right)$ There exist constants $G>0,0<\beta<2$ such that for all $(n, x) \in Z[1, T] \times R^{N}$ and $|x| \geq G$,

$$
(\nabla F(n, x), x) \geq \beta F(n, x)
$$

$\left(H_{8}\right) F(n, x) \rightarrow-\infty$ as $|x| \rightarrow \infty$ for all $n \in Z[1, T]$.
Then (1) possess at least one periodic solution with period $T$.

## II. Preliminary

First, we shall state some basic notations. For any given positive integer $T, H_{T}$ is defined by:

$$
H_{T}=\left\{u: Z \rightarrow R^{N} \mid u(n+T)=u(n), n \in Z\right\}
$$

$H_{T}$ can be equipped with the inner product

$$
\langle u, v\rangle=\sum_{n=1}^{T}(u(n), v(n)), \quad \forall u, v \in H_{T}
$$

by which norm $\|\cdot\|_{H_{T}}$ can be induced by:

$$
\|u\|=\left(\sum_{n=1}^{T}|u(n)|^{2}\right)^{\frac{1}{2}}, \quad \forall u \in H_{T}
$$

where $(\cdot, \cdot)$ and $|\cdot|$ denote the usual inner product and the usual norm in $R^{N}$. It is easy to see that $\left(H_{T},\langle\cdot, \cdot\rangle\right)$ is a finite dimension Hilbert space and linear homeomorphic to $R^{N T}$. We can equip $H_{T}$ with another norm $\|u\|_{r}$ for any positive number $r>1$, where

$$
\|u\|_{r}=\left(\sum_{n=1}^{T}|u(n)|^{r}\right)^{\frac{1}{r}}, \quad \forall u \in H_{T}
$$

Obviously, $\|u\|_{2}=\|u\|_{H_{T}}$ and $\left(H_{T},\|\cdot\|\right)$ is equivalent to $\left(H_{T},\|\cdot\|_{r}\right)$. Hence, there exist two positive constants $C_{1}, C_{2}$ which are not in relation to $r$, such that, for all $u \in H_{T}$,

$$
\begin{equation*}
C_{1}\|u\|_{r} \leq\|u\| \leq C_{2}\|u\|_{r} \tag{2}
\end{equation*}
$$

On the other hand, we define
$\|u\|_{\infty}=\sup _{n \in Z[1, T]}|u(n)|$, one can get that

$$
\begin{equation*}
\|u\|_{\infty} \leq\|u\|_{r} \leq T^{\frac{1}{r}}\|u\|_{\infty} \leq T\|u\|_{\infty} \tag{3}
\end{equation*}
$$

Next, we will establish the variational framework of (1) and transferring the existence of periodic solutions of (1) into the existence of critical point of some functional. For any $u, v \in$ $H_{T}$, By using the methods in [7], we have a useful equality

$$
\begin{align*}
& \sum_{n=1}^{T}\left(\Delta^{4} u(n-2), v(n)\right) \\
= & \sum_{n=1}^{T}\left(\Delta^{2} u(n-1), \Delta^{2} v(n-1)\right) . \tag{4}
\end{align*}
$$

Now we define the functional $\varphi$ defined on $H_{T}$ by

$$
\begin{equation*}
\varphi(u)=\frac{1}{2} \sum_{n=1}^{T}\left|\triangle^{2} u(n-1)\right|^{2}+\sum_{n=1}^{T} F(n, u(n)) \tag{5}
\end{equation*}
$$

Since $F(n, x)$ is continuously differential in $x, \varphi \in$ $C^{\prime}\left(H_{T}, R\right)$. For any $v \in H_{T}$, one has

$$
\begin{align*}
\left\langle\varphi^{\prime}(u), v\right\rangle & =\sum_{n=1}^{T}\left(\Delta^{2} u(n-1), \Delta^{2} v(n-1)\right) \\
& +\sum_{n=1}^{T}(\nabla F(n, u(n)), v(n)) \tag{6}
\end{align*}
$$

Then $u \in H_{T}$ is a critical point of $\varphi$ if and only if

$$
\begin{gather*}
\sum_{n=1}^{T}\left(\Delta^{2} u(n-1), \Delta^{2} v(n-1)\right)+\sum_{n=1}^{T}(\nabla F(n, u(n)), v(n)) \\
=0 \tag{7}
\end{gather*}
$$

It follows from (4) and (7) that

$$
\sum_{n=1}^{T}\left(\Delta^{4} u(n-2), v(n)\right)+\sum_{n=1}^{T}(\nabla F(n, u(n)), v(n))=0
$$

By the arbitrary of $v$, we conclude that

$$
\Delta^{4} u(n-2)+\nabla F(n, u(n))=0, \quad \forall n \in Z
$$

Since $u \in H_{T}$ is $T$-periodic and $F(n, x)$ is $T$-periodic in $n$, hence $u \in H_{T}$ is a critical point of $\varphi$ if and only if for any $n \in Z, \Delta^{4} u(n-2)+\nabla F(n, u(n))=0$. Thus the problem of finding the $T$-periodic solution for problem (1) is reducing to the one of seeking the critical point of functional $\varphi$ on $H_{T}$.

In the final, we give lemmas which discuss the properties of finite dimensional space $H_{T}$ by the operator theory.

Lemma 1.[7] As a subspace of $H_{T}, N_{k}$ is defined by:

$$
N_{k}:=\left\{u \in H_{T} \mid-\triangle^{2} u(n-1)=\lambda_{k} u(n)\right\}
$$

where $\lambda_{k}=2-2 \cos k \omega, \omega=2 \pi / T, k \in Z[0,[T / 2]]$,
[.] denotes the Gauss Function. Then we claim that:
(i) $N_{k} \perp N_{j}, k \neq j, k, j, \in Z[0,[T / 2]]$.
(ii) $H_{T}=\bigoplus_{k=0}^{[T / 2]} N_{k}$.

It is easy to obtain by using the methods in [7].
Lemma 2. $H_{k}:=\bigoplus_{j=0}^{k} N_{j}, H_{k}^{\perp}:=\bigoplus_{j=k+1}^{[T / 2]} N_{j}$, $k \in Z[0,[T / 2]-1]$, then one has:
(i) $0 \leq \sum_{n=1}^{T}\left|\triangle u^{2}(n-1)\right|^{2} \leq \lambda_{k}^{2}\|u\|^{2}, \quad \forall u \in H_{k}$,
(ii) $\lambda_{k+1}^{2}\|u\|^{2} \leq \sum_{n=1}^{T}\left|\triangle u^{2}(n-1)\right|^{2} \leq \lambda_{[T / 2]}^{2}\|u\|^{2}$, $\forall u \in H_{k}^{\perp}$.

## III. Main Proofs

In this section, we will prove our four theorems.
Proof of Theorem 1. Let $u=\bar{u}+\tilde{u} \in H_{0} \bigoplus H_{0}^{\perp}$, where $H_{0}=N_{0}, \quad H_{0}^{\perp}:=\bigoplus_{j=1}^{[T / 2]} N_{j}$. By $\left(H_{2}\right)$, (2), (3) and CauchySchwartz inequality, we have

$$
\begin{aligned}
& \left|\sum_{n=1}^{T}[F(n, u(n))-F(n, \bar{u})]\right| \\
= & \left|\sum_{n=1}^{T} \int_{0}^{1}(\nabla F(n, \bar{u}+s \tilde{u}(n)), \tilde{u}(n)) d s\right| \\
\leq & \sum_{n=1}^{T} \int_{0}^{1}\left(M_{1}|\bar{u}+s \tilde{u}(n)|^{\alpha}+M_{2}\right)|\tilde{u}(n)| d s \\
\leq & 2 M_{1} \sum_{n=1}^{T}|\bar{u}|^{\alpha}|\tilde{u}(n)|+2 M_{1} \sum_{n=1}^{T}|\tilde{u}(n)|^{\alpha+1} \\
& +M_{2} \sum_{n=1}^{T}|\tilde{u}(n)| \\
\leq & \frac{\lambda_{1}^{2}}{4}\|\tilde{u}\|^{2}+\frac{4 M_{1}^{2} T}{\lambda_{1}^{2}}|\bar{u}|^{2 \alpha}+\frac{2 M_{1}}{C_{1}^{\alpha+1}}\|\tilde{u}\|^{\alpha+1} \\
& +M_{2} T\|\tilde{u}\| .
\end{aligned}
$$

From (5) and Lemma 2, we get

$$
\begin{aligned}
\varphi(u)= & \frac{1}{2} \sum_{n=1}^{T}\left|\triangle^{2} u(n-1)\right|^{2}+\sum_{n=1}^{T} F(n, u(n)) \\
= & \frac{1}{2} \sum_{n=1}^{T}\left|\triangle^{2} \tilde{u}(n-1)\right|^{2}+\sum_{n=1}^{T} F(n, u(n)) \\
\geq & \frac{\lambda_{1}^{2}}{2}\|\tilde{u}\|^{2}+\sum_{n=1}^{T}[F(n, u(n))-F(n, \bar{u})] \\
& +\sum_{n=1}^{T} F(n, \bar{u}) \\
\geq & \frac{\lambda_{1}^{2}}{4}\|\tilde{u}\|^{2}-\frac{2 M_{1}}{C_{1}^{\alpha+1}}\|\tilde{u}\|^{\alpha+1}-M_{2} T\|\tilde{u}\| \\
& +|\bar{u}|^{2 \alpha}\left(|\bar{u}|^{-2 \alpha} F(n, \bar{u})-\frac{4 M_{1}^{2} T}{\lambda_{1}^{2}}\right)
\end{aligned}
$$

for all $u \in H_{T}$. As $\|u\| \rightarrow \infty$ if and only if $\|\tilde{u}\|+|\bar{u}| \rightarrow \infty$, the above inequality and $\left(H_{3}\right)$ imply

$$
\varphi(u) \rightarrow+\infty, \quad \text { as }\|u\| \rightarrow \infty
$$

That is $\varphi(u)$ is coercive. Hence There exists a bounded miniming sequence. Since $H_{T}$ is finite, a bounded miniming sequence has a convergent subsequence. As $\varphi \in C^{\prime}\left(H_{T}, R\right)$, there exists at least one point which $\varphi$ achieves its infimum, that is $\varphi(u)$ has a critical point.
Proof of Theorem 2. First we prove that $\varphi$ satisfies the $(P S)$ condition. Suppose that $\left\{u_{k}\right\} \subset H_{T}$ is a consequence such that $-M_{3} \leq \varphi\left(u_{k}\right) \leq M_{3}$, where $M_{3}>0$ and $\varphi^{\prime}\left(u_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$. Then for sufficiently large $k$ and for any $u \in H_{T}$,

$$
-\|u\| \leq\left\langle\varphi^{\prime}\left(u_{k}\right), u\right\rangle \leq\|u\|
$$

Let $u_{k}=\bar{u}_{k}+\tilde{u}_{k} \in H_{0} \bigoplus H_{0}^{\perp}$. In a way similar to the proof of Theorem 1, we have

$$
\begin{aligned}
& \sum_{n=1}^{T}\left(\nabla F\left(n, u_{k}(n)\right), \tilde{u}_{k}\right) \\
\leq \quad & \frac{\lambda_{1}^{2}}{4}\left\|\tilde{u}_{k}\right\|^{2}+\frac{4 M_{1}^{2} T}{\lambda_{1}^{2}}\left|\bar{u}_{k}\right|^{2 \alpha} \\
& +\frac{2 M_{1}}{C_{1}^{\alpha+1}}\left\|\tilde{u}_{k}\right\|^{\alpha+1}+M_{2} T\left\|\tilde{u}_{k}\right\| .
\end{aligned}
$$

By (6), we get

$$
\begin{aligned}
& \sum_{n=1}^{T}\left(\triangle^{2} u_{k}(n-1), \triangle^{2} \tilde{u}_{k}(n-1)\right) \\
= & \left\langle\varphi^{\prime}\left(u_{k}\right), \tilde{u}_{k}\right\rangle-\sum_{n=1}^{T}\left(\nabla F\left(n, u_{k}(n)\right), \tilde{u}_{k}\right) \\
\leq & \left\|\tilde{u}_{k}\right\|+\frac{\lambda_{1}^{2}}{4}\left\|\tilde{u}_{k}\right\|^{2}+\frac{4 M_{1}^{2} T}{\lambda_{1}^{2}}\left|\bar{u}_{k}\right|^{2 \alpha} \\
& +\frac{2 M_{1}}{C_{1}^{\alpha+1}}\left\|\tilde{u}_{k}\right\|^{\alpha+1}+M_{2} T\left\|\tilde{u}_{k}\right\|
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
& \sum_{n=1}^{T}\left(\triangle^{2} u_{k}(n-1), \triangle^{2} \tilde{u}_{k}(n-1)\right) \\
= & \sum_{n=1}^{T}\left(\triangle^{2} \tilde{u}_{k}(n-1), \triangle^{2} \tilde{u}_{k}(n-1)\right) \geq \lambda_{1}^{2}\left\|\tilde{u}_{k}\right\|^{2}
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& \frac{4 M_{1}^{2} T}{\lambda_{1}^{2}}\left|\bar{u}_{k}\right|^{2 \alpha} \\
\geq & \frac{3}{4} \lambda_{1}^{2}\left\|\tilde{u}_{k}\right\|^{2}-\frac{2 M_{1}}{C_{1}^{\alpha+1}}\left\|\tilde{u}_{k}\right\|^{\alpha+1} \\
& -\left(1+M_{2} T\right)\left\|\tilde{u}_{k}\right\| \\
= & \frac{1}{2} \lambda_{1}^{2}\left\|\tilde{u}_{k}\right\|^{2}+\frac{1}{4} \lambda_{1}^{2}\left\|\tilde{u}_{k}\right\|^{2} \\
& -\frac{2 M_{1}}{C_{1}^{\alpha+1}}\left\|\tilde{u}_{k}\right\|^{\alpha+1}-\left(1+M_{2} T\right)\left\|\tilde{u}_{k}\right\| \\
\geq & \frac{1}{2} \lambda_{1}^{2}\left\|\tilde{u}_{k}\right\|^{2}-M_{4},
\end{aligned}
$$

where $M_{4}>0$. Hence we get for all large $k$

$$
\begin{equation*}
\left\|\tilde{u}_{k}\right\| \leq M_{5}\left|\bar{u}_{k}\right|^{\alpha}+M_{6} \tag{8}
\end{equation*}
$$

where $M_{5}>0, M_{6}>0$.

It follows from the boundedness of $\varphi\left(u_{k}\right)$,

$$
\begin{aligned}
& M_{3} \leq \varphi\left(u_{k}\right) \\
= & \frac{1}{2}\left|\triangle^{2} \tilde{u}_{k}(n-1)\right|^{2}+\sum_{n=1}^{T} F(n, \bar{u}) \\
& +\sum_{n=1}^{T}\left[F\left(n, u_{k}(n)\right)-F(n, \bar{u})\right] \\
\leq & \frac{3 \lambda_{[T / 2]}^{2}}{4}\left\|\tilde{u}_{k}\right\|^{2}+\frac{4 M_{1}^{2} T}{\lambda_{[T / 2]}^{2}}\left|\bar{u}_{k}\right|^{2 \alpha} \\
& +\frac{2 M_{1}}{C_{1}^{\alpha+1}}\left\|\tilde{u}_{k}\right\|^{\alpha+1}+M_{2} T\left\|\tilde{u}_{k}\right\|+\sum_{n=1}^{T} F(n, \bar{u}) \\
\leq & \left|\bar{u}_{k}\right|^{2 \alpha}\left[\left|u_{k}\right|^{-2 \alpha} \Sigma_{n=1}^{T} F\left(n, \bar{u}_{k}\right)\right. \\
& \left.+M_{7}+M_{8}\left(\left|\bar{u}_{k}\right|\right)\right]
\end{aligned}
$$

for sufficiently large $k$, where constant $M_{7}>0$ and $M_{8}\left(\left|\bar{u}_{k}\right|\right) \rightarrow 0$ as $\left|\bar{u}_{k}\right| \rightarrow \infty$. The above inequality and $\left(H_{4}\right)$ imply that $\left\{\bar{u}_{k}\right\}$ is bounded. Then it follows from (8) that $\left\{u_{k}\right\}$ is bounded. Since $H_{T}$ is a finite dimensional space, there exists a subsequence of $\left\{u_{k}\right\}$ convergent in $H_{T}$. Thus we conclude that the $(P S)$ condition is satisfied.
In order to use the saddle point theorem ([5, Theorem 4.6]), we only need to verify the following
$\left(\mathrm{I}_{1}\right) \varphi(x) \rightarrow-\infty$ as $|x| \rightarrow \infty$ in $H_{0}$.
$\left(\mathrm{I}_{2}\right) \varphi(u) \rightarrow+\infty$ as $\|u\| \rightarrow \infty$ in $H_{0}^{\perp}$.
In fact, from $\left(\mathrm{H}_{4}\right)$, for any $x \in H_{0}$, we have

$$
\varphi(x)=\sum_{n=1}^{T} F(n, x) \rightarrow-\infty, \quad \text { as } \quad|x| \rightarrow \infty
$$

Thus $\left(\mathrm{I}_{1}\right)$ is easy to verify.
Next, by $\left(H_{2}\right)$, we have for all $n \in Z[1, T]$ and $x \in R^{N}$,

$$
\begin{aligned}
F(n, x) & \leq|F(n, x)-F(n, 0)|+|F(n, 0)| \\
& \leq \int_{0}^{1}|(\nabla F(n, s x), x)| d s+|F(n, 0)| \\
& \leq \int_{0}^{1}\left|\left(M_{1}|s x|^{\alpha}+M_{2}\right)\right| x|d s+|F(n, 0)| \\
& \leq M_{1}|x|^{\alpha+1}+M_{2}|x|+M_{9},
\end{aligned}
$$

where $M_{9}>0$.
By (5) and the above inequality, for any $u \in H_{0}^{\perp}$, we have
$\varphi(u)$

$$
\begin{aligned}
& =\frac{1}{2}\left|\triangle^{2} u(n-1)\right|^{2}+\sum_{n=1}^{T} F(n, u(n)) \\
& \geq \frac{\lambda_{1}^{2}}{2}\|u\|^{2}-\sum_{n=1}^{T}\left(M_{1}|u(n)|^{\alpha+1}+M_{2}|u(n)|+M_{9}\right) \\
& \geq \frac{\lambda_{1}^{2}}{2}\|u\|^{2}-\frac{M_{1}}{C_{1}^{\alpha+1}}\|u\|^{\alpha+1}-M_{2} T\|u\|-M_{9} T
\end{aligned}
$$

Since $0 \leq \alpha<1$, we can obtain $\varphi(u) \rightarrow+\infty$ as $\|u\| \rightarrow \infty$ in $H_{0}^{\perp}$. The proof of Theorem 2 is complete.

Proof of Theorem 3. First we prove that $\varphi$ satisfies condition $(C)([1])$, that is for every sequence $\left\{u_{k}\right\} \subset H_{T},\left\{u_{k}\right\}$ has a
convergent subsequence if $\varphi\left(u_{k}\right)$ is bounded and $\left\|\varphi^{\prime}\left(u_{k}\right)\right\|(1+$ $\left.\left\|u_{k}\right\|\right) \rightarrow 0$ as $k \rightarrow \infty$.

Let $\left\{u_{k}\right\} \subset H_{T}$ be a sequence such that $\left\{\varphi\left(u_{k}\right)\right\}$ is bounded and

$$
\left\|\varphi^{\prime}\left(u_{k}\right)\right\|\left(1+\left\|u_{k}\right\|\right) \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

Then there exists a constant $C_{3}$, such that

$$
\left|\varphi\left(u_{k}\right)\right| \leq C_{3}, \quad\left\|\varphi^{\prime}\left(u_{k}\right)\right\|\left(1+\left\|u_{k}\right\|\right) \leq C_{3}
$$

Thus, one has

$$
\begin{aligned}
3 C_{3} & \geq\left\langle\varphi^{\prime}\left(u_{k}\right), u_{k}\right\rangle-2 \varphi\left(u_{k}\right) \\
& =\sum_{n=1}^{T}\left[\left(\nabla F\left(n, u_{k}(n)\right), u_{k}(n)\right)-2 F\left(n, u_{k}(n)\right)\right]
\end{aligned}
$$

From $\left(\mathrm{H}_{5}\right),\left\{u_{k}\right\}$ is bounded. So $\left\{u_{k}\right\}$ has a convergent subsequence and condition (C) is verified.

Next, we show that $\varphi$ satisfies $\left(\mathrm{I}_{1}\right),\left(\mathrm{I}_{2}\right)$.
From $\left(H_{6}\right)$, we can get that for all $\varepsilon>0$, there is a constant $G_{1}>0$, such that

$$
(\nabla F(n, x), x)-2 F(n, x)>\frac{1}{\varepsilon}
$$

for all $|x|>G_{1}$. That is

$$
(\nabla F(n, s x), s x)-2 F(n, s x)>\frac{1}{\varepsilon}
$$

for all $|s x|>G_{1}$. Then we have

$$
\begin{aligned}
\frac{d}{d s}\left(\frac{F(n, s x)}{s^{2}}\right) & =\frac{s(\nabla F(n, s x), x)-2 F(n, s x)}{s^{3}} \\
& >\frac{1}{\varepsilon s^{3}}=-\frac{d}{d s}\left(\frac{1}{2 \varepsilon s^{2}}\right) .
\end{aligned}
$$

Let $s>1$,

$$
\int_{1}^{s} \frac{d}{d s}\left(\frac{F(n, s x)}{s^{2}}\right)>-\int_{1}^{s} \frac{d}{d s}\left(\frac{1}{2 \varepsilon s^{2}}\right)
$$

So we obtain

$$
\frac{F(n, s x)}{s^{2}}-F(n, x)>-\frac{1}{2 \varepsilon s^{2}}+\frac{1}{2 \varepsilon}
$$

Let $s \rightarrow+\infty$ in the above inequality, we have $F(n, x)<-\frac{1}{2 \varepsilon}$ for all $|x|>G_{1}$. From the arbitrariness of $\varepsilon$, one can conclude that $F(n, x) \rightarrow-\infty$ as $|x| \rightarrow \infty$. Then it is similar to the proof of $\left(\mathrm{I}_{1}\right)$ in Theorem 2, we can get that $\varphi(x) \rightarrow-\infty$ as $|x| \rightarrow \infty$ in $H_{0}$.

Take $\varepsilon=\frac{1}{4} \lambda_{1}^{2}$, by $\left(\mathrm{H}_{6}\right)$, there exists a constant $G_{2}>0$, such that for all $|x|>G_{2}$

$$
\begin{equation*}
|F(n, x)| \leq \frac{1}{4} \lambda_{1}^{2}|x|^{2} \tag{9}
\end{equation*}
$$

Then from Lemma 2 and (9), for any $u \in H_{0}^{\perp}$, we have

$$
\begin{aligned}
\varphi(u) & =\frac{1}{2}\left|\triangle^{2} u(n-1)\right|^{2}+\sum_{n=1}^{T} F(n, u(n)) \\
& \geq \frac{1}{2} \lambda_{1}^{2}\|u\|^{2}-\frac{1}{4} \lambda_{1}^{2} \sum_{n=1}^{T}|u(n)|^{2} \\
& =\frac{1}{2} \lambda_{1}^{2}\|u\|^{2}-\frac{1}{4} \lambda_{1}^{2}\|u\|^{2}=\frac{1}{4} \lambda_{1}^{2}\|u\|^{2}
\end{aligned}
$$

thus we can conclude that $\varphi(u) \rightarrow+\infty$ as $\|u\| \rightarrow \infty$ in $H_{0}^{\perp}$. It follows from the saddle point theorem that Theorem 3 hold. The proof of Theorem 3 is complete.
Proof of Theorem 4. To proof Theorem 4, we only need to specify that $F$ satisfying the conditions of Theorem 4 fulfil the ones of Theorem 3. That is, we just need to show that conditions $\left(\mathrm{H}_{7}\right),\left(\mathrm{H}_{8}\right)$ imply $\left(\mathrm{H}_{5}\right),\left(\mathrm{H}_{6}\right)$.

It follows from $\left(\mathrm{H}_{7}\right),\left(\mathrm{H}_{8}\right)$ that for all $n \in Z[1, T]$,

$$
\begin{aligned}
& (\nabla F(n, x), x)-2 F(n, x) \\
= & {[(\nabla F(n, x), x)-\beta F(n, x)]+(\beta-2) F(n, x) } \\
\geq & (\beta-2) F(n, x) \rightarrow+\infty
\end{aligned}
$$

as $|x| \rightarrow \infty$, which implies $\left(\mathrm{H}_{5}\right)$.
By $\left(\mathrm{H}_{8}\right)$, there exists a constant $G_{3}>G$, such that for $|x|>G_{3},-F(n, x)>0$. From $\left(\mathrm{H}_{7}\right)$, we have

$$
\begin{aligned}
& \frac{d}{d s}\left(-\frac{F\left(n, s \frac{x}{|x|}\right)}{s^{\beta}}\right) \\
= & \frac{-s\left(\nabla F\left(n, s \frac{x}{|x|}\right), \frac{x}{|x|}\right)+\beta F\left(n, s \frac{x}{|x|}\right)}{s^{\beta+1}} \leq 0 .
\end{aligned}
$$

Integrate both sides of the above inequality from $G_{3}$ to $|x|$ and obtain

$$
-F(n, x) \leq M_{10}|x|^{\beta}
$$

where $M_{10}>0$. For any $x \in R^{N}$, we have

$$
0<-F(n, x) \leq M_{10}|x|^{\beta}+M_{11}
$$

where $M_{11}=\max \left\{-F(n, x):|x| \leq G_{3}, n \in Z[1, T]\right\}$. Hence

$$
0 \leq-\frac{F(n, x)}{|x|^{2}} \leq \frac{M_{10}}{|x|^{2-\beta}}+\frac{M_{11}}{|x|^{2}}
$$

Since $0<\beta<2$, we conclude that $\frac{F(n, x)}{|x|^{2}} \rightarrow 0$, as $|x| \rightarrow \infty$. Thus we have got $\left(\mathrm{H}_{6}\right)$. The proof of Theorem 4 is complete.
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# Homoclinic orbits for a class of non-periodic Hamiltonian systems 

Jian Ding, Guizhen Feng, Weili Wu


#### Abstract

We study the existence of homoclinic orbits for the second order Hamiltonian system $\ddot{u}+V_{u}(t, u)=f(t)$. Let $f \in$ $C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ and $V(t, u)=-K(t, u)+W(t, u) \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{n}, \mathbb{R}\right)$, where $K$ is a quadratic growth function and $W$ is allowed to be asymptotically quadratic in $u$ at infinity besides the super quadratic case. Since the system is neither autonomous nor periodic, the $(P S)$ condition is difficult to check when we use the Mountain Pass theorem. Therefore, we approximate the homoclinic orbits by virtue of the solutions of a sequence of nil-boundary-value problems.


Index Terms-Hamiltonian systems, Homoclinic orbits, Condition $(C)$, Asymptotically quadratic, Mountain Pass theorem, Arzela-Ascoli theorem.

## I. Introduction and the main result

IN this paper, we consider the existence of homoclinic orbits for the second order Hamiltonian system:

$$
\begin{equation*}
\ddot{u}(t)+V_{u}(t, u(t))=f(t) \tag{I.1}
\end{equation*}
$$

where $f \in C\left(\mathbb{R}, \mathbb{R}^{n}\right)$ and $V(t, u)=-K(t, u)+W(t, u) \in$ $C^{1}\left(\mathbb{R} \times \mathbb{R}^{n}, \mathbb{R}\right)$.
Let us recall that a solution $u(t)$ of (I.1) is homoclinic(to 0 ) if $u(t) \rightarrow 0$ and $\dot{u}(t) \rightarrow 0$ as $t \rightarrow \pm \infty$. In addition, if $u(t) \not \equiv 0$ then $u$ is called a nontrivial homoclinic orbit.

In recent years, the existence of homoclinic orbits for (I.1) has been extensively studied by variational methods (see[1] - [5]). Most of them assumed that the nonlinearity $W(t, u)$ satisfies the Ambrosetti-Rabinowitz condition, that is, there exists $\mu>2$ such that

$$
0<\mu W(t, u) \leq\left(W_{u}(t, u), u\right)
$$

for all $t \in \mathbb{R}$ and $u \in \mathbb{R}^{n} \backslash\{0\}$. Using the critical point theory, they obtained the existence of homoclinic orbits. Later some papers studied (I.1) under some weaker super quadratic assumptions than the (A-R) condition ( see $[6],[7]$ ). There were also some papers considered the sub-quadratic case([8],[9]) and the asymptotically quadratic case ([10], [11]).

It is well known that the major difficulty is to prove the $(P S)$ condition when one applies the Mountain Pass theorem. If $V(t, u)$ is periodic in $t$, the problem is a little simple and
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there are many results. In [7] and [12], the authors considered (I.1). When $V(t, u)=-\frac{1}{2}(L(t) u, u)+W(t, u)$ is independent of $t$, i.e., the system (I.1) is autonomous, they obtained one homoclinic orbit as a limit of solutions of a certain sequence of periodic systems. By this method, [13] considered the case that $L(t)$ and $W(t, u)$ are periodic in $t$. It also assumed that $L(t)$ was positive definite and symmetric, $W(t, u)$ satisfied the (A-R) condition. [14] replaced $\frac{1}{2}(L(t) u, u)$ by $K(t, u)$ which satisfied the following so-called pinching condition,

$$
b_{1}|u|^{2} \leq K(t, u) \leq b_{2}|u|^{2}
$$

for some positive constants $b_{1}$ and $b_{2}$; If $V$ is neither autonomous nor periodic in $t$, the problem is quite different from the ones' just described for lack of compactness of the Sobolev embedding. [12] imposed a coercivity condition on $L$, that is, the smallest eigenvalue of $L(t)$ tends to $+\infty$ as $|t| \rightarrow \infty$. Using a variant of the Mountain Pass theorem, it obtained one homoclinic orbit of (I.1). In [4], the authors removed the technical coercivity in the case where $L(t)$ and $W(t, u)$ are even in $t$ (see also [5],[15]). They approximated the homoclinic orbits by the solutions of nil-boundary-value problems.

In this paper, we also consider the homoclinic orbits for (I.1) by the method in [4] and [14]. But here we make no any periodicity, coercivity or even assumptions. Moreover, we consider some new growth condition being different from [4] and [14]. Precisely, we assume $W(t, u)$ may be asymptotically quadratic at infinity besides the super quadratic case. In addition, $K(t, u)$ may not satisfy the pinching condition.

We make some assumptions as follows:
$\left(\mathbf{A}_{1}\right) V(t, u)=-K(t, u)+W(t, u) \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{n}\right)$, and $V_{u}(t, u) \rightarrow 0$ as $|u| \rightarrow 0$ uniformly in $t \in \mathbb{R}$;
$\left(\mathbf{A}_{2}\right)$ there exist constants $d_{1}>0, \gamma \geq 2$ such that $W(t, u) \leq$ $d_{1}|u|^{\gamma}$ for all $(t, u) \in \mathbb{R} \times \mathbb{R}^{n}$;
$\left(\mathbf{A}_{\mathbf{3}}\right)$ there exist constants $d_{2}>0$ and $\gamma \geq \mu>\gamma-1$ and $\beta \in L^{1}(\mathbb{R},[0, \infty))$ such that

$$
\left(W_{u}(t, u), u\right)-2 W(t, u) \geq d_{2}|u|^{\mu}-\beta(t)
$$

for all $(t, u) \in \mathbb{R} \times \mathbb{R}^{n}$;
$\left(\mathbf{A}_{4}\right)$ there exist positive constants $T>0, R>1$ and $\rho_{0} \leq 1$ such that for $t \in[-T, T], W(t, u) \leq 0$ as $|u| \leq \rho_{0}$ and $W(t, u) \geq \frac{2 \pi^{2}}{T^{2}}|u|^{2}$ as $|u|>R$;
$\left(\mathbf{A}_{\mathbf{5}}\right) K(t, 0)=0,0<\underline{b}:=\inf _{\{t \in[-T, T],|\xi|=1\}} K(t, \xi) \leq$ $\bar{b}:=\sup _{\{t \in[-T, T],|\xi|=1\}} K(t, \xi) \leq \frac{\pi^{2}}{2 T^{2}}$, and $0 \leq$ $\left(u, K_{u}(t, u)\right) \leq 2 K(t, u)$ for all $(t, u) \in \mathbb{R} \times \mathbb{R}^{n}$.

By Sobolev embedding theorem, $H^{1}(\mathbb{R})$ is continuously embedded into $L^{\infty}(\mathbb{R})$. There exists a constant $C_{\infty}>0$ such
that

$$
|u|_{L^{\infty}} \leq C_{\infty}\|u\|_{H^{1}} \text { for all } u \in H^{1} .
$$

Additionally, we make the following assumption:
$\left(\mathbf{A}_{\mathbf{6}}\right) f \in C(\mathbb{R}), f(t) \not \equiv 0, f(t)=0$ for $|t| \geq T$ and $\max _{t \in[-T, T]}|f(t)| \leq C_{0}:=\min \left\{\frac{1}{2}, \underline{b}\right\} \frac{\rho_{0}}{2 \sqrt{2 T C}}$.

Our main result is the following theorem:
Theorem 1.1: If the assumptions $\left(A_{1}\right)-\left(A_{6}\right)$ are satisfied, then the system (1.1) possesses a nontrivial homoclinic orbit.

Remark 1.1: From $\left(A_{2}\right)$ and $\left(A_{4}\right)$ we can easily see that $W$ may be asymptotically quadratic in $u$ at infinity; In addition, $f(t) \not \equiv 0$ ensures that $u(t) \equiv 0$ can't be a solution of (I.1).
Remark 1.2: There are functions satisfy the assumptions above. For example, one can easily check that if

$$
K(t, x)= \begin{cases}\left(1+\frac{1}{1+t^{2}}\right) x^{2} & x \geq 0, \\ \left(1+\frac{2}{1+t^{2}}\right) x^{2} & x<0\end{cases}
$$

and

$$
W(t, x)=-2 x^{2}+x^{3} \quad(\text { the super quadratic case })
$$

or
$W(t, x)=x^{2}-2 x^{\frac{3}{2}}$ (the asymptotically quadratic case)
where $t, x \in \mathbb{R}$, then $V(t, x)=-K(t, x)+W(t, x)$ satisfies $\left(A_{1}\right)-\left(A_{5}\right)$ while $W$ doesn't satisfy the AmebrosettiRabinowitz condition.

## II. Proof of the main result

We shall obtain the solution of (I.1) as the limit as $k \rightarrow \infty$ of the solutions of

$$
\begin{align*}
& \ddot{u}(t)+V_{u}(t, u(t))=f(t) \text { for } t \in(-k T, k T), \\
& u(-k T)=u(k T)=0 . \tag{II.1}
\end{align*}
$$

For each $k \in \mathbb{N}$ and $p \in[2, \infty)$, denote

$$
L_{k}^{p}:=\left\{u:[-k T, k T] \rightarrow \mathbb{R}^{n} \|\left. u\right|_{L_{k}^{p}}<\infty\right\},
$$

where $|u|_{L_{k}^{p}}:=\left(\int_{-k T}^{k T}|u(t)|^{p}\right)^{\frac{1}{p}}$.
Let

$$
\begin{aligned}
L_{k}^{\infty} & :=\left\{u:\left.[-k T, k T] \rightarrow \mathbb{R}^{n}| | u\right|_{L_{2 k}^{\infty}}:=\right. \\
& \text { ess } \sup \{|u(t)|\}<\infty\} .
\end{aligned}
$$

Set
$E_{k}:=\left\{u:[-k T, k T] \rightarrow \mathbb{R}^{n} \mid u\right.$ is absolutely continuous,

$$
u(-k T)=u(k T)=0\},
$$

equipped with the norm

$$
\|u\|_{k}=\left(\int_{-k T}^{k T}\left(|\dot{u}|^{2}+|u|^{2}\right) \mathrm{d} t\right)^{\frac{1}{2}}
$$

By zero extensions, we can see $E_{k} \subset E_{k+1} \subset H^{1}$ for all $k \in \mathbb{N}$. Therefore

$$
|u|_{L_{k}^{\infty}} \leq C_{\infty}\|u\|_{k} \text { for all } u \in E_{k} .
$$

We using variational methods to study (II.1) and define

$$
\varphi_{k}(u)=\int_{-k T}^{k T}\left[\frac{1}{2}|\dot{u}(t)|^{2}-V(t, u(t))+(f(t), u(t))\right] d t .
$$

It is clear that $\varphi_{k} \in C^{1}\left(E_{k}, \mathbb{R}\right)$ and

$$
\begin{aligned}
& \varphi_{k}^{\prime}(u) v \\
= & \int_{-k T}^{k T}\left[(\dot{u}(t), \dot{v}(t))-\left(V_{u}(t, u(t)), v(t)\right)+(f(t), v(t))\right] d t .
\end{aligned}
$$

We all know that critical points of $\varphi_{k}$ are classical solutions of (II.1).

Lemma 2.1: Under $\left(A_{1}\right)-\left(A_{6}\right)$, for each $k \in \mathbb{N}$, the system (II.1) possesses a nontrivial solution.

We will prove this result via the Mountain Pass theorem by Rabinowitz in [11]. Instead of the $(P S)$ condition, here we use condition ( $C$ ). Recall a function $\varphi$ satisfies condition ( $C$ ) on $E$ if any sequence $\left\{u_{j}\right\} \subset E$ such that $\left\{\varphi\left(u_{j}\right)\right\}$ is bounded and $\left(1+\left\|u_{j}\right\|\right)\left\|\varphi^{\prime}\left(u_{j}\right)\right\| \rightarrow 0$ has a convergent subsequence. The Mountain Pass theorem still holds true under condition $(C)$ ( see [16]).
Before the proof of Lemma 2.1, we need the following proposition.
Proposition 2.1: Under $\left(A_{5}\right)$, for every $t \in \mathbb{R}$, the following inequalities hold:

$$
\begin{array}{ll}
K(t, u) \geq b|u|^{2} & \text { if } 0<|u| \leq 1, \\
K(t, u) \leq \bar{b}|u|^{2} & \text { if }|u| \geq 1 \tag{II.2}
\end{array}
$$

Proof for each $t \in \mathbb{R}$ and $u \in \mathbb{R}^{n}$, let $f(\xi)=K\left(t, \frac{u}{\xi}\right) \xi^{2}, \xi \in$ $(0,+\infty)$, then by $\left(A_{5}\right)$,

$$
\begin{aligned}
f^{\prime}(\xi) & =K_{u}\left(t, \frac{u}{\xi}\right) \xi^{2}\left(-\frac{u}{\xi^{2}}\right)+K\left(t, \frac{u}{\xi}\right)(2 \xi) \\
& =\left(2 K\left(t, \frac{u}{\xi}\right)-K_{u}\left(t, \frac{u}{\xi}\right) \frac{u}{\xi}\right) \xi \\
& \geq 0 .
\end{aligned}
$$

So $f(\xi)$ is nondecreasing. Hence we easily obtain (II.2).

Proof of lemma 2.1 Under our assumptions, it is easy to see that $\varphi_{k}(0)=0$.
Step 1. $\varphi_{k}$ satisfies condition $(C)$.
Suppose $\left\{u_{j}\right\} \subset E_{k},\left\{\varphi_{k}\left(u_{j}\right)\right\}$ is bounded and $(1+$ $\left.\left\|u_{j}\right\|_{k}\right)\left\|\varphi_{k}^{\prime}\left(u_{j}\right)\right\| \rightarrow 0$ as $j \rightarrow \infty$. Then there is a constant $M_{k}>0$ such that

$$
\begin{equation*}
\varphi_{k}\left(u_{j}\right) \leq M_{k}, \quad\left(1+\left\|u_{j}\right\|_{k}\right)\left\|\varphi_{k}^{\prime}\left(u_{j}\right)\right\| \leq M_{k} \tag{II.3}
\end{equation*}
$$

for all $j \in \mathbb{N}$.
By (II.3), $\left(A_{3}\right),\left(A_{5}\right)$ and $\left(A_{6}\right)$,

$$
\begin{aligned}
3 M_{k} \geq & 2 \varphi_{k}\left(u_{j}\right)-\varphi_{k}^{\prime}\left(u_{j}\right) u_{j} \\
= & \int_{-k T}^{k T}\left[2 K\left(t, u_{j}(t)\right)-\left(K_{u}\left(t, u_{j}(t)\right), u_{j}(t)\right)\right] \mathrm{d} t \\
& +\int_{-k T}^{k T}\left[\left(W_{u}\left(t, u_{j}(t)\right), u_{j}(t)\right)-2 W\left(t, u_{j}(t)\right)\right] \mathrm{d} t \\
& +\int_{-k T}^{k T}\left(f(t), u_{j}(t)\right) \mathrm{d} t \\
\geq & d_{2} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\mu} \mathrm{d} t-\int_{-k T}^{k T} \beta(t) \mathrm{d} t-C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k} \\
\geq & d_{2} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\mu} \mathrm{d} t-\beta_{0}-C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k},
\end{aligned}
$$

where $\beta_{0}=\int_{-\infty}^{\infty} \beta(t) \mathrm{d} t$.
Therefore,

$$
\int_{-k T}^{k T}\left|u_{j}(t)\right|^{\mu} \mathrm{d} t \leq \frac{1}{d_{2}}\left(3 M_{k}+\beta_{0}+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k}\right)
$$

By $\left(A_{5}\right),\left(A_{6}\right)$ and Proposition 2.1,

$$
\begin{aligned}
\frac{1}{2}\left|\dot{u}_{j}\right|_{L_{k}^{2}}^{2}= & \varphi_{k}\left(u_{j}\right)-\int_{-k T}^{k T} K\left(t, u_{j}(t)\right) \mathrm{d} t \\
& +\int_{-k T}^{k T} W\left(t, u_{j}(t)\right) \mathrm{d} t-\int_{-k T}^{k T}\left(f(t), u_{j}(t)\right) \mathrm{d} t \\
\leq & M_{k}-\underline{b} \int_{\left\{t \in[-k T, k T]| | u_{j}(t) \mid \leq 1\right\}}\left|u_{j}(t)\right|^{2} \mathrm{~d} t \\
& +d_{1} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\gamma} \mathrm{d} t+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k}
\end{aligned}
$$

Then one has

$$
\begin{aligned}
& \frac{1}{2}\left|\dot{u}_{j}\right|_{L_{k}^{2}}^{2}+\underline{b} \int_{\left\{t \in[-k T, k T] \| u_{j}(t) \mid \leq 1\right\}}\left|u_{j}(t)\right|^{2} \mathrm{~d} t \\
& \quad \leq M_{k}+d_{1} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\gamma} \mathrm{d} t+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \min \left\{\frac{1}{2}, \underline{b}\right\}\left\|u_{j}\right\|_{k}^{2} \\
& \leq M_{k}+\underline{b} \int_{\left\{t \in[-k T, k T]| | u_{j}(t) \mid>1\right\}}\left|u_{j}(t)\right|^{2} \mathrm{~d} t \\
&+d_{1} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\gamma} \mathrm{d} t+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k} \\
& \leq M_{k}+\underline{b} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\gamma} \mathrm{d} t \\
&+d_{1} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\gamma} \mathrm{d} t+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k} \\
& \leq M_{k}+\left(\underline{b}+d_{1}\right)\left|u_{j}\right|_{L_{k}^{\infty}}^{\gamma-\mu} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\mu} \mathrm{d} t \\
&+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k} \\
& \leq M_{k}+\left(\underline{b}+d_{1}\right) C_{\infty}^{\gamma-\mu}\left\|u_{j}\right\|_{k}^{\gamma-\mu} \int_{-k T}^{k T}\left|u_{j}(t)\right|^{\mu} \mathrm{d} t \\
&+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k} \\
& \leq M_{k}+\frac{1}{d_{2}}\left(\underline{b}+d_{1}\right) C_{\infty}^{\gamma-\mu}\left\|u_{j}\right\|_{k}^{\gamma-\mu}\left(3 M_{k}+\beta_{0}\right. \\
&\left.+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k}\right)+C_{0} \sqrt{2 T}\left\|u_{j}\right\|_{k} .
\end{aligned}
$$

Since $\gamma-\mu<1$, we get $\left\{\left\|u_{j}\right\|_{k}\right\}$ is bounded. Going if necessary to a subsequence, we can assume that there exists $u \in E_{k}$ such that $u_{j} \rightharpoonup u$ in $E_{k}$ as $j \rightarrow+\infty$, which implies $u_{j} \rightarrow u$ uniformly on $[-k T, k T]$.

Therefore,

$$
\left(\varphi_{k}^{\prime}\left(u_{j}\right)-\varphi_{k}^{\prime}(u)\right)\left(u_{j}-u\right) \rightarrow 0
$$

$$
\left|u_{j}-u\right|_{L_{k}^{2}} \rightarrow 0
$$

and

$$
\int_{-k T}^{k T}\left(V_{u}\left(t, u_{j}(t)\right)-V_{u}(t, u(t)), u_{j}(t)-u(t)\right) \mathrm{d} t \rightarrow 0
$$

as $j \rightarrow+\infty$.
By an easy computation, we can see that

$$
\begin{aligned}
& \left(\varphi_{k}^{\prime}\left(u_{j}\right)-\varphi_{k}^{\prime}(u)\right)\left(u_{j}-u\right)=\left|\dot{u}_{j}-\dot{u}\right|_{L_{k}^{2}}^{2} \\
& \quad-\int_{-k T}^{k T}\left(V_{u}\left(t, u_{j}(t)\right)-V_{u}(t, u(t)), u_{j}(t)-u(t)\right) \mathrm{d} t
\end{aligned}
$$

Hence we have $\left|\dot{u}_{j}-\dot{u}\right|_{L_{k}^{2}}^{2} \rightarrow 0$, and so we get $u_{j} \rightarrow u$ in $E_{k}$.
Step 2. There are constants $\rho>0$ and $\alpha>0$ independent of $k$, such that $\left.\varphi_{k}\right|_{S_{\rho}} \geq \alpha$, where $S_{\rho}=\left\{u \in E_{k} \mid\|u\|_{k}=\rho\right\}$.

Choose $\rho=\frac{\rho_{0}}{C_{\infty}}$, then for $u \in S_{\rho}$ we have $|u|_{L_{k}^{\infty}} \leq \rho_{0}$. Therefore, $|u| \leq \rho_{0} \leq 1$ for all $t \in[-k T, k T]$, and then by
$\left(A_{4}\right), W(t, u) \leq 0$. Together with (II.2), we obtain

$$
\begin{aligned}
\varphi_{k}(u)= & \int_{-k T}^{k T}\left[\frac{1}{2}|\dot{u}(t)|^{2}+K(t, u(t))-W(t, u(t))\right] \mathrm{d} t \\
& +\int_{-k T}^{k T}(f(t), u(t)) \mathrm{d} t \\
\geq & \frac{1}{2} \int_{-k T}^{k T}|\dot{u}(t)|^{2} \mathrm{~d} t+\underline{b} \int_{-k T}^{k T}|u(t)|^{2} \mathrm{~d} t \\
& -C_{0} \sqrt{2 T}\|u(t)\|_{k} \\
\geq & \min \left\{\frac{1}{2}, \underline{b}\right\}\|u(t)\|_{k}^{2}-C_{0} \sqrt{2 T}\|u\|_{k} \\
= & \min \left\{\frac{1}{2}, \underline{b}\right\} \rho^{2}-C_{0} \sqrt{2 T} \rho \\
= & \min \left\{\frac{1}{2}, \underline{b}\right\} \frac{\rho_{0}{ }^{2}}{2 C_{\infty}{ }^{2}} \\
\triangleq & \alpha .
\end{aligned}
$$

Step 3. For the $\rho$ defined as above, there exists $e_{k} \in E_{k}$ such that $\left\|e_{k}\right\|_{k}>\rho, \varphi_{k}\left(e_{k}\right) \leq 0$.

By $\left(A_{4}\right)$,

$$
\frac{W(t, u)}{|u|^{2}} \geq \frac{2 \pi^{2}}{T^{2}}
$$

for all $|u|>R$ and $t \in[-T, T]$.
Let $\delta=\max _{\{t \in[-T, T],|u| \leq R\}}|W(t, u)|$, we obtain

$$
\begin{equation*}
W(t, u) \geq \frac{2 \pi^{2}}{T^{2}}\left(|u|^{2}-R^{2}\right)-\delta \tag{II.4}
\end{equation*}
$$

for all $u \in \mathbb{R}^{n}, t \in[-T, T]$.
Set

$$
e_{k}(t)= \begin{cases}s \sin (\omega t) e, & t \in[-T, T]  \tag{II.5}\\ 0, & t \in[-k T, k T] \backslash[-T, T]\end{cases}
$$

where $\omega=\frac{\pi}{T}, e=(1,0, \cdots, 0)$. Obviously, $e_{k} \in E_{k}$, and $\left\|e_{k}\right\|_{k} \rightarrow \infty$ as $s \rightarrow \infty$. We can assume $s$ is large enough such that $\left\|e_{k}\right\|_{k} \geq \max \{1, \rho\}$. With (II.2) and (II.4), by an easy computation, we can obtain

$$
\begin{aligned}
& \varphi_{k}\left(e_{k}(t)\right) \\
= & \int_{-k T}^{k T}\left[\frac{1}{2}\left|\dot{e}_{k}(t)\right|^{2}+K\left(t, e_{k}(t)\right)-W\left(t, e_{k}(t)\right)\right. \\
& \left.+\left(f(t), e_{k}(t)\right)\right] \mathrm{d} t \\
\leq & \int_{-T}^{T} \frac{1}{2}\left|\dot{e}_{k}(t)\right|^{2} \mathrm{~d} t+\bar{b} \int_{-T}^{T}\left|e_{k}(t)\right|^{2} \mathrm{~d} t-\frac{2 \pi^{2}}{T^{2}} \int_{-T}^{T}\left|e_{k}(t)\right|^{2} \mathrm{~d} t \\
& +\left(\frac{2 \pi^{2} R^{2}}{T^{2}}+\delta\right) 2 T+C_{0} \sqrt{2 T}\left(\int_{-T}^{T}\left|e_{k}(t)\right|^{2} \mathrm{~d} t\right)^{\frac{1}{2}} \\
\leq & \frac{1}{2} s^{2} \omega^{2} \int_{-T}^{T}|\cos (\omega t)|^{2} \mathrm{~d} t \\
& +\left(\bar{b} s^{2}-\frac{2 \pi^{2} s^{2}}{T^{2}}\right) \int_{-T}^{T}|\sin (\omega t)|^{2} \mathrm{~d} t \\
& +C_{0} \sqrt{2 T} s\left(\int_{-T}^{T}|\sin (\omega t)|^{2} \mathrm{~d} t\right)^{\frac{1}{2}}+2 T\left(\delta+\frac{2 \pi^{2} R^{2}}{T^{2}}\right) \\
= & \left(\frac{1}{2} \omega^{2}+\bar{b}-\frac{2 \pi^{2}}{T^{2}}\right) s^{2} T+C_{0} \sqrt{2 T} s T^{\frac{1}{2}}+2 T\left(\delta+\frac{2 \pi^{2} R^{2}}{T^{2}}\right) \\
\leq & -\frac{\pi^{2}}{T} s^{2}+\sqrt{2} C_{0} T s+2 T\left(\delta+\frac{2 \pi^{2} R^{2}}{T^{2}}\right) \rightarrow-\infty
\end{aligned}
$$

as $s \rightarrow \infty$. So for all $k \in \mathbb{N}$, we can choose a $s$ large enough such that $e_{k}$ defined as above satisfies $\left\|e_{k}\right\|_{k}>\rho$ and $\varphi_{k}\left(e_{k}\right) \leq 0$.

Therefore, by the Mountain Pass theorem, for each $k \in \mathbb{N}$, $\varphi_{k}$ possesses a critical point $u_{k} \in E_{k}$ with value $c_{k}=$ $\varphi_{k}\left(u_{k}\right) \geq \alpha$, which means $u_{k}$ is a nontrivial solution of (II.1). Moreover,

$$
c_{k}=\inf _{g \in \Gamma_{k}} \max _{s \in[0,1]} \varphi_{k}(g(s))
$$

where

$$
\Gamma_{k}=\left\{g \in C\left([0,1], E_{k}\right): g(0)=0, g(1)=e_{k}\right\}
$$

By Lemma 2.1, we can obtain a sequence $\left\{u_{k}\right\}$ such that for each $k \in \mathbb{N}$,

$$
\varphi_{k}\left(u_{k}\right)=c_{k} \geq \alpha, \quad \varphi_{k}^{\prime}\left(u_{k}\right)=0
$$

In the following, we will show that there exists a subsequence of $\left\{u_{k}\right\}$ which almost uniformly converges to a $C^{2}$ function. We denote $C_{l o c}^{p}\left(\mathbb{R}, \mathbb{R}^{n}\right)(p \in \mathbb{N} \cup\{0\})$, the space of $C^{p}$ functions on $\mathbb{R}$ with values in $\mathbb{R}^{n}$ under the topology of almost uniformly convergence of functions and all derivatives up to the order $p$. We have the following result:

Lemma 2.2: Let $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ be the sequence given as above. Then it possesses a subsequence also denoted by $\left\{u_{k}\right\}$ and a $C^{2}$ function $u: \mathbb{R} \rightarrow \mathbb{R}^{n}$ such that $u_{k} \rightarrow u$ in $C_{l o c}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ as $k \rightarrow+\infty$.

Proof We will prove this lemma by virtue of the ArzelaAscoli theorem. We first show that the sequence $\left\{c_{k}\right\}_{k \in \mathbb{N}}$ and $\left\{\left\|u_{k}\right\|_{k}\right\}_{k \in \mathbb{N}}$ are bounded.

For any $m<n, E_{m} \subset E_{n}$. Hence the set of competing paths in $\Gamma_{n}$ is greater than $\Gamma_{m}$, which implies $c_{n} \leq c_{m} \leq c_{1}$, and then $c_{k} \leq c_{1}$ for all $k \in \mathbb{N}$.

Since

$$
\varphi_{k}\left(u_{k}\right)=c_{k} \leq c_{1}
$$

and

$$
\varphi_{k}^{\prime}\left(u_{k}\right)=0
$$

just as proof of Step 1. in Lemma 2.1, it is easy to prove $\left\{u_{k}\right\}$ is bounded uniformly in $k$. Therefore there exists a constant $M_{1}>0$ independent of $k$ such that

$$
\left\|u_{k}\right\|_{k} \leq M_{1} \text { for all } k \in \mathbb{N}
$$

From

$$
\begin{aligned}
\left|u_{k}\left(t_{1}\right)-u_{k}\left(t_{2}\right)\right| & \leq \int_{t_{1}}^{t_{2}}\left|\dot{u}_{k}(t)\right| \mathrm{d} t \\
& \leq\left(t_{2}-t_{1}\right)^{\frac{1}{2}}\left(\int_{t_{1}}^{t_{2}}\left|\dot{u}_{k}(t)\right|^{2} \mathrm{~d} t\right)^{\frac{1}{2}}
\end{aligned}
$$

we can see $\left(u_{n}(t)\right)$ is equicontinuous on each $\left[-T_{n}, T_{n}\right]$. Hence by the Arzela-Ascoli Theorem, it has a uniformly convergent subsequence on each $\left[-T_{n}, T_{n}\right]$.

Let $\left\{u_{n_{k}}^{1}\right\}$ be a subsequence of $\left\{u_{n}\right\}$ that converges on $\left[-T_{1}, T_{1}\right]$. Then it is equicontinuous and uniformly bounded on $\left[-T_{2}, T_{2}\right]$. So we can choose a subsequence $\left\{u_{n_{k}}^{2}\right\}$ of $\left\{u_{n_{k}}^{1}\right\}$ that converges uniformly on $\left[-T_{2}, T_{2}\right]$. Repeat this procedure for all $n$ and take the diagonal sequence $\left\{u_{n_{k}}^{k}\right\}$.

It is obvious that $\left\{u_{n_{k}}^{k}\right\}$ is a subsequence of $\left\{u_{n_{k}}^{i}\right\}$ for any $i \geq 1$. Hence it converges uniformly to a function $u(t)$ on any bounded interval.
In the following, for simplicity, we denote the subsequence $\left\{u_{k_{j}}^{j}\right\}$ also by $\left\{u_{k}\right\}$.

Since $u_{k}$ satisfies

$$
\begin{equation*}
\ddot{u}_{k}(t)+V_{u}\left(t, u_{k}(t)\right)=f(t) \tag{II.6}
\end{equation*}
$$

we conclude that $\left\{\ddot{u}_{k}\right\}$ and then also $\left\{\dot{u}_{k}\right\}$, converges uniformly on any bounded interval.

It is easy to see

$$
u_{k}(t)=\int_{-k T}^{t}(t-s) \ddot{u}_{k}(s) \mathrm{d} s
$$

Then $u \in C^{2}$ and $\ddot{u}_{k} \rightarrow \ddot{u}$ uniformly on any bounded interval.

In order to prove Theorem 1.1, we need the following result from [14].
Proposition 2.2: Let $u: \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a continuous mapping such that $\dot{u} \in L_{\text {loc }}^{2}\left(\mathbb{R}, \mathbb{R}^{n}\right)$. Then for every $t \in \mathbb{R}$ the following inequality holds:

$$
\begin{equation*}
|u(t)| \leq \sqrt{2}\left(\int_{t-\frac{1}{2}}^{t+\frac{1}{2}}\left(|u(s)|^{2}+|\dot{u}(s)|^{2}\right) \mathrm{d} s\right)^{\frac{1}{2}} \tag{II.7}
\end{equation*}
$$

Proof of the Theorem 1.1 We prove $u$ is exactly our desired homoclinic solution of (I.1).
Step 1. $u$ satisfies (I.1).
Check the argument of Lemma 2.2, we can pass to the limit in (II.6), and then $u(t)$ satisfies (I.1). Since $f \not \equiv 0, u$ is nontrivial.
Step 2. $u(t) \rightarrow 0$ as $|t| \rightarrow \infty$.
Obviously, for each $i \in \mathbb{N}$ there is $k_{i} \in \mathbb{N}$ such that for all $k \geq k_{i}$ we have

$$
\int_{-i T}^{i T}\left(\left|u_{k}(t)\right|^{2}+\left|\dot{u}_{k}(t)\right|^{2}\right) \mathrm{d} t \leq\left\|u_{k}\right\|_{k}^{2} \leq M_{1}^{2}
$$

Letting $k \rightarrow+\infty$, we obtain

$$
\int_{-i T}^{i T}\left(|u(t)|^{2}+|\dot{u}(t)|^{2}\right) \mathrm{d} t \leq M_{1}^{2}
$$

As $i \rightarrow \infty$, we have

$$
\int_{-\infty}^{+\infty}\left(|u(t)|^{2}+|\dot{u}(t)|^{2}\right) \mathrm{d} t \leq M_{1}^{2}
$$

Hence we get

$$
\begin{equation*}
\int_{|t| \geq \rho}\left(|u(t)|^{2}+|\dot{u}(t)|^{2}\right) \mathrm{d} t \rightarrow 0 \tag{II.8}
\end{equation*}
$$

as $\rho \rightarrow+\infty$.
Combing (II.7) and (II.8), we conclude $u(t) \rightarrow 0$ as $|t| \rightarrow$ $\infty$.
Step 3. $\dot{u}(t) \rightarrow 0$ as $|t| \rightarrow \infty$.

Since $u(s) \rightarrow 0$ and $f(s)=0$ as $|s| \rightarrow \infty$, by $\left(A_{1}\right)$, we have

$$
\begin{align*}
& \int_{t-\frac{1}{2}}^{t+\frac{1}{2}}|\ddot{u}(s)|^{2} \mathrm{~d} s \\
& =\int_{t-\frac{1}{2}}^{t+\frac{1}{2}}\left(\left|V_{u}(s, u(s))\right|^{2}+|f(s)|^{2}\right) \mathrm{d} s  \tag{II.9}\\
& \quad-2 \int_{t-\frac{1}{2}}^{t+\frac{1}{2}}\left(V_{u}(s, u(s)), f(s)\right) \mathrm{d} s \rightarrow 0
\end{align*}
$$

as $|t| \rightarrow \infty$.
From Proposition 2.2, we get
$|\dot{u}(t)|^{2} \leq 2 \int_{t-\frac{1}{2}}^{t+\frac{1}{2}}\left(|u(s)|^{2}+|\dot{u}(s)|^{2}\right) \mathrm{d} s+2 \int_{t-\frac{1}{2}}^{t+\frac{1}{2}}|\ddot{u}(s)|^{2} \mathrm{~d} s$.
Together with (II.8) and (II.9), we obtain $\dot{u}(t) \rightarrow 0$ as $|t| \rightarrow \infty$.
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# Frequency bifurcation by singularities of congruence 

Roger TAULIEGNE ${ }^{1}$


#### Abstract

Analysis of the synchronization of oscillations is often modelled using differential equations which describe the structure of the system. The constraints which control the solution are condensed in a system of equations, of which the resolution is often very difficult. We present an alternative approach by separation of the constraints. We consider here the impact of the only constraint of the congruence of the frequencies. It induces forms which are the much attractive for the families of solutions. These forms are deployed in a space of evolution, which we define. We analyze singularities of congruence of order 1. In the evolution space, we propose a scenario for series of bifurcations. This proposal is connected to an experimental example, based on an oscillator of Van der Pol.


Index Terms:-Bifurcations, congruence, synchronisation, geometric constraints, Van Der Pol.

## I. INTRODCUTION

THE synchronization of oscillations is used in a great number of applications. This phenomenon known since Huygens [1] [2], is accompanied sometimes by series of bifurcations of which it is very difficult to clarify the general law [3][4]. On this topic, we propose an original point of view: the separation of the constraints.

Each one in our speciality, when we build the model of a class of systems, we neglect the physical phenomena which intervene little. Seldom that calls into question its credibility, the more so as the taking into account of these mechanisms will complicate its equations largely. Thus, we select certain constraints, essential, and we let us be unaware of others of them. This practice is not new.

We propose an opposite step here. Rather than to group the constraints which interact in a class of systems, in the form of a differential equation, we let us analyze only one constraint, the constraint of congruence in the interaction of the oscillations. This unicity generalizes the remarks exposed in our article to a very vast class of systems, in fact with all the systems able to couple two oscillations, some is their nature.

The goal is to distinguish the consequences induced by the constraint from congruence of those dictated by the physical laws, whose common point is energy.

## II. Presentation of Congruence Singularity

## A. Model and definition of congruence singularity

To model the constraint of congruence and by reasons of simplicity, we will consider only oscillations of sinusoidal

[^0]form. This choice can be considered as the prolongation of the analysis to the first harmonic, used by the pioneers of the nonlinear automatic. For the same reason we will limit ourselves to superimpose as two oscillations. Consequently our
model is simple:
\[

$$
\begin{equation*}
v(t)=A \sin \left(\omega_{a} t+\phi_{a}\right)+B \sin \left(\omega_{b} t+\phi_{b}\right) \tag{1}
\end{equation*}
$$

\]

To reduce the writing, we can used the report/ratio of the amplitudes K , and to describe the difference of the phases by only one variable $\varphi$, then:

$$
\begin{equation*}
v(t)=K \sin \left(\omega_{a} t+\varphi\right)+\sin \left(\omega_{b} t\right) \tag{2}
\end{equation*}
$$

We denote:
$\omega_{a}=\frac{\omega_{b}}{\eta}$, avec $\eta=\frac{n}{n+q} ; n, q \in \mathrm{~N}^{*} \quad \omega_{a}=\frac{2 \pi}{T_{a}} ; \omega_{b}=\frac{2 \pi}{T_{b}}$
we set the congruence

$$
n T_{b}=(n+q) T_{a}=T_{\text {cycle }} \quad \Leftrightarrow \omega_{a}>\omega_{b}
$$

It guaranteed the periodicity of $\mathrm{v}(\mathrm{t})$. Indeed, as long as $n T_{b}=(n+q) T_{a}$, with n and $\mathrm{n}+\mathrm{q}$ in $\mathbb{N}^{*}$, we will have:

$$
\sin \left(\frac{2 \pi}{T_{b}} t_{0}\right)=\sin \left(\frac{2 \pi}{T_{b}}\left(t_{0}+n T_{b}\right)\right)
$$

Similarly:

$$
K \cdot \sin \left(\frac{2 \pi}{T_{a}} t_{0}\right)=K \cdot \sin \left(\frac{2 \pi}{T_{a}}\left(t_{0}+(n+q) T_{a}\right)\right)
$$

So:

$$
v\left(t_{0}\right)=v\left(t_{0}+n T_{b}\right)=v\left(t_{0}+(n+q) T_{a}\right)
$$

In addition, n and $\mathrm{n}+\mathrm{q}$ in imply $\eta \in Q$. Naturally, only the cases for $\mathrm{q}>0$ are relevant. The phases space is the surface of the torus $\mathrm{T}^{2}$.
Because of the constraint of congruence, all the solutions are closed trajectories. To facilitate their description on a plane figure, we will consider a cross-section of the torus, normal to its large ray. The totality of the trajectory will be thus projected on the co-ordinates ( $\mathrm{v}, \mathrm{dv}$ ), which point out the space of the phases of a simple oscillator. For K very large, $v(t)$ is slightly modulated by $\sin \left(\omega_{b} t\right)$. For $K \ll 1, v(t)$ is close to $\sin \left(\omega_{\mathrm{b}} \mathrm{T}\right)$. These two cases have not interest, but for $K \approx 1$, the two sinusoids are in phase opposition and the existence of singular points become possible.

When the two sinusoids are in phase opposition, $\mathrm{v}(\mathrm{t})$ can become null, but its derivative also. It is thus relevant to observe the evolution of $\mathrm{v}(\mathrm{t})$ and $\mathrm{dv}(\mathrm{t})$ according to the ratio K
For example, let us consider the case $\mathrm{q}=1$ and n odd (fig. 1). As long as $\varphi=0$, we will have, for $\mathrm{t}_{\mathrm{opp}}=\mathrm{T}_{\mathrm{c}} / 2$

$$
v\left(\frac{T_{c}}{2}\right)=K \cdot \operatorname{Sin}\left(\frac{2 \pi}{T_{a}} \frac{n T_{a}}{2}\right)+\operatorname{Sin}\left(\frac{2 \pi}{T_{b}} \frac{(n+q) T_{b}}{2}\right)
$$

This equation is verified for all $n$.


Fig. 1. Opposition phases, example for $\mathrm{n}=3, \mathrm{q}=1$. This opposition produces a congruence singylarity.

$$
v\left(\frac{T_{c}}{2}\right)=K \cdot \operatorname{Sin}((n+1) \pi)+\operatorname{Sin}(n \pi)=0
$$

At $\mathrm{t}_{\text {opp }}$, the derivative is :

$$
d v\left(\frac{T}{2}\right)=K \frac{\omega_{b}}{\eta} \cdot \operatorname{Cos}((n+1) \pi)+\omega_{b} \cdot \operatorname{Cos}(n \pi)
$$

The signs of the circular functions are necessarily opposed, it exists a $\mathrm{K}_{0}$ value of K which cancels this derivative:

$$
\begin{equation*}
K_{0}=\frac{-\eta \cdot \cos (n \pi)}{\cos ((n+1) \pi)} \Rightarrow K_{0}=\frac{n}{n+q} \tag{4}
\end{equation*}
$$

For this value of $K, v=d v=0$, the trajectory passes by the origin and draws a cusp (fig. 2). We will call this singularity a congruence singularity.


Fig. 2.The opposition phases produces a cups in the space of phases ( $q=1, n=1, K=0,5$ ). It is a singularity of congruence.
n term of parametric functions, this singularity is a point of graining of first species.

## B. Evolution space and deploymen

Each value of $K$ defines a periodic solution. For $K>K_{0}$, a inner loop is formed, centred on the singularity. To observe the deployment of this form, it is necessary to trace on the same graph, a succession of solutions ordered by the values of $K$. One uses the reference mark ( $v, d v, K$ ) in which one can follow the evolution of the orbits according to $K$. Consequently, we will call reference mark ( $\mathrm{v}, \mathrm{dv}, \mathrm{K}$ ) the space of evolution, following $K$ One then observes the deployment of a cone whose top is the singularity of congruence (fig. 3). We will name that the deployment of a singularity of congruence. Each solution is established with K as constant. Remark: For $\mathrm{n}=2$ the shape of the cone of deployment is reversed. This inversion follows that of the parity of $n$.

## C. Main results

So that a parametric function $\mathrm{E}(\mathrm{t})$ presents a turn back point of first species, it is necessary that its first non null derivative is of order pair and that the following one is odd. In our case, $E(t)$ is written as:


Fig. 3. Congruence singularities growing in space evolution ( $q=1, n=1$, $\left.\mathrm{K}_{\text {min }}=0,5, \mathrm{~K}_{\text {min }}=0,8\right)$.

$$
E(t)=\left|\begin{array}{l}
v(t) \\
v^{\prime}(t)
\end{array}\right|
$$

and the condition of turn back point of first species is:

$$
E^{\prime}(t)=0 ; E^{\prime \prime}(t) \neq 0 \text { et } E^{\prime \prime}(t) \neq 0 .
$$

Let $\mathrm{t}_{0}$ and $\mathrm{K}_{0}$ such that $v^{\prime}\left(t_{0}\right)=0$ et $v^{\prime \prime}\left(t_{0}\right)=0 \Rightarrow E^{\prime}\left(t_{0}\right)=0$, then:

$$
v^{\prime \prime \prime}\left(t_{0}\right)=\frac{-K}{\eta^{3}} \cos \left(\frac{t_{0}}{\eta}\right)-\cos \left(t_{0}\right) \neq v^{\prime \prime}\left(t_{0}\right) \Rightarrow v^{\prime \prime}\left(t_{0}\right) \neq 0
$$

Consequently: $E "\left(t_{0}\right) \neq 0$ et $E " '\left(t_{0}\right) \neq 0$. In our case, the conditions of existence of turn back point of first species are reduced to:

$$
\begin{aligned}
& K_{0} \omega_{a} \cos \left(\omega_{a} t_{R}\right)+\omega_{b} \cos \left(\omega_{b} t_{R}\right)=0 \\
& -K_{0} \omega_{a}^{2} \sin \left(\omega_{a} t_{R}\right)+\omega_{b}^{2} \sin \left(\omega_{b} t_{R}\right)=0
\end{aligned}
$$

We set $\omega_{b}=1$ and from the congruence constraint, we write:

$$
\begin{aligned}
& \frac{K_{0}}{\eta} \cos \left(\frac{t_{0}}{\eta}\right)+\cos \left(t_{0}\right)=0 \\
& -\frac{K_{0}}{\eta^{2}} \sin \left(\frac{t_{0}}{\eta}\right)-\sin \left(t_{0}\right)=0
\end{aligned}
$$

To avoid rational arguments, we will pose $t_{0} / n=x$, from this we have:
Proposition 1:All the congruence singularities satisfy the two following conditions:

$$
\begin{align*}
& \frac{K_{0}}{\eta} \cos ((n+q) x)+\cos (n x)=0  \tag{5}\\
& -\frac{K_{0}}{\eta^{2}} \sin ((n+q) x)-\sin (n x)=0 \tag{6}
\end{align*}
$$

Each solution of this system determines a couple $\left(\mathrm{K}_{0}, \mathrm{t}_{0}\right)$ to which corresponds a congruence singularity in the space of evolution. From this proposal, we deduce the following corollary:
Corollary 1: All the singularities occur for $\mathrm{dv}=0$.
Corollary 1 is the condition consequence of (5).
Proposition 2 :No singularity exists in $\mathrm{t}_{0}=0$.
Proof: The condition (5) requires that the value of each circular function is of opposite sign. For $\mathrm{x}=0$ this condition is not satisfied. As $t_{0} / n=x \Rightarrow x=0 \Rightarrow t_{0}=0 \square$.

A similar proof is possible with the relation (6).

Theorem 1: The number of singularities of congruence is equal to q .
Proof: Condition (5) may be rewritten as :

$$
\frac{\cos ((n+q) x)}{\sin (n x)}=-\frac{\eta}{K}
$$

The term $\cos ((n+q) x)$ is developed in a polynomial of order $\mathrm{n}+\mathrm{q}$, and the term $\cos (n x)$ results in a polynomial of order n . So the condition (5) can then be written in the form:

$$
\frac{a_{0}+a_{1} u^{1}+a_{1} u^{2}+\ldots+a_{n+q} u^{n+q}}{b_{0}+b_{1} u^{1}+b_{1} u^{2}+\ldots+b_{n} u^{n}}=-\frac{\eta}{K}
$$

From the euclidianne division, we have:

$$
\begin{equation*}
\frac{\eta}{K}+c_{0}+c_{1} u^{1}+c_{1} u^{2}+\ldots+c_{q} u^{q}=0 \tag{7}
\end{equation*}
$$

Considering the D'Alambert theorem this equation has q roots, that is to say as many singularities of congruencies. Notice that the condition (6) by the same method leads to the same result

For Example: With $\mathrm{q}=3$ and $\mathrm{n}=2$,

$$
\frac{\cos ((3+2) x)}{\cos (3 x)}=-\frac{\eta}{K} \Rightarrow \frac{16 u^{5}-20 u^{3}+5 u}{2 u^{2}-1}=\left(8 u^{3}-6 u\right)+u
$$

with $u=\cos (x)$. That leads to an equation of order 3, which with the obviousness has two symmetrical roots.

$$
u\left(8 u^{2}-5\right)+\frac{\eta}{K}=0
$$

Now, we have just to defer the values of the roots in the relation (6) for define the values of $\mathrm{K}_{0}$. It is thus almost always judicious to resort to the numerical approximation, for the determination of these values.
Note that the condition (6) by the same method leads to the same result.
Definition: Each q value defines a class of singularities of congruence. This value will be to name the order of the singularities of congruence.
Theorem 2, (Symetry theorem) If $\varphi=0$, each curve in the plan ( $\mathrm{v}, \mathrm{dv}$ ) is symmetrical with axis dv.
Proof:

1) $\frac{K}{\eta} \cdot \operatorname{Cos}(x(n+q)+\varphi)+\operatorname{Cos}(n x) \neq \frac{K}{\eta} \cdot \operatorname{Cos}(-x(n+q)+\varphi)+\operatorname{Cos}(-n x)$ As $\cos (x(n+q)+\varphi) \neq \cos (-x(n+q)+\varphi)$ for $\varphi$ not equal to 0 , then $d v(x)=d v(-x) \quad \forall x$.
2) $\frac{-K}{\eta} \operatorname{Sin}(x(n+q)+\varphi)-\operatorname{Sin}(n x) \neq \frac{K}{\eta} \operatorname{Sin}(-x(n+q)+\varphi)+\operatorname{Sin}(-n x)$

As $-\operatorname{Sin}(x(n+q)+\varphi) \neq \operatorname{Sin}(-x(n+q)+\varphi)$ for $\varphi$ not equal to 0 , then $v(x)=-v(-x) \quad \forall x$.

If $\varphi=0, \mathrm{v}(\mathrm{x})$ is an odd function and $\operatorname{dv}(\mathrm{x})$ is an even function, from where this symmetry .

This property remains true in the space of evolution.

## D. Trajectories

Considering corollary 1 , in the space of evolution, each singularity is localised in the plan $(\mathrm{v}, \mathrm{K})$ by the couple $\left(\mathrm{v}_{0}, \mathrm{~K}_{0}\right)$. As we have shown $\mathrm{K}_{0}$ on n (i.e. (4)), and although in the particular case $\mathrm{q}=\mathrm{n}=1, \mathrm{v}_{0}$ are always null, in general $\mathrm{v}_{0}$ also depends on $n$. Therefore, for $q=c t e$, the incrementing of $n$ modifies the couple $\left(\mathrm{v}_{0}, \mathrm{~K}_{0}\right)$.
Each new value of $n$ defines a new of the same singularity order. It is noted that the continuation of singularity which results from it draws in the plan $(\mathrm{v}, \mathrm{K})$ a succession of aligned points. We will call trajectory this broken line. From theorem 1, for the congruence singularities of order q , we will have q distinct trajectories.


Fig. 4. Trajectories examples of the singularities of congruence, in plan (v, K).
Définition: We will call family of singularities the whole of the singularities of congruence having a common trajectory.

This multiplicity of the singularities of congruence required the definition of a system of notation.

## E. Notation of congruence singularities

It is necessary to be able to distinctly indicate all the topological singularities in the space of evolution. The characteristic of these singularities being the congruence of the oscillations, it seems natural to indicate them in a generic way by the letter C.
Theorem 1 indicates that there is q singularities of congruence for the same value of $\eta$. The number $q$ will be called the order of the singularity and will be noted in index. In addition, for $\mathrm{q}>1$, we will have two families of singularities, it is thus necessary to identify each family by a value of index, noted f . Because of the symmetry of singularities (Th. 2) it is relevant to sign this index of the same sign as the value of $v(t)$ corresponding to the singularity. Thus all the families of singularities to $v(t)<0$ will have a negative index. The value of $f$ will be a relative entirety such that $f \in[0, q / 2]$. For the singularities located on the axis $\mathrm{K}, \mathrm{f}=0$. On both sides of this axis the value of $f$ will be increasing according to the order of appearance of the singularity. In the event of superimposed singularity, the higher cusp will have the weakest index.
Lastly, in each family a third index will number by order ascending each singularity, of or the format of the notation.

$$
C_{\text {ordre( }(q)}( \pm \operatorname{famille}(f), \text { numéro }(n))
$$

One second quantity characterizes each singularity of congruence, the value of K which corresponds to its origin.

We will use the same indices for this second value, that is to say $K_{q}( \pm f, n)$.

Thus for the family of the singularities of order 1 , we will write: $C_{1}(0, n) ; K_{1}(0, n)$

## III. Order 1 CONGRUENCE Singularities

As we showed, the moment to which occurs the singularities of order 1 is $\mathrm{T}_{\text {cycle }} / 2$. At this moment the value of K must be:

$$
K_{1}(0, n)=\frac{n}{n+1}
$$

Thus various values of $K$ are possible the table below gives

| TABLE 1 |  |
| :---: | :---: |
| SOME $\mathrm{K}_{1}(0, \mathrm{~N})$ | VALUE. |
| n | $\mathrm{K}_{1}(1, \mathrm{n})$ |
| 1 | 0,5 |
| 2 | 0,6666 |
| 3 | 0,75 |
| 4 | 0,8 |
| 5 | 0,8333 |

some examples:
When n increases the interval between two origins of singularities decrease (see fig 1 and fig. 5). This remark is probably an answer to the question: why do one more frequently observe of frequency bifurcations of a weak nature than of order high?

## A. Cone of deployment

As figure 3 suggests it, the deployment of the singularity is not a cone with the direction strict, but only with the topological direction. However, there is a place of the similar singularity to a generator is easily identifiable, because he corresponds to $\mathrm{T}_{\text {cycle }} / 2$. Knowing this moment, it is easy to define the amplitude, according to the evolution of K , i.e. during the deployment of this singularity.

$$
(n+1) \cdot T_{b}=n \cdot T_{a}=T_{c y l c e}
$$

$$
\begin{aligned}
v\left(T_{\text {cycle }} / 2\right)= & v\left(\frac{(n+1) \cdot T_{a}}{2}\right)=V((n+1) \pi) \text { avec } T_{a}=2 . \pi \\
& v((n+1) \pi)=K \sin ((n+1) \pi)+\sin \left(\frac{n(n+1) \pi}{n+1}\right)=0
\end{aligned}
$$

This expression is always null, which shows that the point of the curve that one considers is in the plan (dv, K). At the moment $\mathrm{T}_{\text {cycle }} / 2$, dv has for expression:

$$
d v((n+1) \pi)=K \cos ((n+1) \pi)+\frac{n}{n+1} \cos (n \pi)
$$

The parameters n and q being fixed, this value of amplitude is a linear function of K. Because of symmetry (Th. 2), it represents a significant measurement of the ray of the cone of deployment of the singularity. It defines a generator of this cone corresponding to its intersection with the plan $(\mathrm{v}, \mathrm{K})$, but its derivative compared to K has a constant value.

$$
\frac{\partial d v((n+1) \pi)}{\partial K}=\cos ((n+1) \pi)
$$

That shows that this generator is a line. Its slope in the plan (dv, K) is constant modulates some, therefore whatever the
value of N the slope is equal to 1 , in module. All the cones of this family of singularities have even angle in the center. According to the parity of $n$, the sign of the slope is positive or negative. It is then possible to illustrate the overlap of the deployments of a family of singularities (fig. 5).


Fig. 5. Simplified representation of congruence singularities and their expansion in the evolution space.
Thus, the constraint of congruence defines a continuation of form in the space of evolution, forms which dictate a part of the behaviours of oscillating systems physique.

## IV. Scenarios of Frequency Bifurcation

## A. Situation

The congruence of the pulsations, necessary to all synchronization, is a condition likely to lead to credible justification of the frequency bifurcation, to see to play a part of tool of design of system.
The goal is to go beyond a criterion of junction of a solution, towards a tool, near to the physical phenomena, which will clarify the total mechanism of the bifurcations, according to the structure of the system.

## B. Bifurcation's assumption

In a general way this modelling of congruence cannot describe the junctions which are born from limitations of physical nature, although coupled with the constraint of congruence. But in order to outline a scenario of junctions in frequency, we will suppose:

1) That the physical constraints limit the size of the secondary loop to a fixed value, noted $\mathrm{E}_{\text {seuil }}$.
2) When this limit is reached, by increase in $K$, the report/ratio of congruence changes.
For example, N is incremented, which authorizes the respect of congruence in spite of the growth of K

In measurement or one identifies axis v with a physical size, such as distance, tension, running, etc... and dv with derived from this size, any ray in plan ( $\mathrm{v}, \mathrm{dv}$ ) is homogeneous with a value of energy. The threshold of bifurcation which is of energy nature, can be clarified in the plan ( $\mathrm{v}, \mathrm{dv}$ ). By simple graphic facility, we choose a value of dv like description of the energy threshold.

The two stated conditions are enough to model the junctions according to the growth of K (fig.6). Indeed, beyond the energy limit, the constraint of congruence is not respected any more, but our model shows that there exists, for this same value of $\mathrm{K}_{\mathrm{lim}}$ another solution which restores congruence.

It is realistic to assert that, like any oscillating system, the


Fig. 6. Bifurcation scenarios due to K growing. Growth of K drives the trajectory on the cone of deployment of the singularity of congruence. It is geometric pressure. Arrived at the energy of threshold, resolution loses its stability, there is bifurcation.
system will tend to maximize the energy which it stores in its structure and which the periodic solution will preferably satisfy this constraint with other solutions, which they would dissipate more energy. Singularity of congruence

## V. EXPERIMENTAL EXAMPLE

We propose like example an oscillator of Van Der Pol. (VDP) [3] forced by a generator of sinusoidal current (fig. 7) [5] [6].

$$
\begin{equation*}
\frac{d^{2} v}{d t^{2}}+\frac{g(v)}{C} \frac{d v}{d t}+\omega_{0}^{2} v(t)=\frac{I_{1} \omega_{1}}{C} \operatorname{Cos}\left(\omega_{1} t+\theta_{1}\right) \tag{8}
\end{equation*}
$$

The value of $\mathrm{E}_{\mathrm{th}}$ is mainly given by discontinuities of the non linear conductance (NLC), noted $\mathrm{g}(\mathrm{v})$ (fig. 8). These limits being tensions, they correspond to axis v .


Fig. 7. Schemas of experimental circuit, with : $\mathrm{L}=10 \mathrm{mH}, \mathrm{C}=22 \mathrm{nF}$, $\mathrm{R}=1250 \Omega, \mathrm{~V}_{\mathrm{T}}=0,4, \mathrm{~g}_{+}=0.2 \mathrm{mS}, \mathrm{g}=-4.2 \mathrm{mS}$.


The space of the phases is the $\mathrm{T}^{2}$ torus, of which we will observe a section ( v , dv). The order of the systems is the vector $\left(\mathrm{I}_{1}, \omega_{1}\right)$, to which tries to synchronize the assembly of VDP. The energy threshold $\mathrm{E}_{\text {seuil }}$ is translated in the space of evolution like a plan parallel with (dv, K), this at first approximation. In any rigour, it is not a question of a plan but of a surface which has a variable curve locally.

For our analysis, we set $f_{1}=14 \mathrm{KHz}\left(\omega_{1}=2 \pi f_{1}\right)$. The proper
frequency of the VDP is $f_{0}=10,7 \mathrm{KHz}\left(\omega_{0}=2 \pi f_{0}\right)$, what leads to a ratio of frequencies:

$$
\frac{10,7 \mathrm{KHz}}{14 \mathrm{KHz}}=0,764
$$

We are in an intermediate situation between $n=3$ and $n=4$, $\mathrm{q}=1$.

$$
\frac{n}{n+1}=\frac{3}{4}=0,75<\frac{f_{0}}{f_{1}}=0,764<\frac{4}{5}=0,8
$$

In accord with the constraint of congruence, one notes a singularity $\mathrm{C}_{1}(0,3)$, whose shift compared to the origin is the consequence of a value of $\varphi \neq 0$ (fig. 9).


Fig. 9. Trajectory in the evolution space for K fixed. The small loop, in the zone with negative conductance, grows when $I_{1}$ augments, she leads then to an important increase of energy in the system.
The increase of $\mathrm{I}_{1}$, therefore the energy of one of the swing, unfolds singularity in the zone with negative conductance.


Fig. 10. Bifurcation by increasing value of $\mathrm{I}_{1}$. The increase of injected energy causes a doubling of cycle.
This generator of current of VDP produces a synchronous pumping of swing, of or one fork by doubling of cycle.

From the energetic argument, a very weak variation of the value of $I_{1}$ causes this junction. More precisely, this very weak variation induces increases appreciably larger in the energy injected by the NLC, defines by:

$$
E_{i n j}=\int_{v_{s 1}(t)}^{v_{2}(t)} v_{d}(t) \cdot i_{d}(t) \cdot d t=g_{-} \int_{v_{s 1}(t)}^{v_{2}(t)} v_{d}^{2}(t) \cdot d t
$$

The analysis of this energy, developed in [7], shows that according to their initial conditions $\left(\theta, \mathrm{dV}_{\mathrm{s}}\right)$, the segments of the trajectory which traverse the negative zone of the CNL, inject :

1) Very little energy (zone B, fig.11)
2) Definitely more in zone $A$, which besides presents much more a saddle node
3) But for certain segment which with $L$ limiting of these two zones form a borderline of energy.

This strong energy gradient causes the instability of the solutions passing by its coordinates. That justifies the concept of energy threshold evoked in our scenario of bifurcation.


Fig. 11. Energy borderline. Injected energy by the NLC.
In zone A , point a indicates the initial conditions of the segment pertaining to $\mathrm{C}_{1}(0,3)$. After the bifurcation, this segment is duplicated (point b and b '), and their difference in energy characterises the pumping effect.

The continuation of the increase in $\mathrm{I}_{1}$, causes the crossing of the borderline of energy of the points b and b , which amalgamates again. This new bifurcation leads to a division by 4 of $f_{1}$ (fig. 12).


Fig. 12. Frequency bifurcation by 4.
We checks on this figure the decentring of the inner loop, which corresponds to the role of $\varphi$, in the adjustment of the constraints.

## VI. CONCLUSION

The constraint of congruence imposes in the space of evolution of the geometrical forms, which we clarified. In the case of the electric circuits, the choice of an assembly imposes its topography, and thus the advance of energy. The choice of the type of each dipole (resistance, coil, capacity), then of their values defines how energy will circulate, as well as the speed of the exchanges. These choices are as many superimposed constraints, to obtain the desired function.

Obtaining an oscillation imposes an energy balance no one on a cycle. The choice of the value of the components of an assembly determines the quantities of energy being able to be stored and/or dissipated. In the space of the phases, these constraints prohibited certain trajectories, and others select some.

The synchronization of two oscillations imposes the
constraint of congruence. The respect of the whole of the constraints is appreciably easier if there is an additional degree of freedom.

Thus, to satisfy the energy constraint and the constraint of congruence, the difference of phase between oscillations is this degree of freedom. We showed that for $\varphi \neq 0$, the geometry of the singularities of congruence changes, but their topology remains.
The bifurcation scenario proposed, built an explanation of the reduction in the interval between two junctions when K increases. The detailed analysis of the oscillator of Van Der Pol., in forced mode, testifies for this physical example to the validity to this approach. A nearly constant energy threshold starts, by an identical mechanism, a continuation of bifurcation according to K . It seems to also explain why lowest congruence, appear more frequently than divisions of frequency of a very high nature.
From the point of view of the ordering of such a system, it is plausible to choose the order of the singularity of congruence and to determine the vector of order $\left(\mathrm{K}, \omega_{\mathrm{a}}\right)$ which will control the second oscillator.

It appears that the separation of the constraints offers another reading of the mechanisms of junction and their scheduling. It is an alternative to the approaches of the differential geometry, probably nearer to physics, which could facilitate its use.
Finally, it seems obvious to us that the study of the singularities of congruence of a nature higher than 1 should assemble the richness of the forms induce by this constraint. The duality synchronization bifurcation seems to justify the export of some of these results to the chaotic behaviour. Very generic properties will be can be exhibit, at least such is the objective of our next article.
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# Calculation of the largest Lyapunov exponent for a particular hybrid dynamical systems class 

Céline Quémard

Index Terms-Chaos, hybrid dynamical systems, Lyapunov exponent, switchings, thermal application.

## Extended abstract

Lyapunov exponents measure the exponential convergence or divergence rate of two trajectories with nearby initial conditions. A system of dimension $N, N \geq 1$, has $N$ Lyapunov exponents and each measures the convergence or divergence rate according to one of system axes [1], [2], [3], [8].

Calculation of the largest Lyapunov exponent is the most interesting to realize. Indeed, a strictly positive value for this quantity generally implies chaos existence [1], [4], [9].

In this paper, we study a particular class of hybrid dynamical systems with autonomous switchings, these switchings being generated by a hysteresis phenomenon [5]. This class analysis presents an interest insofar as it admits a large number of industrial applications (in thermal, electronics, automotive...) and in any dimension. Moreover, despite its relatively simple mathematical model, complex behaviors can appear like period-doubling bifurcations [6], [7] and chaotic behaviors from dimension three systems.

It is to illustrate existence of chaotic behaviors that we will calculate the largest Lyapunov exponent considering a thermal application : a thermostat with an anticipative resistance controlling a convector located in the same room. The difficulty of this calculation occurs because of the existence of switchings that cause discontinuities in the system to solve.

In [3], a comparison of three methods :

- time series method using suites of points obtained by experimental measurements,
- difference method calculating two trajectories by numerical integration,
- variational method taking into account a small perturbation for an initial trajectory
is given and concludes that the variational method is the most suited to systems with discontinuities.
That is why, in this paper, first, we present this method giving the Müller [4] algorithm which permits calculate the largest Lyapunov exponent. Then, we apply all theoretical results to the thermostat with an anticipative resistance system and we give some numerical simulations to illustrate this study.
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# Forced synchronization of coupled hyperchaotic oscillators: Application to an authentication process 

Laurent Laval


#### Abstract

This paper investigates the forced synchronization of a ring network of (controlled) hyperchaotic oscillators, to set up an authentication process for secure communication or filtered access purposes. In particular, we consider a set of three continuous-time, hyperchaotic circuits of Matsumoto-ChuaKobayashi [1], with unidirectional, partial-state coupling ${ }^{1}$ for synchronization purpose. Regarding to this context, one hyperchaotic (sub)system represents the "claimed identity" to be authenticated, while the two others can be viewed as locking/unlocking devices. The proposed authentication protocol then consists in performing a kind of tripartite handshaking procedure ${ }^{2}$, by means of synchronizing some state trajectories of interest (the authentication being validated if the synchronization is achieved). Thus, after briefly describing the authentication process, this paper focuses on transmitted states between each pair of nodes, with regard to confidentiality preserving criteria and the synchronization objective. Then we address the (forced) synchronization problem, by considering both sliding mode controllers and endogenous control laws to drive each hyperchaotic subsystem. Finally, the proposed authentication process is illustrated through examples with right and wrong "claimed identity".


Index Terms-Chaos synchronization, Hyperchaos, Chaotic networks, Authentication.

## I. Introduction

Since the seminal paper of Nijmeijer and Mareels [2], synchronization of chaotic systems with regard to a control theory viewpoint, has received an increasing interest (see, for instance, [3][4][5][6] and references therein). Such an attention was indeed motivated by potential applications of chaos synchronization to many fields (e.g. [7][8]), with a particular interest in (secure) communication (e.g. [9][10]) and cryptography (e.g. [11][12][13]). Following a somewhat different purpose, this paper investigates the use of controlled synchronization of hyperchaotic systems as an authentication process. More precisely, we propose to consider the parameters and the mathematical structure of a hyperchaotic system as the signature of a "claimed identity" to be authenticated by means of an appropriate checking process. In this purpose, as suggested in [14], we investigate a kind of tripartite handshaking procedure based on the (controlled) synchronization properties of a ring network of unidirectionally coupled, hyperchaotic subsystems, including the claimed identity as one network node. With respect to such a context (involving some chosen state coupling conditions), the authentication is then validated if some selected state trajectories synchronize.
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${ }^{1}$ i.e. restricted to only one or two transmitted state(s) per network node, while the M-C-K circuit is a fourth-order system.
${ }^{2} \mathrm{As}$ in the context of secure communication protocols.

Such a controlled synchronization is nevertheless difficult to achieve due to:

- the hyperchaotic nature of each subsystem (as the high sensitivity of hyperchaotic systems to external signals intricate the control and, therefore, the forced synchronization),
- the selected (partial-state) coupling between each pair of nodes (as this selection mainly comes from confidentiality preserving criteria rather than facilities for synchronization),
and,
- the fact that each control law (within each network node) may induce, through the coupling, some destabilizing effects on the following connected node.
According to that, this paper is organized as follows. Section II briefly describes the authentication process. Section III introduces, from a control theory viewpoint, the synchronization problem intrinsic to that process. Section IV focuses on the network configuration, including the choice of transmitted states between each pair of nodes. Then, section V states the main results of this paper, in relation with the forced synchronization of the network. Finally, in section VI, the proposed authentication process is illustrated through examples with right and wrong "claimed identity", before to conclude in section VII.


## II. AUTHENTICATION PROCESS DESCRIPTION

First, let us recall that this paper considers the parameters and the intrinsic structure of a hyperchaotic system as the signature of a claimed identity to be authenticated. To perform such an authentication, we then propose to deal with the (controlled) synchronization properties of a ring network of hyperchaotic subsystems, including the "identity claimer" as one network node (see Figure 1)


Fig. 1. Ring network of (controlled) hyperchaotic subsystems
This network is then composed of three nodes, where node 2 represents the "identity claimer", while the two others (nodes 3
and 1) can be viewed as playing the role of locking/unlocking devices. Each node is composed of a continuous-time, hyperchaotic circuit whose behavior is driven by means of appropriate control laws acting with respect to received input and/or endogenous signals (see Figure 2).


Fig. 2. Internal structure of a node $N_{i} \quad(i=1 . .3)$
For the authentication procedure, the three nodes are coupled, one-to-one, by chosen signals to perform a kind of tripartite "handshaking" (in the sense of a secure handshake protocol between communicating computers or electronic devices). The claimed identity is then validated if some state trajectories of interest synchronize. Contrarily, the authentication fails if theses trajectories do not synchronize, as this implies that the system parameters and/or the intrinsic structure of node 2 hyperchaotic oscillator are/is wrong.

Remark 1: The consideration of a ring network (including the identity claimer) instead of only two nodes, is motivated by the objective of avoiding bidirectional communications and intricating the synchronization (to enhance, in a sense, the confidentiality and security features against possible eavesdropper).

## III. Problem statement

## A. System description

From a control theory viewpoint, each free (i.e. uncontrolled) hyperchaotic subsystem $\Sigma_{i}$ can be defined as an autonomous nonlinear system of the general form:

$$
\Sigma_{i}\left\{\begin{array}{l}
\dot{x}_{i}=f_{i}\left(x_{i}\right)  \tag{1}\\
y_{i}=h_{i}\left(x_{i}\right)
\end{array} \quad x_{i}\left(t_{0}\right)=x_{i 0}\right.
$$

where $x_{i} \in X_{i} \subseteq \mathbb{R}^{n}$ (for time $t \in\left(t_{0}, \infty\right)$ ), $x_{i 0} \in \mathbb{R}^{n}$ is the initial state, and $t_{0} \in \mathbb{R}$ is the initial time. $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a smooth vector field, $y_{i} \in \mathbb{R}^{p}$ is the output vector, and $h_{i}$ (with $h_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ ) is a column vector of $p$ scalar-valued smooth functions.

Remark 2: As we deal with continuous-time, hyperchaotic systems, we assume that $\operatorname{dim}\left(x_{i}\right)=n>3$.

According to (1) and Figure 2, each node $N_{i}$ can then be defined by:

$$
N_{i}\left\{\begin{array}{l}
\Sigma_{i}\left\{\begin{array}{l}
\dot{x}_{i}=f_{i}\left(x_{i}\right)+\underbrace{g_{i}\left(x_{i}\right) u_{i}\left(y_{i}, z_{i-1, i}\right)}_{U_{i}} \\
y_{i}=h_{i}\left(x_{i}\right) \\
x_{i}\left(t_{0}\right)=x_{i 0}
\end{array}\right.  \tag{2}\\
z_{i, i+1}=\zeta_{i}\left(x_{i}\right) \\
z_{i-1, i}=\zeta_{i-1}\left(x_{i-1}\right)
\end{array}\right.
$$

where $z_{i, i+1} \in \mathbb{R}^{m_{o}}$ (resp. $z_{i-1, i} \in \mathbb{R}^{m_{e}}$ ) is the vector of transmitted signals for coupling between nodes $N_{i}$ and $N_{i+1}$ $\left(\right.$ resp. $N_{i-1}$ and $\left.N_{i}\right), \zeta_{i}\left(\right.$ resp. $\left.\zeta_{i-1}\right)$ is a column vector of $m_{o}$ (resp. $m_{e}$ ) scalar-valued smooth functions. $g_{i}\left(x_{i}\right)$ (with $g_{i}$ : $\left.\mathbb{R}^{q} \rightarrow \mathbb{R}^{n}\right)$ is a smooth vector field, and $u_{i}\left(y_{i}, z_{i-1, i}\right) \in \mathbb{R}^{q}$ is a column vector of control laws based on output vector $y_{i}$ and received signals vector $z_{i-1, i}$.

Remark 3: Here, as we consider partial-state coupling between consecutive nodes, thus:

$$
\begin{gather*}
\operatorname{dim}\left(z_{i, i+1}\right)=m_{o}<n  \tag{3}\\
\operatorname{dim}\left(z_{i-1, i}\right)=m_{e}<n . \tag{4}
\end{gather*}
$$

with, possibly, $m_{e} \neq m_{o}$.
Remark 4: As we consider a ring network of $k$ nodes $N_{i=1 \cdots k}$, the subscript $i$ is defined according to the following rules:

$$
\begin{array}{lll}
\text { if } & i=1 & \text { then }
\end{array} \quad i-1=k
$$

Moreover, for convenience but without loss of generality, we consider, in this paper, the following assumptions:

Assumption $A$ - 3.1: $y_{i}=C_{i} x_{i}$ with $C_{i} \in \mathbb{R}^{p \times n}$ (i.e. a linear state-to-output mapping).

Assumption $A-3.2: f_{i}(\bullet)$, in (1), is globally Lipschitz and bounded.

Assumption $A$ - 3.3: $z_{i-1, i}=\Gamma_{i} x_{i}$ with $\Gamma_{i} \in \mathbb{R}^{m_{e} \times n}$.

## B. General problem statement

With respect to the connexion rules (5), we can define the synchronization error between two coupled nodes $N_{i}$ and $N_{i-1}$, by:

$$
\begin{equation*}
e_{i, i-1}=x_{i}-x_{i-1} \tag{6}
\end{equation*}
$$

The full-state synchronization can then be expressed as:

1) Case of exponential or asymptotical convergence:

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|x_{i}-x_{i-1}\right\|=0 \tag{7}
\end{equation*}
$$

2) Case of finite-time convergence:

$$
\begin{align*}
\lim _{t \rightarrow T}\left\|x_{i}-x_{i-1}\right\| & =0 \quad \text { with time } T \in\left(t_{0}, \infty\right) \\
\left\|x_{i}-x_{i-1}\right\| & =0 \quad \forall t>T \tag{8}
\end{align*}
$$

where $\|\bullet\|$ stands for the Euclidean norm.
In the sequel, we will also referred to as partial-state synchronization if, at least, one state of node $N_{i}$ is synchronized with the corresponding state of node $N_{i-1}$ and, only if, at least, one of the states does not synchronize.

Now, according to (2) and (6), we can define the synchronization error dynamics by:
$\Sigma_{i, i-1}^{e}\left\{\begin{aligned} \dot{e}_{i, i-1}= & f_{i}\left(x_{i}\right)-f_{i-1}\left(x_{i-1}\right)+\underbrace{g_{i}\left(x_{i}\right) u_{i}\left(y_{i}, z_{i-1, i}\right)}_{U_{i}} \\ & -\underbrace{g_{i-1}\left(x_{i-1}\right) u_{i-1}\left(y_{i-1}, z_{i-2, i-1}\right)}_{\Delta_{i}}\end{aligned}\right.$
where the subscript $i-2$ follows the connexion rules given by (5).

Remark 5: With regard to (2), it is clear that transmitted signals vector $z_{i-1, i}$ (from node $N_{i-1}$ to $N_{i}$ ) may directly or
indirectly contain some control components related to $u_{i-1}(\bullet)$. In other words, each control law (within each network node) may induce, through the coupling, some destabilizing effects on the following connected node. Moreover, regarding to (9), the forced synchronization of nodes $N_{i-1}$ with $N_{i-2}$ does intricate the synchronization of nodes $N_{i}$ and $N_{i-1}$. Thus, the design of $U_{i}$ has to result from a trade-off between acting for $\Sigma_{i}$ and possible consequences on $\Sigma_{i+1}$. Moreover, control law $U_{i}$ has to be robust enough to deal with $\Delta_{i}$ (coming from node $N_{i-1}$ ) as an external disturbance to be tackled.

Remark 6: As $z_{i-1, i}$ is directly related to $x_{i-1}$, then, by considering the synchronization error (6), control term $U_{i}$ can be rewritten as:

$$
\begin{equation*}
U_{i} \equiv \bar{g}_{i}\left(e_{i, i-1}\right) \bar{u}_{i}\left(y_{i}, z_{i-1, i}\right)+\bar{g}_{i}\left(x_{i}\right) \bar{u}_{i}\left(y_{i}, z_{i-1, i}\right) \tag{10}
\end{equation*}
$$

with $\bar{g}_{i}(\bullet)$ and $\bar{u}_{i}(\bullet)$ of appropriate dimensions.
Regarding to (2), (6), (9), and connexion rules ${ }^{3}$ (5), the problem can be summarized by the following questions:

1) Is the system $\Sigma_{i, i-1}^{e}$ controllable in a neighboorhood of an equilibrium point $e_{i, i-1}^{o}$, with, possibly, $e_{i, i-1}^{o} \equiv 0$ ?
2) In such a case, how to define $U_{i}$ while considering remark 5 ?
Next sections investigate such questions, when dealing with the circuit of Matsumoto-Chua-Kobayashi [1] as subsystem $\Sigma_{i=1 . .3}$ (see Eq. (1)).

## IV. Network configuration

## A. The hyperchaotic system

As previously mentionned, this paper focuses on the fourthorder electronic circuit of Matsumoto-Chua-Kobayashi [1] (see Figure 3), as free hyperchaotic subsystem $\Sigma_{i=1 . .3}$ (see relation (1)).


Fig. 3. The hyperchaotic circuit of Matsumoto-Chua-Kobayashi
This circuit can be defined by the following set of equations:

$$
\Sigma\left\{\begin{align*}
\frac{d v_{1}}{d t} & =\frac{1}{C_{1}}\left(F(v)-i_{1}\right)  \tag{11}\\
\frac{d v_{2}}{d t} & =\frac{1}{C_{2}}\left(-F(v)-i_{2}\right) \\
\frac{d i_{1}}{d t} & =\frac{1}{L_{1}}\left(v_{1}+R i_{1}\right) \\
\frac{d i_{2}}{d t} & =\frac{1}{L_{2}} v_{2}
\end{align*}\right.
$$

[^1]where $v_{1}$ and $v_{2}$ represent the voltage across capacitors $C_{1}$ and $C_{2}$ respectively. $i_{1}$ and $i_{2}$ are the current through inductors $L_{1}$ and $L_{2}$ respectively. $F(v)$ is a piece-wise continuous function related to the (nonlinear) diode characteristics, and such that:
\[

$$
\begin{equation*}
F(v)=m_{0} v+0.5\left(m_{1}-m_{0}\right)(|v+1|-|v-1|) \tag{12}
\end{equation*}
$$

\]

with $v=v_{2}-v_{1}$.
By considering the following system parameters (see [1]): $C_{1}=0.5, C_{2}=0.05, L_{1}=1$ and $L_{2}=2 / 3, R=1$, $m_{0}=3$ and $m_{1}=-0.2$, this circuit then exhibits a typical hyperchaotic behavior, emphasized by computing the Lyapunov exponents (two of them are positive [1]).

Now, by posing $\alpha=\frac{1}{C_{1}}, \beta=\frac{1}{C_{2}}, \gamma=\frac{1}{L_{1}}$, and $\lambda=\frac{1}{L_{2}}$, system (11) under control can be expressed as:

$$
\Sigma\left\{\begin{array}{l}
\dot{v_{1}}=\alpha\left(F\left(v_{2}-v_{1}\right)-i_{1}\right)+U^{v_{1}}  \tag{13}\\
\dot{v_{2}}=\beta\left(-F\left(v_{2}-v_{1}\right)-i_{2}\right)+U^{v_{2}} \\
\dot{i_{1}}=\gamma\left(v_{1}+R i_{1}\right)+U^{i_{1}} \\
\dot{i_{2}}=\lambda v_{2}+U^{i_{2}}
\end{array}\right.
$$

where $U=\left[U^{v_{1}} U^{v_{2}} U^{i_{1}} U^{i_{2}}\right]^{T}$ is defined according to (2).

## B. Transmitted signals

Now, let us deal with the coupling between two consecutive nodes ( $N_{i-1}$ and $N_{i}$ ), that we will referred to as transmitter and receiver respectively. Then, let us remain that when the transmitted signal (or vector) contains the nonlinear dynamics of the transmitter, this one is then globally weakly observable [15]. In such a case, there exists many possible observer design approaches which enable reconstructing the state of the transmitter. Therefore, the transmitted signals from node 1 to node 2 have to be chosen so as to disable or, at least, to seriously intricate the reconstruction of node 1 states (as part of the locking/unlocking device) by an unauthorized node 2 (such as an eavesdropper). Similarly, the transmitted signals from node 2 to node 3 have to be chosen carefully to intricate the reconstruction of node 2 states (that is the identity claimer) by a wrong authentication device (that is a falsified node 3). With regard to (13), such confidentiality preserving criteria then restrict the consideration to $i_{1}$ and/or $i_{2}$ state(s) as transmitted signal(s) for synchronization purposes (to avoid the direct transmission of $F\left(v_{2}-v_{1}\right)$ ).

Thus, the question is: Is there a possible way to achieve a controlled (i.e. forced) synchronization of the ring network of hyperchaotic systems (13), with such a partial-state coupling ?

As an answer, we give some results in the next section.

## V. MAIN RESULTS

First, let us start by considering a free hyperchaotic system (11) coupled with a controlled one (13), by means of transmitted signals restricted to currents $i_{1}$ and $i_{2}$ (coming from the free system).

Proposition 5.1: If two coupled systems $\Sigma_{i}$ and $\Sigma_{j}$, defined respectively by (13) and (11), share the same (key) parameters $\alpha_{i}=\alpha_{j}=\alpha, \beta_{i}=\beta_{j}=\beta, \gamma_{i}=\gamma_{j}=\gamma, \lambda_{i}=\lambda_{j}=\lambda$, and $R_{i}=R_{j}=R$, then, with a coupling vector restricted to
states $i_{1}$ and $i_{2}$, and for any initial conditions $x_{i 0}$ and $x_{j 0}$, these systems fully synchronize by means of:

External driven sliding-mode control laws:

$$
\begin{align*}
U^{i_{1}} & =K_{1} \operatorname{sign}\left(e_{i, j}^{i_{1}}\right) \\
U^{i_{2}} & =K_{2} \operatorname{sign}\left(e_{i, j}^{i_{2}}\right) \tag{14}
\end{align*}
$$

and endogenous control laws:

$$
\begin{align*}
U^{v_{1}} & =K_{3} \times\left(\dot{e}_{i, j}^{i_{1}}-U^{i_{1}}-R e_{i, j}^{i_{1}}\right)+\alpha e_{i, j}^{i_{1}}  \tag{15}\\
U^{v_{2}} & =K_{4} \times\left(\dot{e}_{i, j}^{i_{2}}-U^{i_{2}}\right)+\beta e_{i, j}^{i_{2}}
\end{align*}
$$

with $K_{1}, K_{2}, K_{3}, K_{4} \in \mathbb{R}^{-}-\{0\}, e^{i_{1}}=i_{1_{\Sigma_{i}}}-i_{1_{\Sigma_{j}}}$ and $e^{i_{2}}=i_{1_{\Sigma_{i}}}-i_{2_{\Sigma_{j}}}$.

Proof: First, for readability, let us use the following notation: $x=v_{1}, y=v_{2}, z=i_{1} w=i_{2}$, and $\tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right) \equiv$ $f_{i}\left(x_{i}\right)-f_{i-1}\left(x_{i-1}\right)$, and replace the subscript $j$ in Proposition (5.1) by $i-1$. Moreover, let us assume that the subsystems $\Sigma_{i}$ and $\Sigma_{i-1}$ have the same parameters: $\alpha_{i}=\alpha_{i-1}=\alpha$, $\beta_{i}=\beta_{i-1}=\beta, \gamma_{i}=\gamma_{i-1}=\gamma, \lambda_{i}=\lambda_{i-1}=\lambda$, and $R_{i}=R_{i-1}=R$.

Then, according to (9), (11) and (13), the synchronization error dynamics can be expressed as,

$$
\begin{align*}
\dot{e}_{i, i-1}^{x} & =\alpha \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)-\alpha e_{i, i-1}^{z}+U^{x}  \tag{16}\\
\dot{e}_{i, i-1}^{y} & =-\beta \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)-\beta e_{i, i-1}^{w}+U^{y}  \tag{17}\\
\dot{e}_{i, i-1}^{z} & =\gamma e_{i, i-1}^{x}+\gamma R e_{i, i-1}^{z}+U^{z}  \tag{18}\\
\dot{e}_{i, i-1}^{w} & =\lambda e_{i, i-1}^{y}+U^{w} \tag{19}
\end{align*}
$$

Regarding to (18) and (19), we can note that the synchronization errors $e_{i, i-1}^{x}$ and $e_{i, i-1}^{y}$ can be estimated from the (known) errors $e_{i, i-1}^{z}$ and $e_{i, i-1}^{w}$, their time-derivatives $\dot{e}_{i, i-1}^{z}$ and $\dot{e}_{i, i-1}^{w}$, and control laws $U^{z}$ and $U^{w}$ respectively.

Now, consider a Lyapunov function,

$$
\begin{equation*}
V=\underbrace{\frac{1}{2}\left(e_{i, i-1}^{x}\right)^{2}}_{V_{1}}+\underbrace{\frac{1}{2}\left(e_{i, i-1}^{y}\right)^{2}}_{V_{2}}+\underbrace{\frac{1}{2}\left(e_{i, i-1}^{z}\right)^{2}}_{V_{3}}+\underbrace{\frac{1}{2}\left(e_{i, i-1}^{w}\right)^{2}}_{V_{4}}>0 \tag{20}
\end{equation*}
$$

Its time-derivative is given by:

$$
\begin{equation*}
\dot{V}=\underbrace{\dot{e}_{i, i-1}^{x} e_{i, i-1}^{x}}_{\dot{V}_{1}}+\underbrace{\dot{e}_{i, i-1}^{y} e_{i, i-1}^{y}}_{\dot{V}_{2}}+\underbrace{\dot{e}_{i, i-1}^{z} e_{i, i-1}^{z}}_{\dot{V}_{3}}+\underbrace{\dot{e}_{i, i-1}^{w} e_{i, i-1}^{w}}_{\dot{V}_{4}} \tag{21}
\end{equation*}
$$

with, explicitly,

$$
\begin{align*}
\dot{V}_{1} & =\left[\alpha \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)-\alpha e_{i, i-1}^{z}+U^{x}\right] e_{i, i-1}^{x}  \tag{22}\\
\dot{V}_{2} & =\left[-\beta \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)-\beta e_{i, i-1}^{w}+U^{y}\right] e_{i, i-1}^{y}  \tag{23}\\
\dot{V}_{3} & =\left[\gamma e_{i, i-1}^{x}+\gamma R e_{i, i-1}^{z}+U^{z}\right] e_{i, i-1}^{z}  \tag{24}\\
\dot{V}_{4} & =\left[\lambda e_{i, i-1}^{y}+U^{w}\right] e_{i, i-1}^{w} \tag{25}
\end{align*}
$$

Recalling that, from (14),

$$
\begin{align*}
U^{z} & =K_{1} \operatorname{sign}\left(e_{i, i-1}^{z}\right)  \tag{26}\\
U^{w} & =K_{2} \operatorname{sign}\left(e_{i, i-1}^{w}\right)
\end{align*}
$$

and assuming that, during a sufficient time, $e_{i, i-1}^{x}$ and $e_{i, i-1}^{y}$ remain bounded by known upper bounds, then we can find some control gains $K_{1} \in \mathbb{R}^{-*}$ and $K_{2} \in \mathbb{R}^{-*}$, such
that $\dot{V}_{3}$ and $\dot{V}_{4}$ are negative. Therefore, from sliding-mode control theory (e.g. [16][17]), the synchronization errors $e_{i, i-1}^{z}$ and $e_{i, i-1}^{w}$ converge towards zero in finite-time $T_{z}$ and $T_{w}$ respectively.

Now, let us note that, after a finite-time $T \geq \max \left(T_{z}, T_{w}\right)$, (22) and (23) reduce respectively to:

$$
\begin{align*}
& \dot{V}_{1}=\left[\alpha \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)+U^{x}\right] e_{i, i-1}^{x}  \tag{27}\\
& \dot{V}_{2}=\left[-\beta \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)+U^{y}\right] e_{i, i-1}^{y} \tag{28}
\end{align*}
$$

Moreover, as $f_{i}(\bullet)$ and $f_{i-1}(\bullet)$ are globally Lipschitz (from assumption A-3.2) and assumed to be identical (in case of right claimed identity), thus, $\forall x_{i} \in X_{i} \subseteq \mathbb{R}^{n}, \forall x_{i-1} \in$ $X_{i-1} \subseteq \mathbb{R}^{n}$

$$
\begin{equation*}
\left\|f_{i}\left(x_{i}\right)-f_{i-1}\left(x_{i-1}\right)\right\| \leq \psi\left\|x_{i}-x_{i-1}\right\|, \quad \psi \geq 0 \tag{29}
\end{equation*}
$$

meaning that $\tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)$ is also globally Lipschitz.
Thus, assuming a known upper bound of $\left\|f_{i}\left(x_{i}\right)-f_{i-1}\left(x_{i-1}\right)\right\|$ and regarding to (15), we can find some control gains $K_{3} \in \mathbb{R}^{-*}$ and $K_{4} \in \mathbb{R}^{-*}$ such that $\dot{V}_{1}$ and $\dot{V}_{2}$, in (27) and (28), are negative. Therefore, $e_{i, i-1}^{x}$ and $e_{i, i-1}^{y}$ asymptotically converge towards 0 .

Proposition 5.2: With respect to proposition 5.1, the ring network of nodes $N_{i=1 . .3}$, sharing the same hyperchaotic systems parameters, synchronize.

Sketch of proof When considering the ring network of controlled hyperchaotic systems, then, for two consecutive nodes, (16) (17) (18) and (19) become:

$$
\begin{aligned}
\dot{V}_{1} & =\left[\alpha \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)-\alpha e_{i, i-1}^{z}-\Delta^{x}+U^{x}\right] e_{i, i-1}^{x} \\
\dot{V}_{2} & =\left[-\beta \tilde{f}_{i, i-1}\left(x_{i}, x_{i-1}\right)-\beta e_{i, i-1}^{w}-\Delta^{y}+U^{y}\right] e_{i, i-1}^{y} \\
\dot{V}_{3} & =\left[\gamma e_{i, i-1}^{x}+\gamma R e_{i, i-1}^{z}-\Delta^{z}+U^{z}\right] e_{i, i-1}^{z} \\
\dot{V}_{4} & =\left[\lambda e_{i, i-1}^{y}-\Delta^{w}+U^{w}\right] e_{i, i-1}^{w}
\end{aligned}
$$

Assuming that $\left\|\Delta^{x}\right\|,\left\|\Delta^{y}\right\|,\left\|\Delta^{z}\right\|$, and $\left\|\Delta^{w}\right\|$ (related to control laws (14)) and (15) remain bounded with known upper bounds, therefore, by considering such terms $\Delta^{\bullet}$ as disturbances, we can always find some control gains $K_{j=1 . .4}$ so that control laws (14) and (15) are robust enough to tackle these disturbances. In such a case, each node $N_{i}$ can synchronize with its connected node $N_{i-1}$, leading finally the whole network to be synchronized.

Remark 7: Regarding to Proposition 5.1, if node 2 parameters orland mathematical structure differs from those of nodes 1 and 3, then the global synchronization will fail, meaning that the claimed identity is a wrong one. Otherwise, the achieved synchronization can be viewed as a validated authentication.

## VI. Simulation Results

First, let us focus on a configuration restricted to two identical hyperchaotic subsystems $\Sigma_{1}$ and $\Sigma_{2}$, with different initial conditions: $x_{10}=[0.2-0.1-0.01-0.1]^{T}, x_{20}=$ $[0.3-0.15-0.015-0.15]^{T}$. Moreover, regarding to (14) and (15), let us consider the following control gains: $K_{1}=-2$,
$K_{2}=-2, K_{3}=-10$ and $K_{4}=-10$. We then obtain the simulation results of Figures 4 and 5,


Fig. 4. Zoom on state trajectories of the two coupled, hyperchaotic systems under control


Fig. 5. Synchronization errors of the two coupled, hyperchaotic systems under control

According to Proposition 5.1, theses figures then show a finite-convergence towards zero of the synchronization errors $e^{i_{1}}$ and $e^{i_{2}}$, due to sliding mode control (14). Moreover, due to the endogenous control laws (15), the synchronization errors $e^{v_{1}}$ and $e^{v_{2}}$ asymptotically converge towards zero.

Now, by considering the whole network with partial-state coupling restricted to currents $i_{1}$ and $i_{2}$, then with initial conditions $x_{10}=\left[\begin{array}{llll}0.4 & -0.2-0.02-0.2\end{array}\right]^{T}, x_{20}=\left[\begin{array}{ll}0.2-\end{array}\right.$ $0.10 .02-0.1]^{T}$ and $x_{30}=\left[\begin{array}{lll}0.3-0.15-0.015-0.15\end{array}\right]^{T}$, and control gains:

|  | $\Sigma_{1}$ | $\Sigma_{2}$ | $\Sigma_{3}$ |
| :---: | :---: | :---: | :---: |
| $K_{1}$ | -0.2 | -1 | -0.2 |
| $K_{2}$ | -0.6 | -1.4 | -0.2 |
| $K_{3}$ | -3.2 | -4 | -4 |
| $K_{4}$ | -3.2 | -4 | -4 |

we obtain the simulation results of Figures $6-8$, in case of a right claimed identity (corresponding to identical systems $\Sigma_{2}$, $\Sigma_{3}$ and $\Sigma_{1}$ ).


Fig. 6. Synchronization errors related to $\Sigma_{3}$ and $\Sigma_{2}$


Fig. 7. Synchronization errors related to $\Sigma_{1}$ and $\Sigma_{3}$

According to Proposition 5.2 (and 5.1), theses figures then show the finite-convergence or asymptotical convergence towards zero of all synchronization errors, meaning that node 2 can be viewed as a right claimed identity (by, for instance, simply inspection of synchronization errors between $N_{1}$ and $N_{3}$ ). Now, by slightly changing one node 2 parameter, that is to consider $1 / C_{1}$ (of $\Sigma_{2}$ ) $=0.6$ instead of 0.5 , then the synchronization fails as shown through Figures 9-10, meaning that node 2 can be considered as a wrong claimed identity.


Fig. 8. Synchronization errors related to $\Sigma_{2}$ and $\Sigma_{1}$


Fig. 9. Some synchronization errors (in case of wrong claimed identity)


Fig. 10. Example of synchronization errors in case of wrong identity claimer $\left(\Sigma_{2}\right)$

## VII. CONCLUSION

This paper has investigated an authentication process which considers the parameters and the mathematical structure of a hyperchaotic system as the signature of a claimed identity. With regard to this context, we have considered an authentication procedure based on the synchronization properties of a ring network of hyperchaotic systems (including the claimed identity as one network node). In particular, we have addressed the problem of designing appropriate control laws to achieve the full synchronization of the whole network, in case of right signature (and such that the synchronization fails in case of wrong signature). Future works will focus on enhancing the robustness and the convergence temporal properties of the whole set of synchronization errors, with regard to slidingmode control theory.
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#### Abstract

In some engineering applications, such as chaotic encryption, chaotic maps have to exhibit required statistical and spectral properties close to those of random signals. However, most of the papers dealing with synchronization and observer synthesis consider maps exhibiting poor statistical and spectral properties. Moreover, most of the time these properties, however essential for the chaotic encryption, are simply neglected. Unlike these papers, in our work we present the analysis of a new ultra weakly coupled maps system introduced by Lozi. The model is a deterministic one, but exhibits spectral properties (spectrum, correlation and autocorrelation) close to those of random signals, and successfully passed all the statistical tests for closeness to random signals (NIST). Two different observers have been designed. The convergence rate has been discussed in the case of affine maps, and the conditions to decrease the convergence rate by a factor of $\mathbf{1 6}$ have been presented, based on the locally linear behaviour of the weakly coupled map.


## I. InTRODUCTION

C$\mathbf{~ H A O S}$ has recently received a growing interest in various fields of science and engineering, and in particular, in secure communications. Pecora and Carroll were the first who synchronised chaotic systems [1]. Several chaotic cryptographic schemes have been proposed since [2], [3] and can be classified in three main categories : chaotic masking, chaotic modulation and chaotic shift keying.
In the cryptographic application, the chaotic generator must exhibit appropriate features close to those of the pseudorandom generators. These adapted properties have been studied more precisely in [4], [5], [6].

Further researchers have then looked for finding appropriate systems testing different architectures : traditional chaotic maps (for example, the logistic map, the Hénon map, the generalised Hénon map) [7] [8], piece-wise linear map, cascaded map [9] or coupled map lattice. In order to evaluate the features of the system, statistical tests developed for random number generators (RNG) can also be applied to chaotic maps, in order to gather evidence that the map generates "good" chaotic signals, i.e. having a considerable degree of randomness. To address this particular problem, different statistical tests for the systematic evaluation of the randomness of cryptographic random number generators can be applied, among which the most popular NIST (National Institute of Standards and Technology) tests.

It appears that most of the maps classically used for chaotic encryption do not pass successfully these tests, and don't
exhibit the required features. However, most of the papers dealing with synchronisation and observer synthesis consider precisely these kinds of maps, highly inefficient in the context of chaotic encryption.

Unlike these models, Lozi [10] introduced in 2008 a new ultra weakly coupled maps system to generate pseudo-random signals which exhibits very good statistical properties. To use this system for secure communication, it must exhibit good spectral features and have to be observable. So the aim of this paper is to identify and to design an observer for the weakly coupled map system.

This paper is organised as follow : after briefly presenting the system under investigation, sections three and four present the issues on parameter identifiability and system observability. Sections five and six propose and compare two different observers. Finally, a concluding section ends the paper.

## II. System definition

The N -th order function $F$ can be written as :

$$
X(n+1)=F(X(n))
$$

with $X(n)=\left(x_{1}(n), x_{2}(n), \ldots, x_{N}(n)\right)$

$$
X(n+1)=F(X(n))=A \Lambda(X(n))
$$

where $A$ is a $N \mathrm{x} N$ matrix defined by:
$A=\left(\begin{array}{cccc}1-(N-1) \epsilon_{1} & \epsilon_{1} & \ldots & \epsilon_{1} \\ \epsilon_{2} & 1-(N-1) \epsilon_{2} & \ldots & \epsilon_{2} \\ \vdots & \vdots & \ddots & \vdots \\ \epsilon_{N} & \epsilon_{N} & \cdots & 1-(N-1) \epsilon_{N}\end{array}\right)$
and $\Lambda$ is the tent function applied to every the components of $X \in[-1 ; 1]^{N}$ :

$$
\Lambda(X(n))=\left(\begin{array}{c}
\Lambda\left(x_{1}(n)\right) \\
\Lambda\left(x_{2}(n)\right) \\
\vdots \\
\Lambda\left(x_{N}(n)\right)
\end{array}\right)
$$

Since the function is piece-wise linear, it can be rewritten under a matrix form, by rewriting the tent function :

$$
\Lambda(x)=\left\{\begin{aligned}
2 x+1 & \text { if } x<0 \\
-2 x+1 & \text { else }
\end{aligned}\right.
$$

or using the generic form :

$$
\Lambda(x)=s x+1
$$

with :

$$
s=\left\{\begin{aligned}
2 & \text { if } x<0 \\
-2 & \text { else }
\end{aligned}\right.
$$

For the second order, the general system $F$ is then governed by :

$$
\binom{x_{1}(n+1)}{x_{2}(n+1)}=A_{n}\binom{x_{1}(n)}{x_{2}(n)}+\binom{1}{1}
$$

where $A_{n}$ is :

$$
A_{n}=\left(\begin{array}{cc}
\left(1-\epsilon_{1}\right) s_{10} & \epsilon_{1} s_{20} \\
\epsilon_{2} s_{10} & \left(1-\epsilon_{2}\right) s_{20}
\end{array}\right)
$$

The rest of the paper only consider the second order system.

## III. IDENTIFIABILITY

The purpose of this section is to determine if the coder can generate two identical outputs from two different encryption keys. In terms of system theory, it means that the system generates two identical outputs for two different parameter combinations. If this is the case, the base of the varying parameters has to be modified, and the parameter redundancies removed. To do so, the two outputs have to be equalized and their impact on the parameters has to be investigated.

The presented study concerns the second order system without the scaling. Let consider two second order systems systems governed by the same law :

$$
\begin{aligned}
& \left\{\begin{aligned}
x_{1}(n+1) & =\left(1-\epsilon_{1}\right) \Lambda\left(x_{1}(n)\right)+\epsilon_{1} \Lambda\left(x_{2}(n)\right) \\
x_{2}(n+1) & =\left(1-\epsilon_{2}\right) \Lambda\left(x_{2}(n)\right)+\epsilon_{2} \Lambda\left(x_{1}(n)\right) \\
y(n) & =x_{1}(n)
\end{aligned}\right. \\
& \left\{\begin{aligned}
\hat{x}_{1}(n+1) & =\left(1-\hat{\epsilon}_{1}\right) \Lambda\left(\hat{x}_{1}(n)\right)+\hat{\epsilon}_{1} \Lambda\left(\hat{x}_{2}(n)\right) \\
\hat{x}_{2}(n+1) & =\left(1-\hat{\epsilon}_{2}\right) \Lambda\left(\hat{x}_{2}(n)\right)+\hat{\epsilon}_{2} \Lambda\left(\hat{x}_{1}(n)\right) \\
\hat{y}(n) & =\hat{x}_{1}(n)
\end{aligned}\right.
\end{aligned}
$$

Considering the same outputs : $(\hat{y}(n))_{n}=(y(n))_{n}$, is it possible that the parameters would be different? The system is piece-wise linear, so let $s_{i j} \in\{-2 ; 2\}$ be defined by $\Lambda\left(x_{i}(n+\right.$ $j))=1+s_{i j}$.

$$
s_{i j}=\left\{\begin{aligned}
-2 & \text { if } x_{i}(n+j)>0 \\
2 & \text { else }
\end{aligned}\right.
$$

$$
\begin{aligned}
& \hat{y}(n)=y(n) \Rightarrow \hat{x}_{1}(n)=x_{1}(n) \\
& \left\{\begin{aligned}
\hat{y}(n) & =y(n) \\
\hat{y}(n+1) & =y(n+1)
\end{aligned}\right. \\
& \Rightarrow\left(\hat{\epsilon}_{1}-\epsilon_{1}\right) \Lambda\left(x_{1}(n)\right)=\hat{\epsilon}_{1} \Lambda\left(\hat{x}_{2}(n)\right)-\epsilon_{1} \Lambda\left(x_{2}(n)\right) \\
& \left\{\begin{aligned}
\hat{y}(n) & =y(n) \\
\hat{y}(n+1) & =y(n+1) \\
\hat{y}(n+2) & =y(n+2)
\end{aligned}\right. \\
& {\left[\left(\hat{\epsilon}_{1}-\epsilon_{1}\right)\left(1-\epsilon_{1}\right) s_{11}-\hat{\epsilon}_{1} \hat{\epsilon}_{2} \hat{s}_{21}+\epsilon_{1} \epsilon_{2} s_{21}\right.} \\
& \left.\Rightarrow \quad-\left(\hat{\epsilon}_{1}-\epsilon_{1}\right)\left(1-\hat{\epsilon_{2}}\right) \hat{s}_{21}\right] \Lambda\left(x_{1}(n)\right) \\
& \begin{array}{c}
\Rightarrow \quad=\epsilon_{1}\left[-\left(\hat{\epsilon}_{1}-\epsilon_{1}\right) s_{11}-\left(1-\epsilon_{2}\right) s_{21}\right. \\
\left.\quad+\left(1-\hat{\epsilon}_{2}\right) \hat{s}_{21}\right] \Lambda\left(x_{2}(n)\right)
\end{array}
\end{aligned}
$$

Both $x_{1}$ and $x_{2}$ appear in the last. But $\left\{x_{1} ; x_{2}\right\}$ is the state of the chaotic system, which has the property to visit the whole state space $[-1 ; 1]^{2}$. In other words, to a given parameter combination $\left\{\epsilon_{1}, \epsilon_{2}, \hat{\epsilon}_{1}, \hat{\epsilon}_{2}, s_{10}, s_{20}, s_{11}, s_{21}, \hat{s}_{10}, \hat{s}_{20}, \hat{s}_{11}, \hat{s}_{21}\right\}$ can be associated an infinity of states $\left\{x_{1} ; x_{2}\right\}$. One can consider then the independent variables $\Lambda\left(x_{1}(n)\right)$ et $\Lambda\left(x_{2}(n)\right)$. In this case, one obtains the following system of equations :

$$
\left\{\begin{array}{l}
\left(\hat{\epsilon}_{1}-\epsilon_{1}\right)\left(1-\epsilon_{1}\right) s_{11}-\hat{\epsilon}_{1} \hat{\epsilon}_{2} \hat{s}_{21}+\epsilon_{1} \epsilon_{2} s_{21} \\
\quad-\left(\hat{\epsilon}_{1}-\epsilon_{1}\right)\left(1-\hat{\epsilon}_{2}\right) \hat{s}_{21}=0 \\
\epsilon_{1}\left[-\left(\hat{\epsilon}_{1}-\epsilon_{1}\right) s_{11}-\left(1-\epsilon_{2}\right) s_{21}+\left(1-\hat{\epsilon}_{2}\right) \hat{s}_{21}\right]=0
\end{array}\right.
$$

One solution of the second equation is : $\epsilon_{1}=0 . \epsilon_{1}$ is one of the system parameters, and this solution corresponds to a decoupled system. Therefore, this particular case is to be excluded. One obtains then the new system of equations :

$$
\left\{\begin{array}{l}
\left(\hat{\epsilon}_{1}-\epsilon_{1}\right)\left(1-\epsilon_{1}\right) s_{11}-\hat{\epsilon}_{1} \hat{\epsilon}_{2} \hat{s}_{21}+\epsilon_{1} \epsilon_{2} s_{21} \\
\quad-\left(\hat{\epsilon}_{1}-\epsilon_{1}\right)\left(1-\hat{\epsilon}_{2}\right) \hat{s}_{21}=0 \\
-\left(\hat{\epsilon}_{1}-\epsilon_{1}\right) s_{11}-\left(1-\epsilon_{2}\right) s_{21}+\left(1-\hat{\epsilon}_{2}\right) \hat{s}_{21}=0
\end{array}\right.
$$

The resolution leads to the following result:

$$
\begin{aligned}
& \forall\left(s_{11}, s_{21}, \hat{s}_{21}\right) \in\{-2 ; 2\}^{3}, \\
& \qquad \begin{aligned}
& s_{21}=\hat{s}_{21} \Rightarrow\left\{\hat{\epsilon}_{1}, \hat{\epsilon}_{2}\right\}=\left\{\epsilon_{1}, \epsilon_{2}\right\} \\
& s_{11}=s_{21}=-\hat{s}_{21} \Rightarrow \\
& \epsilon_{1}=0 \text { et } \hat{\epsilon}_{2}+\epsilon_{2}-\hat{\epsilon}_{1}=0 \\
&-s_{11}=s_{21}=-\hat{s}_{21} \Rightarrow \\
& \epsilon_{1}=0 \text { et } \hat{\epsilon}_{2}+\epsilon_{2}+\hat{\epsilon}_{1}=0
\end{aligned}
\end{aligned}
$$

Knowing that the solution $\epsilon_{1}=0$ is impossible, then the following conclusion can be drawn :

$$
\left\{\begin{array}{rl}
\hat{y}(n) & =y(n) \\
\hat{y}(n+1) & =y(n+1) \\
\hat{y}(n+2) & =y(n+2) \\
\epsilon_{1} & \neq 0
\end{array} \Rightarrow\left\{\hat{\epsilon}_{1}, \hat{\epsilon}_{2}\right\}=\left\{\epsilon_{1}, \epsilon_{2}\right\}\right.
$$

Finally, there are no redundant parameters and the whole set of parameter combinations can be used as a set of encryption keys of the coder, there are no parameters different from the one used for the encryption which could allow to decrypt the message.

## IV. OBSERVABILITY

An affine system can be written as :

$$
\left\{\begin{array}{l}
x(n+1)=F(x(n))=A \cdot x(n)+B \\
y(n)=C x(n)
\end{array}\right.
$$

A second order affine system is observable if its observability matrix is a full-rank one :

$$
O=\binom{C}{C A}
$$

Here, the system is piece-wise affine, therefore the observability matrix shall be different according to the region to which belong the system state. It is equal to :

$$
O=\left(\begin{array}{cc}
1 & 0 \\
2\left(1-\epsilon_{1}\right) s_{10} & 2 \epsilon_{1} s_{10}
\end{array}\right)
$$

which is full-rank since $\epsilon_{1}>0$. Therefore, the system is observable.

## V. Linear Luenberger Observer

The system is piece-wise affine. Considering it as such, the present section identifies a piece-wise linear observer. The second order system can be rewritten using the affine form on the four domains where it is defined :

$$
\begin{gathered}
\left\{\begin{array}{l}
x(n+1)=F(x(n))=A \cdot x(n)+B \\
y(n)=C x(n)
\end{array}\right. \\
\left\{\begin{array}{c}
x(n+1)=\left(\begin{array}{cc}
\left(1-\epsilon_{1}\right) s_{10} & \epsilon_{1} s_{20} \\
\epsilon_{2} s_{10} & \left(1-\epsilon_{2}\right) s_{20}
\end{array}\right) x(n)+\binom{1}{1} \\
y(n)=\left(\begin{array}{ll}
1 & 0
\end{array}\right) x(n)
\end{array}\right.
\end{gathered}
$$

The associated Luenberger system is :

$$
\hat{x}(n+1)=\hat{A} \hat{x}(n)+B+K(C \hat{x}(n)-y(n))
$$

K is a predefined gain such that the error $e(n)$ tends to zero. Let consider $\hat{x}(n)$ and $x(n)$ in the same region of definition. In this case, $\hat{A}=A$ and therefore,

$$
e(n+1)=(A+K C) e(n)
$$

One can identify the values of the gain $K$ which cancel the eigenvalues of the matrix $(A+K C)$ as a function of the affine system model. In this case, since the matrix is of second order, $(A+K C)^{2}=0$ therefore if the system states $x$ and its estimate $\hat{x}$ belong to the same region of the state space twice consecutively, then the estimate shall synchronise with the original system.
Zero eigenvalues lead to the following solutions for the gain :

$$
K=\left\{\begin{array}{c}
\left(\begin{array}{c}
2\left(\epsilon_{1}+\epsilon_{2}-2\right) \\
\frac{2}{\epsilon_{1}}\left(2 \epsilon_{2}-\epsilon_{2} 2-\epsilon_{1} \epsilon_{2}-1\right) \\
\text { if } \hat{x}(n) \in[-1 ; 0]^{2} \\
2\left(\epsilon_{2}-\epsilon_{1}\right) \\
\left(\begin{array}{c}
\frac{2}{\epsilon_{1}}\left(2 \epsilon_{2}-\epsilon_{2} 2+\epsilon_{1} \epsilon_{2}-1\right)
\end{array}\right) \\
\text { if } \hat{x}(n) \in[0 ; 1] \times[-1 ; 0]
\end{array}\right. \\
\left(\begin{array}{c}
-2\left(\epsilon_{2}-\epsilon_{1}\right) \\
-\frac{2}{\epsilon_{1}}\left(2 \epsilon_{2}-\epsilon_{2} 2+\epsilon_{1} \epsilon_{2}-1\right) \\
\text { if } \hat{x}(n) \in[-1 ; 0] \times[0 ; 1]
\end{array}\right. \\
\left(\begin{array}{c}
-2\left(\epsilon_{1}+\epsilon_{2}-2\right) \\
-\frac{2}{\epsilon_{1}}\left(2 \epsilon_{2}-\epsilon_{2} 2-\epsilon_{1} \epsilon_{2}-1\right) \\
\text { if } \hat{x}(n) \in[0 ; 1]^{2}
\end{array}\right.
\end{array}\right.
$$

The zero eigenvalues assure the convergence in two iterations of the affine system if the system states remain in the same region of definition. Then the synchronisation may not take place for any states evolution.

The error of the linear system evolves following the equation :

$$
e(n+1)=(A+K C) e(n)
$$

Since the matrix $(A+K C)$ is nilpotent, if the system remains in the same domain of definition,

$$
e(n+2)=(A+K C)^{2} e(n)=0
$$

In reality, the system states have a probability of $1 / 4$ to fall twice consecutively in the same domain of definition. Considering that both systems (the original one, and the observer) start from the same region, then statistically three iterations are necessary before the trajectories converge. When the system falls consecutively into two different configurations, the equation which governs the error becomes :

$$
e(n+2)=\left(A_{1}+K_{1} C\right)\left(A_{2}+K_{2} C\right) e(n)
$$

Let $P_{1}, P_{2}$ be two transformation matrices which triangularise respectively the matrices $\left(A_{1}+K_{1} C\right)$ and $\left(A_{2}+K_{2} C\right)$, and let $D_{1}, D_{2}$ be the two triangularised matrices. It comes :

$$
e(n+2)=P_{1} D_{1} P_{1}^{-1} P_{2} D_{2} P_{2}^{-1} e(n)
$$

As soon as $P_{1} \neq P_{2}$, the error $e$ does not cancel in two iterations.

Now, the proper bases of the matrices $(A+K C)$ are the same for the domains of definition $\hat{x}(n) \in[-1 ; 0]^{2}$ and $\hat{x}(n) \in[0 ; 1]^{2}$. On the other hand, the bases are the same for the domains of definition $\hat{x}(n) \in[0 ; 1] \times[-1 ; 0]$ and $\hat{x}(n) \in[-1 ; 0] \times[0 ; 1]$. In the exemple, since the matrices $D_{1}$ and $D_{2}$ have zero eigenvalues, if $P_{1}=P_{2}$,

$$
e(n+2)=P_{1} D_{1} D_{2} P_{2}^{-1} e(n)=0
$$

Finally, considering that the two systems are in the same domains of definition, they have one chance out of two to synchronise.
Now, if one considers that the transition evolution of the two systems is independent in the domain of definition until they synchronise, they have statistically one chance out of sixteen to fall twice consecutively in the same domains of definition, which decreases the probability to synchronise at a given instant to $1 / 32$.
Finally, two synchronisation strategies are possible : the classical one considers that the master system starts from any initial condition and follows the same law during the synchronisation. In this case, the slave system will synchronise - in average - after 32 iterations and it is governed by the equation :

$$
\hat{x}(n+1)=F(\hat{x}(n))+B+K(C \hat{x}(n)-y(n))
$$

On the other hand, one can consider that the observer consists of several systems following different laws, each following its own law whatever the value of its state at the next iterates. A system can then be governed by the law :

$$
S 1: \hat{x}(n+1)=\hat{A}_{1} \hat{x}(n)+B+K_{1}(C \hat{x}(n)-y(n))
$$

where $A_{1}$ et $K_{1}$ are derived from the definition of the systems related to the desired domain of definition, $\hat{x}(n) \in[-1 ; 0]^{2}$ for instance. The observer systems have to cover the whole set of possible combinations of the state evolutions which allow to synchronise, i.e. four observers for a second order system. The advantage to use these systems lies in the fact that the probability that one of the forth systems synchronises with the original systems rises up to $1 / 2$. Once synchronised, a classical observer can allow to follow the trajectory of the states of the original system.

If the classical use of a second order system leads to a synchronisation in 32 iterations in average, when the system order is increased, the synchronisation time increases exponentialy. The simultaneous use of several observers allows to divide the time for synchronisation by 16 for a second order system. The drawback is that several observer systems have to run simultaneously.

## VI. DEAD BIT OBSERVER

A second observer can be designed based on the inverse lag. It allows to identify the current states by considering the inverse function. For the second order system, the autonomous system is :

$$
\left\{\begin{array}{l}
x_{1}(n+1)=\left(1-\epsilon_{1}\right) \Lambda\left(x_{1}(n)\right)+\epsilon_{1} \Lambda\left(x_{2}(n)\right) \\
x_{2}(n+1)=\left(1-\epsilon_{2}\right) \Lambda\left(x_{2}(n)\right)+\epsilon_{2} \Lambda\left(x_{1}(n)\right) \\
y(n)=x_{1}(n)
\end{array}\right.
$$

With two measurements at the output $y$, it is possible to reconstruct the signal :

$$
\left\{\begin{array}{l}
\chi(n+1)=y(n) \\
\hat{z}_{1}(n)=y(n) \\
\hat{z}_{2}(n)=\frac{1-\epsilon_{2}}{\epsilon_{1}} y(n)+\left(\epsilon_{2}-\frac{\left(1-\epsilon_{2}\right)\left(1-\epsilon_{1}\right)}{\epsilon_{1}}\right) \Lambda(\chi(n))
\end{array}\right.
$$

Finally, this reconstructor can identify the original state for all values, which is not the case of the first observer. However, this method can hardly be applied to greater order systems.

## VII. Conclusion

Most of the papers devoted to observer synthesis considered maps with poor statistical and spectral properties. We present here the synthesis of efficient observers for the system of weakly coupled map which satisfied all statistical (NIST) and spectral analysis tests. Two different observers have been designed. The convergence rate has been discussed in the case of affine maps, and the conditions to decrease the convergence rate by a factor of 16 have been presented, based on the locally linear behaviour of the weakly coupled map. The design and analysis of higher order map observers is currently under investigation.
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#### Abstract

It is shown that the vector field of a multidimensional periodic autonomous dynamical systems confers to the trajectories some geometrical properties according to their location in the phase space. Different patterns can be identified, in relation with the Liapunov exponents of an associated periodic parameters linear equation (APPLE) defined at each point of the phase space, such as funneling, parametric resonance, period doubling, sensitivity to initial conditions. A method to compute the Liapunov exponents without integration is used. Then an associated constant coefficient equivalent system (ACCES) is defined and used to carry out the equation of an invariant manifold periodically crossed by the solutions.

The method is applied to bidimensional and tridimensional Chua equations with periodic coefficients.


I. PERIODIC AUTONOMOUS DYNAMICAL Systems

Consider the periodic autonomous dynamical system (PADS) defined in $\mathbb{R}^{n}$ :
$\dot{X}(t)=F(X(t), t)$
where $X$ is a n-dimensional vector of $\mathbb{R}^{n}$ and the mapping $F(X(t), t): \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n},(X, t) \mapsto F$ is continuous and derivable with respect to $t$ and to each component of $X$. The explicit time depending part of $F(X(t), t)$ is T-periodic with respect to $t$ :
$F(X, t+n T)=F(X, t) \forall t \in \mathbb{R}$ and $n \in \mathbb{Z}$.

The mapping $F(X(t), t)$ is supposed to be uniformly lipshitzian, $\forall t \in \mathbb{R}$ and $\forall X(t) \in \mathbb{R}^{n}$, with respect to each of the components of $X(t)$ so that a solution related to any Cauchy condition $X\left(t_{0}\right)=X_{0}$ exist and is unique.

## II. Associated Periodic Parametric Linear EQUation

Let $\delta X(t)$ be spatial variations around $X(t)$. The locally associated periodic parametric linear equation (APPLE) is defined as
$\dot{\delta X}=J_{t}(X) \delta X$
where $J_{t}(X): \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}^{n^{2}},(X, t) \mapsto J_{t}(X)$ is the Jacobian matrix of the PADS in $(X)$ :
$J_{t}(x, y)=\frac{\partial F}{\partial X}$
$J_{t}(x, y)$ is as well T-periodic with respect to t .

## A. Liapunov's theory

According to the Liapunov theorem, the solution of APPLE is a linear combination of $n$ modes:

$$
\begin{align*}
& \delta X(t)=e^{\mu_{1} t} \chi_{1}(t)+e^{\mu_{2} t} \chi_{2}(t)+\cdots+ \\
& e^{\mu_{n} t} \chi_{n}(t) \tag{5}
\end{align*}
$$

where $\mu_{k} \in \mathbb{C}, 1 \leq k \leq n$, are the Liapunov exponents and $\chi_{k}(t): \mathbb{R} \rightarrow \mathbb{R}^{n}, t \mapsto \chi_{k}(t)$ are T-periodic mappings, continuous and derivable with respect to t . Of course, $\mu_{k}$ and $\chi_{k}(t)$ depend on $X$, the location of the phase space. The Liapunov coefficients are worked out using an algorithm which exponentially converges [5]. It is supposed in this work that, in some domain D of the phase space, $\mu_{3}, \ldots, \mu_{n}$ have a negative real part. Then, the corresponding modes vanishes and the APPLE has a bimodal solution related to $\mu_{1}$ and $\mu_{2}$. Different patterns of the PADS can be identified, in relation with $\mu_{1}$ and $\mu_{2}$, such as funneling, parametric resonance, period doubling, sensitivity to initial conditions.
B. Proposition 1: Liapunov exponents as eigenvalues of the Jacobian matrix defined on some time $t_{0}$.

Let $\delta X(t)$ such a bimodal solution of APPLE related to the Liapunov exponent $\mu_{1}$ and $\mu_{2}$ :
$\delta X(t)=e^{\mu_{1} t} \chi_{1}(t)+e^{\mu_{2} t} \chi_{2}(t)$

For any point $(x, y)$ of the phase plane, we consider the time $t_{0}$, if it exists, such as the periodic part of the corresponding solutions follow the initial conditions
$\dot{\chi_{1}}\left(t_{0}\right)=0$ and $\dot{\chi_{2}}\left(t_{0}\right)=0$

Then each $\mu_{k}, 1 \leq k \leq 2$, is an eigenvalue of $J_{t_{0}}(X)$ and the related eigenvector is
$\chi_{k}\left(t_{0}\right)=\chi_{k}\left(t_{0}+n T\right)$

In other words, the initial conditions of each $\chi_{k}(t)$ can be adjusted so as the following relationship holds
$J_{t_{0}} \chi_{k}\left(t_{0}\right)=\mu_{k} \chi_{k}\left(t_{0}\right), 1 \leq k \leq 2$

Note that a necessary, but not sufficient, condition to satisfy the two conditions (9) is for $F(X(t), t)$ and then $J_{t}(X)$ to have at least two variable coefficients. They can be adjusted from the characteristic equation
$\operatorname{det}\left(\mu_{k} I-J_{t_{0}}\right)=0$

Proof. The derivative of the bimodal solution of APPLE can be written as

$$
\begin{gathered}
\dot{\delta X}(t)=\mu_{1} e^{\mu_{1} t} \chi_{1}(t)+\mu_{2} e^{\mu_{2} t} \chi_{2}(t)+e^{\mu_{1} t} \dot{\chi_{1}}(t) \\
+e^{\mu_{2} t} \dot{\chi_{2}}(t)
\end{gathered}
$$

Introducing these values in (3) and (6):

$$
\begin{aligned}
\mu_{1} e^{\mu_{1} t} \chi_{1}(t)+ & \mu_{2} e^{\mu_{2} t} \chi_{2}(t)+e^{\mu_{1} t} \dot{\chi_{1}}(t) \\
& +e^{\mu_{2} t} \dot{\chi_{2}}(t) \\
& =J_{t} e^{\mu_{1} t} \chi_{1}(t)+J_{t} e^{\mu_{2} t} \chi_{2}(t)
\end{aligned}
$$

When $t=t_{0}$, from the hypothesis (7), this relationship can be written as :

$$
\begin{aligned}
e^{\mu_{1} t_{0}}\left(J_{t_{0}} \chi_{1}\left(t_{0}\right)\right. & \left.-\mu_{1} \chi_{1}\left(t_{0}\right)\right) \\
& +e^{\mu_{2} t_{0}}\left(J_{t_{0}} \chi_{2}\left(t_{0}\right)-\mu_{2} \chi_{2}\left(t_{0}\right)\right) \\
& =0
\end{aligned}
$$

This equation holds if and only if each $\mu_{k}$, $1 \leq k \leq 2$, is an eigenvalue of $J_{t_{0}}$ and $\chi_{k}\left(t_{0}\right)$ the related eigenvector.

## III. Associated Constant Coefficient EQUIVALENT System

Let $t_{0}$ be the time value, if it exists, for which $\mu_{k}$ are eigenvalues of $J_{t_{0}}, 1 \leq k \leq 2$. Consider the non linear associated constant coefficients system (ACCES) where the time depending part of $F$ is fixed by $t=t_{0}$ :
$\dot{Y}(t)=F\left(Y(t), t_{0}\right)$

Some results concerning these dynamical systems are useful in this work, especially those concerning the invariant manifolds.

## A. Invariant manifold of the ACCES

There are different ways to compute the invariant manifold $\phi(Y)=0$ of such an autonomous dynamical system with constant coefficients. According [4], it can be worked out from a linear combination of the eigenvectors $\chi_{1}\left(t_{0}\right)$ and $\chi_{2}\left(t_{0}\right)$, which are tangent to the manifold. According the differential geometry method [1] [2], the invariant manifold is given by the equation
$\operatorname{det}[\dot{Y}|\ddot{Y}| \dddot{Y} \mid \ldots]=0$

## B. Proposition 2: trajectories envelop.

Let D be a domain of the phase space in which the Liapunov exponents $\mu_{3}, \ldots, \mu_{n}$ have a negative real part. Assume that there exists $t_{0}$ such that the relationship (9) holds. Then the manifold $\phi(X)=0$ is the envelop of the trajectories.

Proof. When $t=t_{0}$, the initial PADS $\dot{X}(t)=$ $F(X(t), t)$ and the ACCES $\dot{Y}(t)=F\left(Y(t), t_{0}\right)$ have the same velocity. Then, from the hypothesis, the trajectories of PADS are located on the manifold $\phi(X)=0$. There, the solution tends towards two modes of the APPLE. From (6), the time derivative $\dot{X}(t)$ includes terms multiplying $\chi_{1}(t)$ and $\chi_{2}(t)$, which are parts of the velocity component on the manifold, and terms containing $\dot{\chi}_{1}(t)$ and $\dot{\chi}_{2}(t)$, that define the transversal component. On $\phi(X)=0$, from (7), the transversal one is null. Then the trajectories are tangent to the manifold with a maximal or minimal amplitude.
A. Proposition 3: the manifold crossing problem.

Let $t_{0}$ be a value of the time defined in the propositions 1 and 2 corresponding to a maximal amplitude of the solutions, and $t_{0}^{\prime}$ the time corresponding to the following minimum. For
any time $t_{1}$, with $t_{0}<t_{1}<t_{0}^{\prime}$, there are $v_{k}, \eta_{k}$ such that

$$
\begin{equation*}
J_{t_{1}} \eta_{k}=v_{k} \eta_{k}, 1 \leq k \leq n \tag{13}
\end{equation*}
$$

Let us suppose that $X$ belongs to the domain D of the phase space as defined in § II A in which $\mu_{3}, \ldots, \mu_{n}$ have a negative real part. Let $v_{k}$ be the eigenvalue that tends to $\mu_{k}$ when t tends to $t_{0}$ and $\eta_{k}\left(t_{0}\right)$ the associated eigenvector, $1 \leq k \leq$ 2. Let $\psi(X)=0$ be the equation of the manifold constructed from the eigenvectors $\eta_{1}\left(t_{0}\right)$ and $\eta_{2}\left(t_{0}\right)$ in the same way that $\phi(X)=0$ is constructed from $\chi_{1}\left(t_{0}\right)$ and $\chi_{2}\left(t_{0}\right)$.

Then the trajectories cross the manifold $\psi(X)=0$ at times $t_{1}+n T$.


Fig.1. For a two-dimensional model, this drawing shows in some domain of the phase plane the envelop made of two curves: $\phi\left(X\left(t_{0}\right)\right)$ tangent to the maxima, $\phi\left(X\left(t_{0}^{\prime}\right)\right)$ tangent to the minima, and the manifold $\psi\left(X\left(t_{1}\right)\right)$ periodically crossed by the trajectories.

Proof. From the existence and uniqueness theorem, the manifold defined in this proposition is located between the layers of the manifold $\phi(X)=0$.

## IV. MONOMODAL CASES

In the case where $\mu_{2}, \ldots, \mu_{n}$ have a negative real part then the corresponding modes vanishes and the APPLE has a monomodal solution related to $\mu_{1}$. The theory is the same and simpler [6].

## V. Application to the Chua System

## A. Second order parametric Chua's system

Consider the periodic autonomous dynamical system defined in $\mathbb{R}^{2}$ :
$\left\{\begin{array}{l}\dot{x}=f(x, t)-y \\ \dot{y}=0.9-x\end{array}\right.$
where
$f(x, t)=\left\{\begin{array}{l}{\left[1+a_{1} \cos (\omega t)\right] x, \text { if }|x| \leq 1} \\ {\left[-3+a_{1} \cos (\omega t)\right] x+4, \text { if } x>1} \\ {\left[-3+a_{1} \cos (\omega t)\right] x-4, \text { if } x<-1}\end{array}\right.$
For $a_{1}=0$, the dynamical system with constant coefficients has an unstable focus in $[0.9,0]$ and a stable periodic solution. For $a_{1} \neq 0$, the Jacobian matrix intervening in the APPLE is:
$J_{t}=\left[\begin{array}{lc}p+a_{1} \cos (\omega t) & -1 \\ -1 & 0\end{array}\right]$
with $p=1$ if $|x| \leq 1$ and $p=-3$ if $|x|>1$.


Fig.2. When $\omega=1.25664, a_{1}=8$, the Liapunov exponents are : for $|x|>1, \quad \mu_{1}=-0.0166557+$ i $0.628319, \quad \mu_{2}=-2.98334+\mathrm{i} 0.628319$ and for $|x| \leq 1, \quad \mu_{1}=1.62692+\mathrm{i} 0.628319, \quad \mu_{2}=$ $-0.626917+\mathrm{i} 0.628319$. The imaginary part of the Liapunov exponent is exactly equal to $\frac{\omega}{2}$ (parametric resonance). The manifold (blue) is periodically crossed by the solution (red).


Fig.3. When $\omega=6.34377, a_{1}=6$, the Liapunov exponents are : for $|x|>1, \mu_{1}=-2.37471, \mu_{2}=$ -0.625293 (stable zone) and for $|x| \leq 1, \mu_{1}=0.5-$ i 1.1631, $\mu_{2}=-0.626917+$ ii 1.1631 (unstable zone). This picture shows a eight period solution on the route towards chaos (red) and $f\left(x, \frac{\pi}{2}\right)$ (green).

## B. Third order parametric Chua system

Consider the Chua system defined in $\mathbb{R}^{3}$ :
$\left\{\begin{array}{l}\dot{x}=\alpha(t)[y-x-f(x)] \\ \dot{y}=x-y+z \\ \dot{z}=-\beta(t) y\end{array}\right.$
with
$f(x)=b x+\frac{1}{2}(a-b)(|x+1|-|x-1|)$
and $\alpha(t), \beta(t): \mathbb{R} \rightarrow \mathbb{R}, t \mapsto \alpha(t)$ and $\beta(t)$, are T-periodic. It is assumed that these variable coefficients have Fourier series development.. The Jacobian matrix is:
$J_{t}=\left[\begin{array}{cll}-\alpha(t)\left(\frac{d f(x)}{d x}+1\right) & \alpha & 0 \\ 1 & -1 & 1 \\ 0 & -\beta(t) & 0\end{array}\right]$
$\frac{d f(x)}{d x}=\left\{\begin{array}{l}a \text { if }|\mathrm{x}| \leq 1 \\ b \text { if }|\mathrm{x}|>1\end{array}\right.$

$$
\begin{gathered}
\operatorname{Det}\left(J_{t_{0}}\right)=-\alpha\left(t_{0}\right) \beta\left(t_{0}\right)\left(\frac{d f(x)}{d x}+1\right) \\
=\mu_{1} \mu_{2} \mu_{3} \\
\operatorname{Tr}\left(J_{t_{0}}\right)=-\alpha\left(t_{0}\right)\left(\frac{d f(x)}{d x}+1\right)-1 \\
=\mu_{1}+\mu_{2}+\mu_{3}
\end{gathered}
$$



Fig.4. Third order Chua system with $a=-\frac{8}{7}, b=-\frac{5}{7}$, $\alpha=16.6$ and $\beta(t)=52[1+.901060001 \cos (2 \pi t)]$. The Liapunov exponents are $\mu_{1}=-3.4518, \mu_{2}=$ -0.133916 and $\mu_{3}=4.81767$. The monomodal solution (red) periodically crosses the manifold.
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# Network Synchronization of Unified Chaotic Systems in Master-Slave Coupling 

Cruz-Hernández C., López-Gutiérrez R. M., Inzunza-González E., and Cardoza-Avendaño L.


#### Abstract

In this paper, we use Generalized Hamiltonian forms to synchronize two unified chaotic systems. Synchronization is obtained in master-slave configuration with the slave being given by a state observer. In addition, this approach is applied to synchronize a complex dynamical network with chaotic nodes connected in chain via output signals. An illustrative example is given with a network with three chaotic unified systems, tha is a single master node with two slaves (state observers).


Index Terms-Synchronization, Complex Dynamical Networks, Chaotic Systems, Observers, Generalized Hamiltonian Systems

## I. Introduction

SYNCHRONIZATION of two coupled chaotic systems has received great attention from mathematicians, physicists, biologists, control engineers, etc. during the last decades, see e.g. [1]-[10]. This interest has been greatly motivated by the possibility of encrypted information transmission by using a chaotic carrier, see e.g. [11]-[19].

On the other hand, a complex dynamical network can be defined as a set interconnected of nodes, each node is considered like basic element with behavior depending of the nature of the network. This class of structures, has been observed in physics, biology, computer sciences, economy, chemistry, engineering, social sciences, see e.g. [20]-[23].
Recently synchronization in complex dynamical networks have received a great deal of attention from the scientific community. Particularly interesting is the case where the connected nodes have chaotic dynamics. Network synchronization is supposed to have interesting applications in different fields, see e.g. [24]-[30].

The aim of this paper is to study synchronization of two unified chaotic systems [31]. This objective is achieved by synchronizing the unified chaotic systems via Generalized Hamiltonian forms and observer design [5].In addition, we show that the proposed approach is indeed suitable to synchronize complex dynamical networks composed by coupled chaotic nodes (unified systems) in master-slave architecture.
The remainder of this paper is organized as follows: In Section II, synchronization via Generalized Hamiltonian forms and observer design is provided. In Section III, the model of the unified chaotic system is described. Section IV presents the synchronization of two unified chaotic systems. In Section V, analytical conditions for chaos synchronization are given. While, synchronization in a chain of multiple unified chaotic
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systems in master-slave topology is shown. In particular, synchronization is achieved among a single master node and two slave nodes. The paper is concluded with some remarks in Section VII.

## iI. Synchronization Via Generalized Hamiltonian Forms and Observers

Consider the following dynamical system

$$
\begin{equation*}
\dot{x}=f(x), \tag{1}
\end{equation*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the state vector, $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a nonlinear function.
In [5] is reported how the dynamical system (1) can be written in the following Generalized Hamiltonian canonical form,

$$
\begin{equation*}
\dot{x}=\mathcal{J}(x) \frac{\partial H}{\partial x}+\mathcal{S}(x) \frac{\partial H}{\partial x}+\mathcal{F}(x), \quad x \in \mathbb{R}^{n}, \tag{2}
\end{equation*}
$$

$H(x)$ denotes a smooth energy function which is globally positive definite in $\mathbb{R}^{n}$. The gradient vector of $H$, denoted by $\partial H / \partial x$, is assumed to exist everywhere. We use quadratic energy function $H(x)=(1 / 2) x^{T} \mathcal{M} x$ with $M$ being a constant, symmetric positive definite matrix. In such case, $\partial H / \partial x=$ $\mathcal{M} x$. The matrices, $\mathcal{J}(x)$ and $\mathcal{S}(x)$ satisfy, for all $x \in \mathbb{R}^{n}$, the properties: $\mathcal{J}(x)+\mathcal{J}^{T}(x)=0$ and $\mathcal{S}(x)=\mathcal{S}^{T}(x)$. The vector field $\mathcal{J}(x) \partial H / \partial x$ exhibits the conservative part of the system and it is also referred to as the workless part, or work-less forces of the system; and $\mathcal{S}(x)$ depicting the working or nonconservative part of the system. For certain systems, $\mathcal{S}(x)$ is negative definite or negative semidefinite. Thus, the vector field is considered as the dissipative part of the system. If, on the other hand, $\mathcal{S}(x)$ is positive definite, positive semidefinite, or indefinite, it clearly represents, respectively, the global, semi-global, and local destabilizing part of the system. In the last case, we can always (although nonuniquely) descompose such an indefinite symmetric matrix into the sum of a symmetric negative semidefinite matrix $\mathcal{R}(x)$ and a symmetric positive semidefinite matrix $\mathcal{N}(x)$. Finally, $\mathcal{F}(x)$ represents a locally destabilizing vector field.
In the context of observer design, we consider a special class of Generalized Hamiltonian forms with linear output map $y(t)$, given by

$$
\begin{align*}
\dot{x} & =\mathcal{J}(y) \frac{\partial H}{\partial x}+(\mathcal{I}+\mathcal{S}) \frac{\partial H}{\partial x}+\mathcal{F}(y), \quad x \in \mathbb{R}^{n},  \tag{3}\\
y & =\mathcal{C} \frac{\partial H}{\partial x}, \quad y \in \mathbb{R}^{m}
\end{align*}
$$

where $\mathcal{S}$ is a constant symmetric matrix, not necessarily of definite sign. The matrix $\mathcal{I}$ is a constant skew symmetric matrix, and $C$ is a constant matrix.
We denote the estimate of the state $x(t)$ by $\xi(t)$, and consider the Hamiltonian energy function $H(\xi)$ to be the particularization of $H$ in terms of $\xi(t)$. Similarly, we denote by $\eta(t)$ the estimated output, computed in terms of the estimated state $\xi(t)$. The gradient vector $\partial H(\xi) / \partial \xi$ is, naturally, of the form $\mathcal{M} \xi$ with $\mathcal{M}$ being a, constant, symmetric positive definite matrix.
A nonlinear state observer for the special class of Generalized Hamiltonian form (3) is given by

$$
\begin{aligned}
\dot{\xi} & =\mathcal{J}(y) \frac{\partial H}{\partial \xi}+(\mathcal{I}+\mathcal{S}) \frac{\partial H}{\partial \xi}+\mathcal{F}(y)+K(y-\eta), \\
\eta & =\mathcal{C} \frac{\partial H}{\partial \xi}, \quad \eta \in \mathbb{R}^{m},
\end{aligned}
$$

with $\xi \in \mathbb{R}^{n}$ and $K$ is the observer gain.
The state estimation error, defined as $e(t)=x(t)-\xi(t)$ and the output estimation error, defined as $e_{y}(t)=y(t)-\eta(t)$, are governed by

$$
\begin{align*}
\dot{e} & =\mathcal{J}(y) \frac{\partial H}{\partial e}+(\mathcal{I}+\mathcal{S}-K \mathcal{C}) \frac{\partial H}{\partial e}, \quad e \in \mathbb{R}^{n},  \tag{5}\\
e_{y} & =\mathcal{C} \frac{\partial H}{\partial e}, \quad e_{y} \in \mathbb{R}^{m},
\end{align*}
$$

where the vector $\partial H / \partial e$ actually stands, with some abuse of notation, for the gradient vector of the modified energy function, $\partial H(e) / \partial e=\partial H / \partial x-\partial H / \partial \xi=\mathcal{M}(x-\xi)=\mathcal{M} e$. We set, when needed, $\mathcal{I}+\mathcal{S}=\mathcal{W}$.
Definition 1 (Chaotic synchronization) [10] The slave system (4) (nonlinear state observer) synchronizes with the chaotic master system in the special class of Generalized Hamiltonian form (3), if

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|x(t)-\xi(t)\|=0 \tag{6}
\end{equation*}
$$

no matter which initial conditions $x(0)$ and $\xi(0)$ have. Where the state estimation error $e(t)=x(t)-\xi(t)$ represents the synchronization error.
Theorem 1 [5] The state $x(t)$ of the nonlinear system (3) can be globally, exponentially, asymptotically estimated by the state $\xi(t)$ of an observer of the form (4), if the pair of matrices $(\mathcal{C}, \mathcal{W})$, or the pair $(\mathcal{C}, \mathcal{S})$, is either observable or, at least, detectable.
A necessary and sufficient condition for global asymptotic stability to zero of the estimation error (5) is given by the following theorem.
Theorem 2 [5] The state $x(t)$ of the nonlinear system (3) can be globally, exponentially, asymptotically estimated, by the state $\xi(t)$ of the observer (4) if and only if, there exists a constant matrix $K$ such that the symmetric matrix

$$
\begin{aligned}
{[\mathcal{W}-K \mathcal{C}]+[\mathcal{W}-K \mathcal{C}]^{T} } & =[\mathcal{S}-K \mathcal{C}]+[\mathcal{S}-K \mathcal{C}]^{T} \\
& =2\left[\mathcal{S}-\frac{1}{2}\left(K \mathcal{C}+\mathcal{C}^{T} K^{T}\right)\right]
\end{aligned}
$$

is negative definite.


Fig. 1. Lorenz attractor projected onto the $\left(x_{1}, x_{2}, x_{3}\right)$-space.


Fig. 2. Chen attractor projected onto the ( $x_{1}, x_{2}, x_{3}$ )-space.

## III. Unified Chaotic System

Consider the unified chaotic system [31], described by

$$
\begin{align*}
\dot{x}_{1} & =(25 \alpha+10)\left(x_{2}-x_{1}\right)  \tag{7}\\
\dot{x}_{2} & =(28-35 \alpha) x_{1}-x_{1} x_{3}+(29 \alpha-1) x_{2} \\
\dot{x}_{3} & =x_{1} x_{2}-\left(\frac{\alpha+8}{3}\right) x_{3}
\end{align*}
$$

where the parameter $\alpha \in[0,1]$, for the whole interval the unified system is always chaotic. Obviously, when $\alpha=0$ the system (7) is the original Lorenz system [32]. While for $\alpha=1$ the system (7) is the original Chen system [33]. For $\alpha=4 / 5$ the system (7) corresponds to the critical (Lü) system [34]. In fact, the system (7) bridges the gap between the Lorenz and Chen systems [31].
By using the initial conditions $x(0)=(0.1,0.1,0.01)$, Figs. 1 , 2 , and 3 show the chaotic attractors of Lorenz, Chen, and Lü projected onto ( $x_{1}, x_{2}, x_{3}$ )-space.

## IV. Synchronization of two unified systems

In this section, we synchronize two chaotic unified systems (7) in master-slave configuration (see Fig. 4(a)), via Generalized Hamiltonian forms and observer design proposed in [5]. Firstly, we rewrite the unified system (7) in Hamiltonian form as the master system and design a state observer for (7) like the slave system according to Fig. 4(b), as follows. Taking as Hamiltonian energy function to

$$
\begin{equation*}
H(x)=\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right) \tag{8}
\end{equation*}
$$



Fig. 3. Lü attractor projected onto the $\left(x_{1}, x_{2}, x_{3}\right)$-space.

(a)

(b)

Fig. 4. Master-slave synchronization scheme.
and gradient vector as

$$
\frac{\partial H}{\partial x}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{9}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

The unified system (7) in Hamiltonian form according to Eq. (3) (as master system) is given by

$$
\begin{align*}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]=} & {\left[\begin{array}{ccc}
0 & 30 \alpha-9 & 0 \\
-(30 \alpha-9) & 0 & -x_{1} \\
0 & x_{1} & 0
\end{array}\right] \frac{\partial H}{\partial x} }  \tag{10}\\
& +\left[\begin{array}{ccc}
-(25 \alpha+10) & -5 \alpha+19 & 0 \\
-5 \alpha+19 & 29 \alpha-1 & 0 \\
0 & 0 & -\frac{(\alpha+8)}{3}
\end{array}\right] \frac{\partial H}{\partial x} .
\end{align*}
$$

The output signal to be transmitted to slave system is $y=$ $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right] \partial H / \partial x=x_{1}$. The matrices $\mathcal{C}, \mathcal{S}$ and $\mathcal{I}$, are given by

$$
\begin{aligned}
\mathcal{C} & =\left[\begin{array}{ccc}
1 & 0 & 0
\end{array}\right], \\
\mathcal{S} & =\left[\begin{array}{ccc}
-(25 \alpha+10) & -5 \alpha+19 & 0 \\
-5 \alpha+19 & 29 \alpha-1 & 0 \\
0 & 0 & -\frac{(\alpha+8)}{3}
\end{array}\right] \\
\mathcal{I} & =\left[\begin{array}{ccc}
0 & 30 \alpha-9 & 0 \\
-(30 \alpha-9) & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
\end{aligned}
$$

The pair of matrices $(\mathcal{C}, \mathcal{S})$ constitutes a pair detectable, but non observable. Even though the addition of the matrix $\mathcal{I}$ to $\mathcal{S}$ does not improve the lack of observability, the pair $(\mathcal{C}, \mathcal{W})=(\mathcal{C}, \mathcal{S}+\mathcal{I})$ remains detectable. Then, according to Theorem 1, it is possible to design an observer for system (7). The nonlinear state observer (as slave system) according to Eq. (4) is designed as
$\left[\begin{array}{c}\dot{\xi}_{1} \\ \dot{\xi}_{2} \\ \dot{\xi}_{3}\end{array}\right]=\left[\begin{array}{ccc}0 & 30 \alpha-9 & 0 \\ -(30 \alpha-9) & 0 & -y \\ 0 & y & 0\end{array}\right] \frac{\partial H}{\partial \xi}$

$$
\begin{aligned}
& \quad+\left[\begin{array}{ccc}
-(25 \alpha+10) & -5 \alpha+19 & 0 \\
-5 \alpha+19 & 29 \alpha-1 & 0 \\
0 & 0 & -\frac{(\alpha+8)}{3}
\end{array}\right] \frac{\partial H}{\partial \xi} \\
& \\
& \quad+\left[\begin{array}{c}
k_{1} \\
k_{2} \\
k_{3}
\end{array}\right] e_{1}, \\
& \eta=
\end{aligned}
$$

where the synchronization error is defined as $e_{1}(t)=y(t)-$ $\eta(t)$. From (10) and (11) the synchronization error dynamics is governed by

$$
\begin{align*}
{\left[\begin{array}{l}
\dot{e}_{1} \\
\dot{e}_{2} \\
\dot{e}_{3}
\end{array}\right]=} & {\left[\begin{array}{ccc}
0 & 30 \alpha-9 & 0 \\
-(30 \alpha-9) & 0 & -y \\
0 & y & 0
\end{array}\right] \frac{\partial H}{\partial e} }  \tag{12}\\
& +\left[\begin{array}{ccc}
-(25 \alpha+10) & -5 \alpha+19 & 0 \\
-5 \alpha+19 & 29 \alpha-1 & 0 \\
0 & 0 & \frac{(\alpha+8)}{3}
\end{array}\right] \frac{\partial H}{\partial e} .
\end{align*}
$$

## V. STABILITY CONDITIONS

In this section, we examine the stability of the synchronization error (12) between master (10) and slave (11) systems. Invoking Theorem 2, which guarantees global asymptotic stability to zero of $e(t)$. In particular, for the synchronization of two unified systems, the matrix $2\left[\mathcal{S}-\left(\frac{1}{2}\right)\left(\mathcal{K} \mathcal{C}-\mathcal{C}^{\mathcal{T}} \mathcal{K}^{\mathcal{T}}\right)\right]$ is given by

$$
\left[\begin{array}{ccc}
-50 \alpha-20-2 k_{1} & -10 \alpha+38-k_{2} & -k_{3}  \tag{13}\\
-10 \alpha+38-k_{2} & 58 \alpha-2 & 0 \\
-k_{3} & 0 & -\frac{(2 \alpha+16)}{3}
\end{array}\right]
$$

by applying the Sylvester's criterion -which provides a test for negative definite of a matrix- thus, we have that the matrix (13) will be a negative definite matrix, if we choose $k_{1}, k_{2}$, and $k_{3}$ such that the following conditions are satisfied:

$$
\begin{align*}
k_{1} & >-25 \alpha-10  \tag{14}\\
a & <0 \\
k_{3}^{2} & >\frac{\left(\frac{-2 \alpha-16}{3}\right)(58 \alpha-2) b-c}{(58 \alpha-2)}
\end{align*}
$$

where $a=k_{2}^{2}-76 k_{2}+3000 \alpha^{2}+500 \alpha+1484+$ $116 \alpha k_{1}+4 k_{1}, b=\left(-50 \alpha-20-2 k_{1}\right)(58 \alpha-2)$, and $c=$ $\left(-10 \alpha+38-k_{2}\right)^{2}$. We have selected $k_{1}=11, k_{2}=50$, and $k_{3}=32$ and initial conditions $x(0)=(0.1,0.1,0.1)$ and $\xi(0)=(0,0,0)$. Fig. 5 shows the synchronization between master (10) and slave (11) systems.


Fig. 5. Synchronization between master (10) and slave (11) systems.

(a)

(b)

Fig. 6. Chain of nodes in master-slave coupling configuration.

## VI. SYnChronization of unified systems in a NETWORK WITH CHAIN TOPOLOGY

Now, we show multiple synchronization of unified chaotic systems (7) like coupled nodes through output signal, by constituting a dynamical network with chain topology. In particular, for simplicity and illustration purpose only, we consider a dynamical network with three nodes in master-slave coupling configuration (see Fig. 6(a)); a single master node with two slave unified nodes (7), via Generalized Hamiltonian forms and observer design (see Fig. 6(b)). Firstly, we rewrite the unified system (7) for the master node and we design two observers connected in chain as slaves 1 and 2 in the following.

Consider the same master system (10) and two slaves 1 and 2 given by

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{\xi}_{11} \\
\dot{\xi}_{12} \\
\dot{\xi}_{13}
\end{array}\right]=} & {\left[\begin{array}{ccc}
0 & 30 \alpha-9 & 0 \\
-(30 \alpha-9) & 0 & -y \\
0 & y & 0
\end{array}\right] \frac{\partial H}{\partial \xi_{1}} } \\
& +\left[\begin{array}{ccc}
-(25 \alpha+10) & -5 \alpha+19 & 0 \\
-5 \alpha+19 & 29 \alpha-1 & 0 \\
0 & 0 & -\frac{(\alpha+8)}{3}
\end{array}\right] \frac{\partial H}{\partial \xi_{1}} \\
& +\left[\begin{array}{l}
k_{1} \\
k_{2} \\
k_{3}
\end{array}\right] e_{11} \\
\eta_{1}= & \xi_{11}
\end{aligned}
$$



Fig. 7. Synchronization error trajectories for Lorenz system.


Fig. 8. Synchronization error trajectories for Chen system.
and the second observer (slave 2) as

$$
\begin{align*}
{\left[\begin{array}{l}
\dot{\xi}_{21} \\
\dot{\xi}_{22} \\
\dot{\xi}_{23}
\end{array}\right]=} & {\left[\begin{array}{ccc}
0 & 30 \alpha-9 & 0 \\
-(30 \alpha-9) & 0 & -y \\
0 & y & 0
\end{array}\right] \frac{\partial H}{\partial \xi_{2}} }  \tag{16}\\
& +\left[\begin{array}{ccc}
-(25 \alpha+10) & -5 \alpha+19 & 0 \\
-5 \alpha+19 & 29 \alpha-1 & 0 \\
0 & 0 & -\frac{(\alpha+8)}{3}
\end{array}\right] \frac{\partial H}{\partial \xi_{2}} \\
& +\left[\begin{array}{l}
k_{1} \\
k_{2} \\
k_{3}
\end{array}\right] e_{21} \\
\eta_{2}= & \xi_{21} .
\end{align*}
$$

where $\xi_{1}=\left(\xi_{11}, \xi_{12}, \xi_{13}\right)$ and $\xi_{2}=\left(\xi_{21}, \xi_{22}, \xi_{23}\right)$ are the state vectors of two slave chaotic nodes, respectively; and $e_{11}=y-\eta_{1}$ and $e_{21}=\eta_{1}-\eta_{2}$. In the following numerical simulations, we have selected the initial conditions: $x(0)=$ $(0.1,0.1,0.1), \xi_{1}=(0,0,0)$, and $\xi_{2}=(0.01,0.01,0.01)$ and observer gains $K_{1}=K_{2}=(11,50,32)$. Fig. 7 shows the synchronization error trajectories among master node (10), slave node 1 (15), and slave node 2 (16), when Lorenz system ( $\alpha=0$ ) is considered like node (7). While Figs. 8 and 7 illustrate similar cases for Chen $(\alpha=1)$ and Lü $(\alpha=4 / 5)$, respectively.

## VII. Conclusion

In this paper, we have firstly presented, synchronization between two coupled unified chaotic systems in master-slave


Fig. 9. Synchronization error trajectories for Lü system.
topology. Chaotic synchronization was achieved by using Generalized Hamiltonian forms and observer design proposed in [5]. Subsequently, this methodology was used to synchronize a chian of three coupled unified systems, that is a single master node coupled with two slave nodes via output signals and being given by two state observers. Nevertheless, this approach can be easily extended to network synchronization of $N$ chaotic nodes (unified systems) coupled in master-slave configuration.

This result is particularly interesting given its potential application in communication network systems, where this connection is required. In addition, the approach can be implemented on experimental set-up [18], [19], [30].
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#### Abstract

This works aims to present a new approach recently developed in a book [12] and called Flow Curvature Method that applies Differential Geometry to Dynamical Systems. Hence, for a trajectory curve, an integral of any n-dimensional dynamical system as a curve in Euclidean n-space, the curvature of the trajectory - or the flow - may be analytically computed. Then, the location of the points where the curvature of the flow vanishes defines a manifold called flow curvature manifold. Such a manifold being defined from the time derivatives of the velocity vector field, contains information about the dynamics of the system, hence identifying the main features of the system such as fixed points and their stability, local bifurcations of codimension one, center manifold equation, normal forms, linear invariant manifolds (straight lines, planes, hyperplanes). In the case of singularly perturbed systems or slowfast dynamical systems, the flow curvature manifold directly provides the slow invariant manifold analytical equation associated with such systems. Also, starting from the flow curvature manifold, the corresponding dynamical system may be found again and thus, the inverse problem is solved. Flow Curvature Method may be applied to any ndimensional dynamical system autonomous or nonautonomous such as Van der Pol Model; FitzHughNagumo Model; Pikovskii-Rabinovich-Trakhtengerts Model; Rikitake Model; Chua's Model; Lorenz Model. This article aims to present application of this method to the determination of the slow invariant manifold of a non-autonomous dynamical system. the forced Van der Pol model.


## I. Introduction

Dynamical systems consisting of nonlinear differential equations are generally not integrable. In his famous memoirs: Sur les courbes définies par une équation différentielle, Poincaré [19], [22] faced to
this problem proposed to study trajectory curves properties in the phase space
".. . any differential equation can be written as:

$$
\frac{d x_{1}}{d t}=X_{1}, \quad \frac{d x_{2}}{d t}=X_{2}, \quad \ldots, \quad \frac{d x_{n}}{d t}=X_{n}
$$

where $X$ are integer polynomials.
If $t$ is considered as the time, these equations will define the motion of a variable point in a space of dimension $n$."

- Poincaré (1885, p. 168) -

Let's consider the following system of differential equations defined in a compact $E$ included in $\mathbb{R}$ as:

$$
\begin{equation*}
\frac{d \vec{X}}{d t}=\vec{\Im}(\vec{X}) \tag{1}
\end{equation*}
$$

with

$$
\vec{X}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{t} \in E \subset \mathbb{R}^{n}
$$

and

$$
\vec{\Im}(\vec{X})=\left[f_{1}(\vec{X}), f_{2}(\vec{X}), \ldots, f_{n}(\vec{X})\right]^{t} \in E \subset \mathbb{R}^{n}
$$

The vector $\vec{\Im}(\vec{X})$ defines a velocity vector field in E whose components $f_{i}$ which are supposed to be continuous and infinitely differentiable with respect to all $x_{i}$ and $t$, i.e. are $C^{\infty}$ functions in E and with values included in $\mathbb{R}$, satisfy the assumptions of the CauchyLipschitz theorem. For more details, see for example [2]. A solution of this system is a trajectory curve $\vec{X}(t)$ tangent ${ }^{1}$ to $\vec{\Im}$ whose values define the states of the dynamical system described by the Eq. (1).
${ }^{1}$ Except at the fixed points.

Thus, trajectory curves integral of dynamical systems (1) regarded as $n$-dimensional curves, possess local metrics properties, namely curvatures which can be analytically ${ }^{2}$ deduced from the so-called Frénet formulas [9]. For low dimensions two and three the concept of curvatures may be simply exemplified. A three-dimensional ${ }^{3}$ curve for example has two curvatures: curvature and torsion which are also known as first and second curvature. Curvature ${ }^{4}$ measures, so to speak, the deviation of the curve from a straight line in the neighborhood of any of its points. While the torsion ${ }^{5}$ measures, roughly speaking, the magnitude and sense of deviation of the curve from the osculating plane ${ }^{6}$ in the neighborhood of the corresponding point of the curve, or, in other words, the rate of change of the osculating plane. Physically, a three-dimensional curve may be obtained from a straight line by bending (curvature) and twisting (torsion). For high dimensions greater than three, say $n$, a $n$-dimensional curve has ( $n-1$ ) curvatures which may be computed while using the Gram-Schmidt orthogonalization process [13] and provides the Frénet formulas [9] for a $n$-dimensional curve.

In [10] it has been established that the location of the point where the curvature of the flow, i.e. the curvature of the trajectory curves integral of any slowfast dynamical systems of low dimensions two and three vanishes directly provides the slow invariant manifold analytical equation associated to such dynamical systems. So, in this work the new approach proposed by Ginoux et al. [10] is generalized to highdimensional dynamical systems.

In a book recently published [12] efficiency of the Flow Curvature Method has been extensively exemplified. One of the main applications of the Flow Curvature Method presented in the next section establishes that curvature of the flow, i.e. curvature of trajectory curves of any $n$-dimensional dynamical system directly provides its slow manifold analytical equation the invariance of which is proved according to Darboux Theorem.

[^2]
## II. Slow Invariant Manifold Analytical EQUATION

The concept of invariant manifolds plays a very important role in the stability and structure of dynamical systems and especially for slow-fast dynamical systems or singularly perturbed systems. Since the beginning of the twentieth century it has been subject to a wide range of seminal research. The classical geometric theory developed originally by Andronov [1], Tikhonov [25] and Levinson [15] stated that singularly perturbed systems possess invariant manifolds on which trajectories evolve slowly and toward which nearby orbits contract exponentially in time (either forward and backward) in the normal directions. These manifolds have been called asymptotically stable (or unstable) slow manifolds. Then Fenichel [5], [8] theory for the persistence of normally hyperbolic invariant manifolds enabled to establish the local invariance of slow manifolds that possess both expanding and contracting directions and which were labeled slow invariant manifolds.
Thus, various methods have been developed in order to determine the slow invariant manifold analytical equation associated to singularly perturbed systems. The essential works of Wasow [26], Cole [3], O'Malley [17], [18] and Fenichel [5], [8] to name but a few, gave rise to the so-called Geometric Singular Perturbation Theory and the problem for finding the slow invariant manifold analytical equation turned into a regular perturbation problem in which one generally expected, according to O'Malley (1974 p. 78 1991 p. 21) the asymptotic validity of such expansion to breakdown.
So, the main result of this work established in the next section is that curvature of the flow, i.e. cur vature of trajectory curves of any $n$-dimensional dynamical system directly provides its slow manifold analytical equation the invariance of which is established according to Darboux Theorem. Since it uses neither eigenvectors nor asymptotic expansions but simply involves time derivatives of the velocity vector field, it constitutes a general method simplifying and improving the slow invariant manifold analytical equation determination of high-dimensional dynamical systems.

## A. Slow manifold of high-dimensional dynamical systems

In the framework of Differential Geometry trajectory curves $\vec{X}(t)$ integral of $n$-dimensional dynamical systems (1) satisfying the assumptions of the

Cauchy-Lipschitz theorem may be regarded as $n$ dimensional smooth curves, i.e. smooth curves in Euclidean $n$-space parametrized in terms of time.

Proposition II.1: The location of the points where the curvature of the flow, i.e. the curvature of the trajectory curves of any n-dimensional dynamical system vanishes directly provides its $(n-1)$-dimensional slow invariant manifold analytical equation which reads:

$$
\begin{align*}
\phi(\vec{X}) & =\dot{\vec{X}} \cdot(\ddot{\vec{X}} \wedge \dddot{\vec{X}} \wedge \ldots \wedge \stackrel{(n)}{\vec{X}})  \tag{2}\\
& =\operatorname{det}(\dot{\vec{X}}, \ddot{\vec{X}}, \dddot{\vec{X}}, \ldots, \vec{X})=0
\end{align*}
$$

where $\stackrel{(n)}{\vec{X}}$ represents the time derivatives of $\vec{X}$.
Proof: Cf. Ginoux et al. [11] ; Ginoux [12]

## B. Darboux invariance theorem

According to Schlomiuk [23], [24] and Llibre et al. [16] it seems that in his memoir entitled: Sur les équations différentielles algébriques du premier ordre et du premier degré, Gaston Darboux (1878, p. 71) has been the first to define the concept of invariant manifold. Let's consider a $n$-dimensional dynamical system (1) describing "the motion of a variable point in a space of dimension $n$." Let $\vec{X}=$ $\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{t}$ be the coordinates of this point and $\vec{V}=\left[\dot{x}_{1}, \dot{x}_{2}, \ldots, \dot{x}_{n}\right]^{t}$ its velocity vector.

Proposition II.2: Consider the manifold defined by $\phi(\vec{X})=0$ where $\phi$ is a $C^{1}$ in an open set $U$ is invariant with respect to the flow of (1) if there exists a $C^{1}$ function denoted $K(\vec{X})$ and called cofactor which satisfies:

$$
\begin{equation*}
L_{\vec{V}} \phi(\vec{X})=K(\vec{X}) \phi(\vec{X}) \tag{3}
\end{equation*}
$$

for all $\vec{X} \in U$ and with the Lie derivative operator defined as:

$$
L_{\vec{V}} \phi=\vec{V} \cdot \vec{\nabla} \phi=\sum_{i=1}^{n} \frac{\partial \phi}{\partial x_{i}} \dot{x}_{i}=\frac{d \phi}{d t} .
$$

In the following invariance of the slow manifold will be established according to what will be referred as Darboux Invariance Theorem.

Proof: Cf. Ginoux et al. [11] ; Ginoux [12]

## III. Forced Van der Pol model

In this section it will be shown that Flow Curvature Method may applied to non-autonomous dynamical systems. As an example let's consider the forced Van der Pol model [14] which may be written as:

$$
\vec{V}\left(\begin{array}{c}
\varepsilon \dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right)=\vec{\Im}\left(\begin{array}{c}
f(x, y, z) \\
g(x, y, z) \\
h(x, y, z)
\end{array}\right)=\left(\begin{array}{c}
x+y-\frac{x^{3}}{3} \\
-x+a \operatorname{Sin}(2 \pi z) \\
\omega
\end{array}\right)
$$

A suitable variable changes may transform this non-autonomous system into a slow-fast autonomous one which reads:

$$
\begin{align*}
\vec{V}\left(\begin{array}{c}
\dot{x_{1}} \\
\dot{x_{2}} \\
\dot{x_{3}} \\
\dot{x_{4}}
\end{array}\right) & =\vec{\Im}\left(\begin{array}{c}
f_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
f_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
f_{3}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
f_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)
\end{array}\right)  \tag{4}\\
& =\left(\begin{array}{c}
\frac{1}{\varepsilon}\left(x_{1}+x_{2}-\frac{x_{2}^{3}}{3}\right) \\
-x_{1}+a x_{3} \\
\Omega x_{4} \\
-\Omega x_{3}
\end{array}\right)
\end{align*}
$$

where $\varepsilon=0.002, a=1.8, \omega=1.342043$ and $\Omega=2 \pi \omega$. Although this transformation increases the dimension of the system the Flow Curvature Method enables, according to Prop. II.1, to directly compute the slow manifold analytical equation associated with system (4) the equation of which reads:

$$
\begin{equation*}
\phi(\vec{X})=\vec{V} \cdot(\vec{\gamma} \wedge \dot{\vec{\gamma}} \wedge \ddot{\vec{\gamma}} \wedge \dddot{\vec{\gamma}})=0 \tag{5}
\end{equation*}
$$

Then, it may be stated that in the vicinity of the flow curvature manifold both flow curvature manifold and its Lie derivative are merged. Thus, according to Darboux Invariance Theorem and Prop. II. 2 the slow manifold of forced Van der Pol model is locally invariant (Cf. Fig. 1).

## IV. Discussion

In this work a new approach which consists in applying Differential Geometry to Dynamical Systems and called Flow Curvature Method has been partially presented. By considering the trajectory curve, integral of any $n$-dimensional dynamical system, as a curve in Euclidean $n$-space, the curvature of the trajectory curve, i.e. curvature of the flow has been analytically computed enabling thus to define a manifold called: flow curvature manifold. Since such man-


Fig. 1. Forced Van der Pol model slow invariant manifold in $\left(x_{1}, x_{2}, x_{3}\right)$ phase space
ifold only involves the time derivatives of the velocity vector field and so, contains information about the dynamics of the system, it enables to find again the main features of the dynamical system studied. Thus, Flow Curvature Method enables to analytically compute: fixed points stability, invariant sets, center manifold approximation, normal forms, local bifurcations, slow invariant manifold and integrability of any $n$ dimensional dynamical systems but also to "detect" linear invariant manifolds of any $n$-dimensional dynamical systems which may be used to build first integrals of these systems.

Then, according to [12] Flow Curvature Method may be applied to any $n$-dimensional autonomous dynamical systems singularly perturbed or nonsingularly perturbed, i.e. slow-fast autonomous dynamical systems such as Lorenz, Rikitake, (PRT) models, $\ldots$, or any $n$-dimensional non-autonomous dynamical systems singularly perturbed or nonsingularly perturbed such as forced Van der Pol model as exemplified in this work.
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# High gain observer based synchronization for a class of time-delay chaotic systems. Application to secure communications. 
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#### Abstract

This work investigates high gain observer design to synchronize a time-delay chaotic system. It is shown that the underlying class of nonlinear systems can be put into the canonical observable form, and thus high gain observer design framework can be extended to chaotic synchronization problem. Our approach is motivated by its simplicity of implementation: the observer gain synthesis relies on the explicit resolution of a time-invariant algebraic Lyapunov equation, which leads to a single parameter design. The proposed synchronization scheme is validated in a real-time experimental setup, based on Analog/Digital dSpace electronic device. At the end of the paper an information transmission process is provided, based on the previous synchronization scheme.


Index Terms-Chaos synchronization, high-gain observer, timedelay system

## I. Introduction

If state estimation of linear systems has been widely treated through the last four decades, the nonlinear case, which concerns most of physical processes, remains however an open and very active research field. Among the recent applications of nonlinear state estimation theory, chaotic synchronization represents a pregnant issue, even if the words "chaos" and "synchronization" themselves have seemed incompatible for a long time. Indeed, on the one hand, the word "synchronization" come from the Greek roots $\sigma v \gamma$ (syn), which means "with", and $\chi \rho o \nu o \varsigma(c h r o n o s), ~ w h i c h ~ m e a n s ~$ "time". Hence we can give a first definition of synchronization notion: it characterizes two systems having the same behavior at the same time. In fact, synchronization effects have been observed since the XVII ${ }^{t h}$ century, when the Dutch mathematician Huygens noticed the synchronization of two pendulum clocks placed against the same wall. Consequently, synchronization was reserved to periodic systems (two signals were said synchronized if their periods were identical). On the other hand, among nonlinear systems, chaotic systems are characterized by a very complex behavior, asymptotically aperiodic. A priori, the nature of chaotic systems would seem to challenge the notion of synchronization. No further attention was paid to this issue, until 1983, and the work of Yamada and Fujisaka [1]. They noticed that, by coupling oscillators which on their own evolved chaotically, it was possible under certain hypotheses to force them to evolve in an identical manner. This happened even if the two
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systems did not start with the same initial conditions. Despite this breakthrough, the subject of chaotic synchronization seemed to have no obvious applications until 1990. In their pioneering paper [2], Pecora and Carroll gave necessary and sufficient conditions under which two chaotic systems would synchronize. They also indicated that by using chaotic synchronization it might be possible to communicate in a secure way, by using the chaotic signal as a mask, used to hide the information-bearing message. This promising application gave rise to a huge number of papers concerned with chaotic synchronization. For general surveys on this subject, the reader is referred to the references [3], [4], [5]. Then synchronization has become a state estimation issue. The papers [6], [7] have shown that it is possible to estimate chaotic systems states, using nonlinear control theory. Indeed, the chaotic transmitter belongs to the wide class of nonlinear dynamical systems, whereas the receiver can be viewed as a nonlinear observer of the transmitter system. Furthermore, nonlinear estimation theory can be used to design a receiver which synchronizes with the driving system. This nonlinear control point of view brings many approaches to the receiver conception problem, and the underlying synchronization analysis problem. Among the huge amount of references on this subject, we can quote [8], which builds an observer-based synchronization scheme, guaranteeing an exponential synchronization. A generalization to a larger class of nonlinearities is proposed in [9]. [10] details a particular observer design, whose gain can be expressed in function of the desired convergence speed. But other approaches can also be found in the tremendous literature. For instance, the synchronization problem is addressed as a chaos suppression issue in [11]. [12] has established a synchronization criterion based on a linear feedback control, applied to Chua's circuit. [13] deals with a reduced-order observer-based exponential synchronization scheme, while [14] considers synchronization as a control problem. A comparison between different synchronization schemes, applied to well-known chaotic systems is performed in [15]. Sliding mode observers theory and an integral observer are used for synchronization purposes, respectively in [16] and [17]. [18] deals with synchronization of a class of time-delay chaotic systems, and proposes a phase-modulation based transmission scheme. More recently, a new family of chaotic systems has been exhibited, relying on the multimodel framework, and a dedicated synchronization process is detailed in [19]. Some adaptive unknown input observer have been proposed, for
example in [20] or [21]. The former develops an adaptive unknown input observer for a chaotic transmitter whose linear part is affected by a time-delay, while the latter is also concerned with a robust approach to cope with parametric uncertainties and external disturbances. A new transmitter is dealt with in [22], called unified chaotic system: when a parameter is varied, the chaotic attractor is topologically equivalent to a Lorenz attractor, or a Chen or a Lü one. Most of the mentioned papers address a chaotic synchronization problem and propose an application to secure transmissions, but rarely with a security analysis or a precise exhibition of what the secret key is. This point will be discussed at the end of our paper.

In many papers that can be read in the literature, as in several aforementioned papers, the observer gain design relies on the resolution of a Linear Matricial Inequality (LMI), thanks to numerical convex optimization algorithms, provided that conservative assumptions are fulfilled. What we propose in this paper is a chaotic synchronization scheme using high-gain observer framework, extending our recent results detailed in [23]. In this latter paper, a high gain observer was proposed in the presence of one (or more) variable and known delay. The exponential convergence of the observer relies on the resulting solution of an algebraic Lyapunov equation and leads to an explicit expression of the observer gain.
The layout of this paper is as follows. Section II presents high gain observer design for a class of nonlinear timedelay chaotic systems with a synchronization purpose. The obtained results are applied in section III to information transmission, and tested both in simulation and through real-time experimental setup, based on Analog/Digital dSpace electronic device.

Notations: throughout this paper, $x_{\tau}(t)$ stands for $x(t-\tau)$.

## II. High-Gain observer based synchronization

This section presents a new observer based synchronization scheme, relying on high gain design framework, for a class of nonlinear time-delay systems.

## A. Time-delay chaotic transmitter

It is claimed in some papers dealing with cryptanalysis (see [24] for example) that hyperchaotic systems are well suited for security purpose when used in synchronization and communication schemes. Besides, the presence of a delay in the dynamics of a nonlinear systems leads to an hyperchaotic behavior, this has been detailed in ref. [25]. Therefore we consider the following class of time-delay chaotic systems:

$$
\begin{equation*}
\dot{x}(t)=A x(t)+F(x(t))+H\left(x_{\tau}(t)\right) \tag{1}
\end{equation*}
$$

with

$$
A=\left(\begin{array}{rrr}
-\alpha & \alpha & 0 \\
1 & -1 & 1 \\
0 & -\beta & -\gamma
\end{array}\right)
$$

$$
\begin{align*}
F(x(t)) & =\left(\begin{array}{c}
-\alpha \delta \tanh \left(x_{1}(t)\right) \\
0 \\
0
\end{array}\right)  \tag{3}\\
H\left(x_{\tau}(t)\right) & =\left(\begin{array}{c}
0 \\
0 \\
\varepsilon \sin \left(\sigma x_{1}(t-\tau)\right)
\end{array}\right) \tag{4}
\end{align*}
$$

Fig. 1 shows the bifurcation diagram of system (1) when the parameter $\sigma$ is varied. The reader is referred to ref. [18] for a thorough study of this chaotic transmitter. Once the transmitter


Fig. 1. Bifurcation diagram
has been chosen, we address in next subsection the dedicated receiver design, using high gain observer framework.

## B. High gain observer synthesis

Since the pioneering paper of Gauthier et al. [26], which presents a high gain observer for a class of nonlinear systems called uniformly observable for all inputs, the general high gain framework has been extended to larger classes of nonlinear systems [27] (MIMO systems), [23] (time-delay systems), as well as larger problems (including state estimation), such as adaptive observers [28], to mention just a few.
We present in this paper an extension of the results established in reference [23] about high gain observer design in the presence of one (or more) variable and known delay. This class of high gain observers has, to the authors knowledge, not yet been applied to time-delay chaotic synchronization. The advantage of this approach principally remains in its simplicity of implementation, in the sense that the observer gain is obtained from the resolution of an algebraic Lyapunov equation, and can be given explicitly.

The main results of reference [23] are now briefly summed up. Consider the following class of nonlinear systems [23]:

$$
\left\{\begin{array}{l}
\dot{x}(t)=A x(t)+g\left(u(t), u_{\tau}(t), x(t), x_{\tau}(t)\right)  \tag{5}\\
y(t)=C x(t)
\end{array}\right.
$$

where $x \in \mathbb{R}^{n}, y \in \mathbb{R}, u \in \mathbb{R}^{m}$, are respectively the state, the (scalar) output and the input of system (5).
$A$ is the anti-shift matrix:

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{6}\\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & \ddots & \ddots & 0 \\
\vdots & & & \ddots & 1 \\
0 & \ldots & \ldots & \ldots & 0
\end{array}\right)
$$

and the matrix $C$ is defined by:

$$
C=\left(\begin{array}{llll}
1 & 0 & \ldots & 0 \tag{7}
\end{array}\right)
$$

The components of the nonlinear function $g: \mathbb{R}^{m+2 n} \rightarrow \mathbb{R}^{n}$ are noted $g_{i}, i=1, n$ and each one of them has a triangular structure w.r.t. $x$ and $x_{\tau}$, i.e. :

$$
\begin{equation*}
g_{i}\left(u, u_{\tau}, x, x_{\tau}\right)=g_{i}\left(u, u_{\tau}, x_{1}, \ldots, x_{i}, x_{\tau, 1}, \ldots, x_{\tau, i}\right) \tag{8}
\end{equation*}
$$

We introduce two matrices $\Delta_{\theta}$ and $S$, which belong to the general high gain framework, as follows :

$$
\Delta_{\theta}=\operatorname{diag}\left[\begin{array}{cccc}
1 & \frac{1}{\theta} & \cdots & \frac{1}{\theta^{n-1}} \tag{9}
\end{array}\right]
$$

where $\theta$ is a strictly positive real number ;
$S$ is the unique solution of the algebraic Lyapunov equation below:

$$
\begin{equation*}
S+A^{T} S+S A-C^{T} C=0 \tag{10}
\end{equation*}
$$

As in most of works dealing with high gain synthesis, we make the following assumption (cf. [27]) :

- (H1) The function $g$ is global Lipschitz w.r.t. $x$ and $x_{\tau}$, uniformly in $u$.

Consider the following candidate observer:

$$
\left\{\begin{align*}
\dot{\hat{x}}(t)= & A \hat{x}(t)+g\left(u(t), u_{\tau}(t), \hat{x}(t), \hat{x}_{\tau}(t)\right)  \tag{11}\\
& -\theta \Delta^{-1} S^{-1} C^{T} C(\hat{x}(t)-x(t))
\end{align*}\right.
$$

We give the main theorem of ref. [23] ensuring the convergence of observer (11):
Theorem 1:
Under hypothesis (H1), there exists $\theta_{0}>0$ such that for all $\theta>\theta_{0}$, system (11) is an exponential observer for system (5).

Now we will show how the chaotic transmitter (1) can be put into the canonical form (5)-(9) by an appropriate coordinate change:

$$
\left\{\begin{array}{l}
\dot{z}(t)=A z(t)+g\left(u(t), u_{\tau}(t), z(t), z_{\tau}(t)\right)  \tag{12}\\
y(t)=C z(t)
\end{array}\right.
$$

with $A$ and $C$ respectively defined by (6) and (7), and $g$ of the form (8).
The appropriate coordinate change is given by [26]:

$$
z(t)=\phi(x(t))=\left(\begin{array}{c}
x_{1}(t)  \tag{13}\\
L_{g} x_{1}(t) \\
L_{g}^{2} x_{1}(t)
\end{array}\right)
$$

where $L_{q} f$ stands for the Lie derivative operator. If we note $\phi_{i}, i=1,3$ the three components of $\phi$, we obtain:

$$
\begin{align*}
\phi_{1}(x(t))= & x_{1}(t) \\
\phi_{2}(x(t))= & -\alpha x_{1}(t)+\alpha x_{2}(t)-\alpha \delta \tanh \left(x_{1}(t)\right. \\
\phi_{3}(x(t))= & \alpha(\alpha+1) x_{1}(t)+\alpha^{2} \delta(1+\delta) \tanh \left(x_{1}(t)\right) \\
& +\alpha^{2} \delta \tanh \left(x_{1}(t)\right)^{2}\left(-x_{1}(t)+x_{2}(t)\right) \\
& -\alpha^{2} \delta^{2} \tanh \left(x_{1}(t)\right)^{3} \\
& -\alpha(\alpha+1+\alpha \delta) x_{2}(t)+\alpha x_{3}(t) \tag{14}
\end{align*}
$$

Then following the results of [23], one can explicitly compute the observer gain for the canonical system (12):

$$
K_{z}=\theta \Delta_{\theta} S^{-1} C^{T}
$$

Once this is achieved, one has to find the expression of the observer gain in the original coordinates, which can be expressed as:

$$
K=\left(\frac{\partial \phi}{\partial x}\right)^{-1} K_{z}
$$

where $\left(\frac{\partial \phi}{\partial x}\right)$ stands for the Jacobian matrix of function $\phi$. It has been shown in [27] that only the diagonal terms of this Jacobian matrix are necessary, the other terms being controlled. It is also worth noticing the property below [26]:

$$
S^{-1} C^{T}=\left(\begin{array}{llll}
C_{n}^{1} & C_{n}^{2} & \ldots C_{n}^{n}
\end{array}\right)
$$

where $C_{n}^{p}=\frac{n!}{p!(n-p)!}$.

To conclude this section, we have proposed a new synchronization scheme, based on high gain observer framework, which has been recalled, for a time-delay chaotic transmitter.

## III. REAL-TIME APPLICATION AND SECURE TRANSMISSION

The aim of this section is twofold. First we illustrate the effectiveness of the proposed synchronization scheme in simulations using Matlab, then in real-time experimental setup, based on Analog/Digital dSpace electronic device. Finally this synchronization process will be included in a complete communication system.

## A. Real-time synchronization

We recall the model of the chosen transmitter, and the numerical values of its parameters:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=-\alpha x_{1}(t)+\alpha x_{2}(t)-\alpha \delta \tanh \left(x_{1}(t)\right)  \tag{15}\\
\dot{x}_{2}(t)=x_{1}(t)-x_{2}(t)+x_{3}(t) \\
\dot{x}_{3}(t)=-\beta x_{2}(t)-\gamma x_{3}(t)+\varepsilon \sin \left(\sigma x_{1 \tau}(t)\right)
\end{array}\right.
$$

with

| $\alpha$ | $\beta$ | $\gamma$ | $\delta$ | $\varepsilon$ | $\sigma$ | $\tau$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 14 | 5 | -1 | 10 | $10^{2}$ | 0.1 |

TABLE I
Parameters of system (15)

For the simulation, we choose a fourth-order Runge-Kutta integration solver, with a constant step fixed to 1 ms . The following initial conditions have been fixed for the transmitter and the receiver:

$$
\left\{\begin{array}{l}
x(t)=\hat{x}(t)=\left(\begin{array}{lll}
0 & 0 & 0
\end{array}\right)^{T} \text { for } t \in[-\tau, 0[  \tag{16}\\
x(0)=\left(\begin{array}{ll}
0.1 & 0.1 \\
0.1
\end{array}\right)^{T} \\
\hat{x}(0)=\left(\begin{array}{ll}
-0.1 & -0.1
\end{array}-0.1\right)^{T}
\end{array}\right.
$$

The value of the tuning parameter $\theta$ has been set to 10 .
A comparison between the transmitter states and the receiver state is depicted in figure 2 and shows that identical synchronization is achieved after a few seconds. This synchronization time can be shortened by using larger values for $\theta$. However this tuning must be made carefully, since the larger $\theta$ is, the less robust (to additive noise on the transmitted signal $y(t)$ ) the observer is.


Fig. 2. Synchronization of the transmitter states and the receiver states

Now experimental results are performed on two calculators (Transmitter / Receiver) communicating through Ana$\log /$ Digital dSpace electronic devices. At the first calculator, the Matlab-Simulink software simulates the chaotic model and transmits the output signal $y(t)$ through the dspace card ( using a coaxial cable ) to the receiver. At the receiver, the second calculator uses the proposed high gain observer based approach for synchronization. Fig. 3 shows the experimental results. It can be noticed that experimenting real transmission conditions inevitably lead to some degradations of the performances: while the first state $x_{1}$ seems exactly recovered, some unaccuracies appear during the synchronization of the second and the third states. These problems have been taken into account and are under study.

## B. Application to information transmission

One proposes to integrate the previous high gain observer based synchronization scheme into a complete communication process. The information transmission is performed using the two-channel principle, as in [18]: a first signal (corresponding


Fig. 3. Real-time synchronization
to $y(t)$ defined in (5)) is sent to the receiver, for synchronization purpose only. No information about the message is contained in this signal. Then, once synchronization is achieved at the receiver end, a second signal $y_{2}(t)$ containing the information (corresponding to an encryption of the message) is sent. To be able to decrypt the information, the receiver must possess the secret key, given by the transmitter. This point has been discussed in [18], where it has been shown that the parameter $\sigma$ of the transmitter (5) can play the role of the secret key. In this case, we are dealing with a symmetric cryptosystem, since the same key is used to encrypt and decrypt the information. For lack of place, the security of the proposed communication scheme will not be longer discussed here, it would deserve an entire paper.
We give now the expression of the second signal $y_{2}(t)$ which is used to conceal the information, noted $u(t)$ :

$$
\begin{equation*}
y_{2}(t)=x_{3}\left(t-T_{u} u(t)\right) \tag{17}
\end{equation*}
$$

where we suppose without restriction that $u(t) \in[0,1]$ and $T_{u}$ is chosen equal to the fixed integration step.
Then the decryption formula is given by (see [18] for a detailed proof):

$$
\begin{equation*}
\hat{u}(t)=\frac{\hat{x}_{3}(t)-y_{2}(t)}{T_{u} \dot{\hat{x}}_{3}(t)} \tag{18}
\end{equation*}
$$

where $\hat{u}(t)$ stands for the deciphered message.
Fig. 4 shows the effectiveness of the proposed cryptosystem when the following message is chosen: $u(t)=0.5(1+$ $\left.\sin \left(2 \pi f_{o} t\right)\right)$ with $f_{o}=0.2 \mathrm{~Hz}$.
Since the obtained results within the experimental setup were not totally satisfying, we decide not to make a real-time transmission trial. We prefer to perform a deeper study of high gain observer based synchronization. This paper is the first step in our approach.

## IV. Conclusion

In this paper we addressed a chaotic synchronization problem. We propose a specific solution for a class of time-delay


Fig. 4. Decrypted message $u(t)=0.5\left(1+\sin \left(2 \pi f_{o} t\right)\right)$
hyperchaotic transmitters, by designing a high-gain observer as a receiver. We first showed that the considered transmitter belongs to the class of uniformly observable nonlinear systems which is dealt with in the high gain framework. Then we detailed the conception of the receiver, whose efficiency has been tested not only in simulation using Matlab, but also in real-time experiment, using dSpace Analog/Digital device. At the end of the paper, the proposed synchronization scheme has been used to design a two-channel communication scheme based on chaotic phase modulation. This paper represents a first step in using high gain techniques for chaotic synchronization purpose. Further real-time experimentations of chaotic cryptosystems are under study.
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# Observer based approach for synchronization in complex dynamical networks. 

M. Boutayeb, A. Zemouche and J. J. Slotine


#### Abstract

: In this note, we investigate a state observer based approach for synchronization in complex dynamical networks. The later are in the general form with multidimentional links. Synchronization in the dynamical network is expressed in terms of asymptotic stability conditions deduced from the contraction theory. We show, thanks to the differential mean value theorem, that design and computation of the observer's gain may be performed through Linear Matrix Inequalities (convex problem).


## Introduction

During the last decade, tremendous research activities were devoted to study complex dynamical networks which were introduced to model many aspects of real-world systems. Indeed, interesting mathematical models such as small-world models or scale-free models [1]-[2]-[4]-[11] were introduced recently to describe various dynamical systems in different area; without being exhaustive let us mention some of them, such as: Biological, Internet or Electrical Power network systems. The problem of synchronization become, therefore, a central question in particular to characterize behaviours of the dynamical networks. For doing so, several research works were recently devoted to analyze synchronization in complex network systems in different configurations such as connected neural networks with or without delays, synchronization of uncertain dynamical networks using robust impulsive techniques or synchronization in switching dynamical networks [5]-[6]-[7]-[8]-[12]-[13]-[17]-[18]. It should be noticed that most of the obtained results assume the complete knowledge of the state vector of each node, unfortunately, this condition is rarely satisfied. To overcome this obstacle, an interesting strategy consists in employing state observers based approach to assure synchronization when only one-dimensional links or few state components are available.

In the case of two chaotic master-slave systems, observers based approach for synchronization was largely investigated during the last two decades [3]-[9]-[10] with extensions to unknown input recovery [20]-[21]-[22]. Unfortunately, very few works were developed to deal with synchronization in complex dynamical networks. In [19], Jiang et all. have proposed a simple and useful observer based approach for synchronization in complex dynamical networks when only one dimensional links.

In this contribution we consider the problem of synchronization in complex dynamical networks from a state observer point of view. The systems considered here are in the general form with multi-dimentional
links not necessarily with the same measurement matrix. The stability analysis is investigated through the contraction theory [14]-[15]-[16] where the synthesis of the observer's gain may be deduced from a non conservative Linear Matrix Inequality (LMI) condition [24].

## 1 - Problem formulation and existing results

In this section we provide first some definitions and contributions to assure synchronization for a class of complex dynamical networks, after, we introduce a recent result on observers based approach for synchronization [19]. We should notice that we consider, here, systems that are described by a general form where the connections are not symmetric, in the sense that the information sent from node $i$ to node $j$ is multi-dimensional and may not be the same.

## A - Definition

Consider a real world complex network with N nodes [4]-[5]-[6]-[7]-[8] :
$\dot{x}_{i}(t)=f\left(x_{i}(t)\right)+\sum_{j=1}^{N} c_{i j} A x_{j}(t)$
where $x_{i}(t) \in R^{n}, \mathrm{c}_{\mathrm{ij}}$ and $\mathrm{A} \in R^{n . n}$ represent the state vector of node $i$, the coupling strength between node i and node j and, a constant inner coupling matrix between nodes respectively.

The coupling configuration matrix of the network $\mathrm{C}=$ $\left(\mathrm{c}_{\mathrm{ij}}\right)_{\mathrm{N} . \mathrm{N}}$ is defined as follows :

$$
\begin{equation*}
c_{i j} \neq 0 \quad \text { If there } \text { is a connection } \tag{2}
\end{equation*}
$$

between node i and node j
$c_{i j}=0 \quad$ Otherwise
with

$$
\begin{equation*}
c_{i i}=-\sum_{\substack{j=1 \\ j \neq i}}^{N} c_{i j} \tag{4}
\end{equation*}
$$

based on this configuration we may write:

$$
\begin{equation*}
\dot{s}(t)=f(s(t))=f(s(t))+\sum_{j=1}^{N} c_{i j} A s(t) \tag{5}
\end{equation*}
$$

which allows to deduce :
$\dot{s}(t)-\dot{x}_{i}(t)=f(s(t))-f\left(x_{i}(t)\right)+\sum_{j=1}^{N} c_{i j} A\left(s(t)-x_{j}(t)\right)$
Now let us introduce a general definition of network synchronization [].
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Definition-1: Let $x_{i}\left(t, t_{0}, x_{0}\right)$ denotes a solution for the differential equation:

$$
\begin{gather*}
\dot{x}_{i}(t)=f\left(x_{i}(t)\right)+g_{i}(x(t)) \mathrm{i}=1, \ldots, \mathrm{~N}  \tag{7}\\
\text { with } \quad x_{0}=\left(\begin{array}{lll}
x_{1}^{0}, & \ldots, & x_{N}^{0}
\end{array}\right) \\
\\
x(t)=\left(\begin{array}{lll}
x_{1}(t), & \ldots, & x_{N}(t)
\end{array}\right)
\end{gather*}
$$

and
assume that $f($.$) and g($.$) are continuously$ differentiable on an open subset $D$ and there exists a nonempty $\mathrm{D}_{0} \subseteq \mathrm{D}$ with $x_{i}^{0} \in \mathrm{D}_{0}$ such that $\mathrm{x}_{\mathrm{i}}(\mathrm{t}) \in \mathrm{D}_{0}$ and :
$\lim _{t \rightarrow \infty} \| x_{i}\left(t, t_{0}, x_{0}\right)-x_{j}\left(t, t_{0}, x_{0} \|=0 \quad\right.$ for all $\mathrm{i}, \mathrm{j}$
therefore (8) is said to realize synchronization.
Now, let us go back to the system (7) with the notation: $\varepsilon_{i}(t)=s(t)-x_{i}(t)$, we deduce (using (5)) that:
$\dot{\varepsilon}_{i}(t)=f(s(t))-f\left(s(t)-\varepsilon_{i}(t)\right)+\sum_{j=1}^{N} c_{i j} A \varepsilon_{i}(t)$
or $\dot{\varepsilon}(t)=F(t, s(t), \varepsilon(t)), \quad \varepsilon(\mathrm{t})=\left(\begin{array}{llll}\varepsilon_{1}(t) & \ldots & \varepsilon_{N}(t)\end{array}\right) \quad 10$
using the fact that the coupling configuration matrix C has interesting properties (and assumed to be irreductible with real eigenvalues $\lambda_{\mathrm{k}}$ [23]) i.e. :

$$
\begin{equation*}
\lambda_{1}=0>\lambda_{2} \geq \ldots \geq \lambda_{N} \tag{11}
\end{equation*}
$$

we obtain, through a linear and non singular transformation, an equivalent system (locally around the trajectory $\mathrm{s}(\mathrm{t})$ ):

$$
\dot{\delta}(t)=\left(D f(s(t))+\lambda_{k} A\right) \delta(t), \lambda_{\mathrm{k}}=2, \ldots, N \quad 12
$$

where $\operatorname{Df}(\mathrm{s}(\mathrm{t}))$ is the Jacobien matrix of $\mathrm{f}(\mathrm{s}(\mathrm{t}))$ arround the trajectory $s(t)$. We notice that, as $1_{1}=0, x_{1}(t)=s(t)$ is considered as the reference trajectory.

We can state now the main result for exponential synchronization [8] :
Lemma 1: Assume that the Jacobian matrix DF $(\mathrm{t}, \mathrm{x}(\mathrm{t})$ ) is bounded and Lipschitz (Locally) on an open subset $\Omega$, uniformly in t , and C is diagonalized; then if $\left(A+A^{T}\right)$ is a positive semi definite matrix and the measure of matrix $\mu\left(\operatorname{Df}(\mathrm{s}(\mathrm{t}))+\lambda_{2} \mathrm{~A}\right)<\alpha<0$ then the dynamical complex network is exponentially stable (synchronized).

The proof is straightforward if we take a Lyapunov function as:

$$
\begin{equation*}
V(t)=1 / 2 \delta^{T}(t) . \delta(t) \tag{13}
\end{equation*}
$$

With
$\dot{V}(t)=\delta^{T}(t)\left(\frac{\left(D f(s(t))+\lambda_{2} A\right)^{T}+\left(D f(s(t))+\lambda_{2} A\right)}{2}\right) \delta(t)$
$+\left(\lambda_{k}-\lambda_{2}\right) \delta^{T}(t)\left(\frac{A^{T}+A}{2}\right) \delta(t)$
$\leq \delta^{T}(t)\left(\frac{\left(D f(s(t))+\lambda_{2} A\right)^{T}+\left(D f(s(t))+\lambda_{2} A\right)}{2}\right) \delta(t)$ for
all k

## B - Observers based approach for synchronization

To our knowledge there are very few results on state observers for synchronization, hereafter we summarize the main idea of a recent result on this subject. Indeed, instead of the complete knowledge of the coupling state vector $\mathrm{x}_{\mathrm{j}}$ in the dynamical model (1), the latter is into the form :

$$
\begin{equation*}
\dot{x}_{i}(t)=f\left(x_{i}(t)\right)+\sum_{j=1}^{N} c_{i j} L y_{j}(t) \tag{15}
\end{equation*}
$$

where $y_{j}(t)$ is the output of node $j$ with:

$$
\begin{equation*}
y_{j}(t)=H x_{j} \tag{16}
\end{equation*}
$$

$H$ is a row vector $\in R^{1 . n}$
The problem is therefore how to determine the gain vector so that synchronization of the dynamical network is assured. Based on the Lemma 1 and the fact that L.H is a constant matrix (which may represent the matrix $A$ in (1)), the authors deduced an LMI condition to determine L for synchronization.

## C - Problem formulation

In this note we consider a more general class of dynamical complex network where the connection between node $i$ and node $j$ is a multi-dimensional link, each node j provides only a part of the state vector $\mathrm{x}_{\mathrm{j}}$ i.e. $y_{j}(t)=H_{j} x_{j}, \quad H_{j} \in R^{P_{j} . n}$ with $\mathrm{p}_{\mathrm{j}} \leq \mathrm{n}$. The dynamical model becomes:

$$
\begin{equation*}
\dot{x}_{i}(t)=f\left(x_{i}(t)\right)+\sum_{j=1}^{N} c_{i j} L_{j} y_{j}(t) \tag{17}
\end{equation*}
$$

Since the matrices $L_{j} H_{j}$ for $j=1, \ldots, N$ are not necessarily the same, the obtained results in [19] for synchronization can not be applied. To deal with problem, there are two options :

- The first one consists in determining matrices $L_{j}$ under the constraint $L_{j} H_{j}=L_{i} H_{i}$ for all $i, j$. so that synchronization is assured.
- The second solution is more general and consists in determining matrices $L_{j}$ in the sense of definition 1 i.e.

$$
\begin{align*}
& \lim _{t \rightarrow \infty}\left\|x_{j}(t)-x_{i}(t)\right\|=0 \text { and not necessarily } \\
& \lim _{t \rightarrow \infty}\left\|x_{j}(t)-s(t)\right\|=0 \tag{18}
\end{align*}
$$

In this note we focus on the first option using simple and useful tools such as contraction theory for the stability analysis and the differential mean value theorem to determine matrices $\mathrm{L}_{\mathrm{j}}$ through an LMI condition.

## 2 - Main results

## A - Preliminary transformations

First of all, let us provide a general solution to the constraints $\mathrm{L}_{\mathrm{j}} \mathrm{H}_{\mathrm{j}}=\mathrm{L}_{\mathrm{i}} \mathrm{H}_{\mathrm{i}}$ which will be introduced into the global stability condition. Indeed, we may write :

$$
\mathrm{L}_{\mathrm{j}} \mathrm{H}_{\mathrm{j}}=\mathrm{L}_{\mathrm{i}} \mathrm{H}_{\mathrm{i}} \quad \text { for } \mathrm{i}, \mathrm{j}=1, \ldots, \mathrm{~N} \quad 19
$$

Into the equivalent form:

$$
\left(\begin{array}{ccccc}
-H_{1}^{T} & H_{2}^{T} & 0 & . & 0 \\
0 & -H_{2}^{T} & H_{3}^{T} & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
0 & \cdot & 0 & -H_{N-1}^{T} & H_{N}^{T}
\end{array}\right)\left(\begin{array}{c}
L_{1}^{T} \\
L_{2}^{T} \\
L_{3}^{T} \\
\cdot \\
L_{N}^{T}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
\cdot \\
0
\end{array}\right)
$$

or

$$
\mathrm{H} . \mathrm{L}=0
$$

$\mathrm{H}=\left(\begin{array}{ccccc}-H_{1}^{T} & H_{2}^{T} & 0 & \cdot & 0 \\ 0 & -H_{2}^{T} & H_{3}^{T} & 0 & 0 \\ \cdot & \cdot & \cdot & \cdot & \cdot \\ 0 & \cdot & 0 & -H_{N-1}^{T} & H_{N}^{T}\end{array}\right), \mathrm{L}=\left(\begin{array}{c}L_{1}^{T} \\ L_{2}^{T} \\ L_{3}^{T} \\ \cdot \\ L_{N}^{T}\end{array}\right)$
solutions of the system may be parameterized as follows:

$$
\begin{equation*}
L=\left(H^{+} H-I_{p}\right) Z, p=\sum_{1}^{N} p_{i} \tag{21}
\end{equation*}
$$

where $\mathrm{H}^{+}$is the pseudo-inverse matrix of $\mathrm{H}\left(\mathrm{HH}^{+} \mathrm{H}=\right.$ H and $\mathrm{H}^{+} \mathrm{HH}^{+}=\mathrm{H}^{+}$) and Z is an arbitrary matrix of dimension p.n that parameterizes all solutions of the system. Indeed, it is obvious that : H.L $=0$ for all matrices Z .
The solution (21) is therefore introduced into the stability condition to assure synchronization of the complex network.
Under the equality constraint, the state error vector of the complex network with respect to the arbitrary matrix Z may be written into the following form [19]:

$$
\begin{align*}
&\left(\begin{array}{lll}
\dot{\varepsilon}_{1}(t) & . . & \left.\dot{\varepsilon}_{N}(t)\right)=D f(s(t))\left(\varepsilon_{1}(t)\right. \\
& +\bar{Z} \bar{H}\left(\varepsilon_{N}(t)\right) \\
\text { with } & & \bar{Z}=Z^{T}, \bar{H}=\left(H^{T} H^{+T}-I_{p}\right)
\end{array}\right)\left(\begin{array}{c}
H_{1} \\
. \\
H_{N}
\end{array}\right) \text { and } \\
& C^{T}=\left(\begin{array}{ccc}
c_{11} & . . & c_{N 1} \\
. & . . & . \\
c_{1 N} & . . & c_{N N}
\end{array}\right)
\end{align*}
$$

or equivalently, through a non singular transformation :

$$
\begin{array}{lll}
\left(\begin{array}{ll}
\dot{\varepsilon}_{1}(t) & . . \\
\left.\dot{\varepsilon}_{N}(t)\right) \Phi=D f(s(t))\left(\varepsilon_{1}(t) \quad . .\right. & \left.\varepsilon_{N}(t)\right) \Phi \\
& +\bar{Z} \bar{H}\left(\varepsilon_{1}(t) \quad . . \quad \varepsilon_{N}(t)\right) C^{T} \Phi \\
\text { with } & C^{T} \Phi=\Phi \Gamma, \Gamma=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)
\end{array}\right.
\end{array}
$$

Therefore we obtain a decoupled dynamical complex network in the same form as in [19]:

$$
\begin{aligned}
& \quad \dot{\delta}_{i}(t)=\left(D f(s(t))+\lambda_{i} \bar{Z} \bar{H}\right) \delta_{i}(t) \\
& \text { and } \quad\left(\begin{array}{llll}
\delta_{1}(t) & . . & \left.\delta_{N}(t)\right)=\left(\begin{array}{lll}
\varepsilon_{1}(t) & . . & \left.\varepsilon_{N}(t)\right) \Phi \\
\text { for } \mathrm{i}=2, \ldots, \mathrm{~N}
\end{array}\right. & 25
\end{array}\right. \\
&
\end{aligned}
$$

where $\bar{Z}$ should be determined so that synchronization is assured.

## B - Stability analysis

In the following, we investigate convergence of $\delta_{i}(t)$ to zero with the goal to introduce non conservative conditions. Indeed, let us provide first a general stability condition, based on the contraction theory approach [16]-[25].

## Theorem 1:

Consider the system (25), if there exist a matrix Z and a contraction metric $M(x)$ (i.e. an n.n symmetric matrix that is uniformly positive definite) such that the symmetric matrix
$\left(D f(s(t))+\lambda_{i} \bar{Z} \bar{H}\right)^{T} M(x)+M(x)\left(D f(s(t))+\lambda_{i} \bar{Z} \bar{H}\right)$
$+\dot{M}(x)$
is uniformly negative definite for all $i=2, \ldots, N$ then all trajectories $\delta_{i}(t)$ goes to zero.

The proof is straightforward (for details see [16]).
It should be noticed that the contraction metric $M(x)$ may be constructed using sum of squares (SOS) programming. In [25], the authors show how to obtain less conservative stability conditions for polynomial metrics $\mathrm{M}(\mathrm{x})$.

In the following we will provide an LMI condition to deduce the arbitrary matrix Z so that $\left(D f(s(t))+\lambda_{i} \bar{Z} \bar{H}\right)^{T} M(x)+M(x)\left(D f(s(t))+\lambda_{i} \bar{Z} \bar{H}\right)$
$+\dot{M}(x)$ is uniformly negative definite when $\mathrm{M}(\mathrm{x})$ is a constant positive definite matrix M .

## Theorem 2:

Under the assumption that the Jacobian matrix $D f(s(t))$ is a bounded matrix (i.e. each component has a lower and upper bound $\underline{s_{i j}}$ and $\overline{\mathrm{s}_{\mathrm{ij}}}$ respectively), if there exist matrices $P=P^{T}>0$ and R of appropriate dimensions such that the following LMIs' are satisfied:

$$
\begin{gathered}
F^{T}\left(\overline{s_{i j}}, s_{i j}\right) P+P F\left(\overline{s_{i j}}, s_{i j}\right)+\lambda_{k}\left(\bar{H}^{T} R^{T}+R \bar{H}\right)<0 \\
\text { for all } \mathrm{k}=2, \ldots, \mathrm{~N}
\end{gathered}
$$

then the state error vector $\delta_{i}(t)$ goes asymptotically to zero.

On the other hand, when (26) is feasible the gain matrix is given by $\bar{Z}=P^{-1} R$ and $L=\left(H^{+} H-I_{p}\right) \bar{Z}^{T}$

For the lack of space here, the proof is omitted here but may be deduced along the recent work in [24].

We may also show that the asymptotic stability condition (26) is non conservative in the sense that (26) allows very large Lipschitz constant and in the same time we didn't need that the Jacobian matrix to be into the form $D f(s(t))=A+g(s(t))$ where $(A, \bar{H})$ is observable (comparisons with standard results are given in [24])

## Conclusion

In this work we provide a constructive approach to assure synchronization of complex dynamical networks. The latter is in the general form using multidimensional links and not necessarily with the same measurement matrix. In order to cope with matrix inequalities under equality constraints, we provide first a preliminary transformation to parameterize all solutions of the equality constraints. After, thanks to the differential mean value theorem, a non conservative LMI condition is provided to assure synchronization of the dynamical network.
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# LPV Approach for the Stabilization of a Class of Dynamical Systems 
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#### Abstract

In this note, we investigate the problem of $\mathcal{H}_{\infty}$ observer-based state feedback controllers for a class of Lipschitz nonlinear systems. A simple systematic and useful synthesis method is proposed. Thanks to the use of the Differential Mean Value Theorem (DMVT), separation results are obtained. The synthesis conditions are given in term of Linear Matrix Inequalities (LMIs), easily tractable by convex optimization algorithms. Based on some mathematical tools such as Barbalat's lemma and convergence of series, an asymptotic convergence towards zero is provided in the $\mathcal{H}_{\infty}$ free context. A numerical example is given in order to show the performances of the proposed approach.


Index Terms-Nonlinear observers, observer-based control, $\mathcal{H}_{\infty}$ analysis, LMI approach, the Differential Mean Value Theorem (DMVT).

## I. Introduction

Tremendous research activities on the problem of implementation and observers based control for linear and nonlinear dynamic systems show a growing interest in control theory area during the last decade. Thus, compliance with specific performances requires a careful choice of controller. To do this, the ideal strategy would be to have completely states and inputs of the system. However, for intrinsic reasons to the system or for high costs of the sensors implementation, the measurement of the state is often only partial. Moreover, the measurements may be affected by noises. That is why the controllers proposed in the literature are often based on state observers. Indeed, the observers incorporate a filter that estimates the entire state vector, or the unmeasured part only. It is one of the main reasons for which the observers design problem is extensively investigated in the recent literature [1], [2], [3], [4], [5], [6]. However, very less approaches concern the observer-based control problem for nonlinear systems. In the linear case, the problem is easy to investigate thanks to the separation principle. Nevertheless, the main difficulty for nonlinear systems lies in the fact that the separation principle is not always true.
Consequently, obtaining synthesis conditions in term of LMIs is a difficult task because of bilinear couplings between certain variables resulting from the stability analysis. To overcome this obstacle, LMI conditions under an equality constraint for a class of nonlinear discrete time systems are established [7]. But, this equality constraint is difficult to be solved for certain systems, in particular those with a single input.
A. Zemouche is with the Centre de Recherche en Automatique de Nancy, CRAN UMR 7039 CNRS, Nancy-Universit, 54400 Cosnes et Romain, France, (e-mail: Ali.Zemouche@iut-longwy.uhp-nancy.fr)
M. Boutayeb is with the Centre de Recherche en Automatique de Nancy, CRAN UMR 7039 CNRS, Nancy-Universit, 54400 Cosnes et Romain, France, (e-mail: Mohamed.Boutayeb@iut-longwy.uhp-nancy.fr)

Till now, the problem of observer-based state feedback controllers for nonlinear systems remains an open research subject. Obtaining a systematic observer-based control method for nonlinear systems under LMI conditions becomes a difficult challenge.
It is worth to notice that several research activities have been paid toward the study of the problem of observer-based control for linear systems and many applications are provided for the nonlinear case. We refer the reader to [8], [9], [10], [11], [12], just to mention some works. Note also that separation results are proposed in [13] and [14] for a class of nonlinear systems using a sufficiently fast high-gain observer. An extension, by the same authors, is given in [15], where their proposed state feedback controller renders a certain compact set positively invariant and asymptotically attractive. On the other hand, for all these works recent advances on stability analysis, using contraction theory, may be investigated [16], [17].
This paper deals with the problem of $\mathcal{H}_{\infty}$ observer-based state feedback controllers for a class of Lipschitz nonlinear systems. A simple systematic synthesis method is proposed. Thanks to the use of the DMVT, we obtain separation results for a class of nonlinear systems. The synthesis conditions are given in term of linear matrix inequalities, easily tractable by convex optimization algorithms. It should be noticed that this work concerns the continuous-time and the discrete-time systems. Indeed, the main contribution of this work may be summarized into two points. The first one lies in the fact that a unified observer based control approach is established for both continuous and discrete time systems. The second point concerns the stability conditions which are expressed in terms of LMIs with $\mathcal{H}_{\infty}$ performances.
This note is arranged as follows. In section II, we state the problem formulation that we consider in this study. In section III, we introduce some separation results and sufficient synthesis conditions. A numerical example is given in section IV for the discrete-time case, in order to illustrate the results. We end this note by a conclusion in section V .

Notations : The following notations will be used throughout this paper.

[^3]convex hull of $\{x, y\}$;

- $e_{s}(i)=(\underbrace{0, \ldots, 0, \overbrace{1}^{i \text { th }}, 0, \ldots, 0}_{s \text { components }})^{T} \in \mathbb{R}^{s}, s \geq 1$ is a vector of the canonical basis of $\mathbb{R}^{s}$;
- The notation $\|x\|_{\mathcal{L}_{2}^{s}}=\left(\int_{0}^{\infty}\|x(s)\|^{2} d s\right)^{\frac{1}{2}}$ represents the $\mathcal{L}_{2}^{s}$ norm of $x(t) \in \mathbb{R}^{s}$. Also, the $\ell_{2}$ norm of $x(k)$ is defined by $\|x\|_{\ell_{2}^{s}}=\left(\sum_{k=0}^{\infty}\|x(k)\|^{2}\right)^{\frac{1}{2}}$. Note that $\|\cdot\|_{\mathcal{L}_{2}^{s}}$ is used for the continuous-time case and $\|\cdot\|_{\ell_{2}^{s}}$ is used for the discrete-time case. The sets $\mathcal{L}_{2}^{s}$ and $\ell_{2}^{s}$ are defined as

$$
\begin{aligned}
\mathcal{L}_{2}^{s} & =\left\{x \in \mathbb{R}^{s} \mid\|x\|_{\mathcal{L}_{2}^{s}}<+\infty\right\} \\
\ell_{2}^{s} & =\left\{x \in \mathbb{R}^{s} \mid\|x\|_{\ell_{2}^{s}}<+\infty\right\}
\end{aligned}
$$

## II. Problem Formulation

In this section, we introduce the class of nonlinear systems investigated in this paper. Since, we propose a unified method for both the continuous-time case and the discrete-time case, then we consider the class of systems described under the following unified form :

$$
\begin{gather*}
\sigma_{x}=A_{x} x+A_{u} u+B f(x)+E_{\omega} \omega  \tag{1a}\\
y=C x+D_{\omega} \omega \tag{1b}
\end{gather*}
$$

where $x \in \mathbb{R}^{n}$ is the state vector, $u \in \mathbb{R}^{m}$ is the input vector and $y \in \mathbb{R}^{p}$ is the output of the system. $\omega \in \mathcal{L}_{2}^{s}$ (or $\omega \in \ell_{2}^{s}$ ) is the vector of disturbances. The matrices $A_{x} \in \mathbb{R}^{n \times n}, A_{u} \in$ $\mathbb{R}^{n \times m}, B \in \mathbb{R}^{n \times q}$ and $C \in \mathbb{R}^{p \times n}$ are constant.
The notation $\sigma_{x}$ is defined as follows :
$\sigma_{x}(t)=\left\{\begin{array}{cc}\dot{x}(t), t \in \mathbb{R}_{+} & \text {for the continuous-time case } \\ x(t+1), t \in \mathbb{N} & \text { for the discrete-time case }\end{array}\right.$
Assume that the function $f$ satisfies the following condition :

$$
\begin{equation*}
a_{i j} \leq \frac{\partial f_{i}}{\partial x_{j}}(z) \leq b_{i j}, \quad \forall z \in \mathbb{R}^{n} \tag{3}
\end{equation*}
$$

Without loss of generality, we assume also that $f(0)=0$.
Remark 2.1: Note that condition (3) means that the differentiable function $f$ is globally Lipschitz. In addition, (3) is not restrictive. Indeed, many nonlinearities can be regarded as Lipschitz, at least locally. For instance, the sinusoidal functions usually encountered in many physical processes are globally Lipschitz. On the other hand, even functions like $x^{3}$ (or all polynomial terms on $x$ ) can be considered as Lipschitz, provided that the state $x$ is bounded (which is the case of many physical systems). Indeed, if the nonlinearity of the system is not globally Lipschitz on the whole $\mathbb{R}^{s}$, then if the state $x$ is bounded, there exists always a positively invariant set $\Omega$ for the system. Hence, it suffices to extend the nonlinear term of the dynamics of the system from $\Omega$ to a globally Lipschitz function on $\mathbb{R}^{s}$, such that the trajectories of the system and those of the extending system starting from $\Omega$ are identical [18].

A structure of the dynamic observer-based control for the system (1) is given as follows :

$$
\begin{gather*}
\sigma_{\hat{x}}=A_{x} \hat{x}+A_{u} u+B f(\hat{x})+L(y-C \hat{x})  \tag{4a}\\
u=-K \hat{x} \tag{4b}
\end{gather*}
$$

where $\hat{x}$ is the estimation of $x . L \in \mathbb{R}^{n \times p}$ is the observer gain and $K \in \mathbb{R}^{m \times n}$ is the control gain.
The objective is to determine the matrices $K$ and $L$ such that the system (1) becomes globally robustly asymptotically stable under the action of the observer-based linear static feedback

$$
u=-K \hat{x}
$$

Using (4), we obtain the following dynamics :

$$
\begin{gather*}
\sigma_{x}=\left(A_{x}-A_{u} K\right) x+B f(x)+A_{u} K \varepsilon+E_{\omega} \omega  \tag{5a}\\
\sigma_{\varepsilon}=\left(A_{x}-L C\right) \varepsilon+B(f(x)-f(\hat{x}))+\left(E_{\omega}-L D_{\omega}\right) \omega \tag{5b}
\end{gather*}
$$

where $\varepsilon=x-\hat{x}$ is the estimation error. The system (5) can be rewritten under the unified form :

$$
\begin{align*}
\left.\sigma_{\left[x^{T}\right.} \varepsilon^{T}\right]^{T}= & {\left[\begin{array}{cc}
\left(A_{x}-A_{u} K\right) & A_{u} K \\
0 & \left(A_{x}-L C\right)
\end{array}\right]\left[\begin{array}{l}
x \\
\varepsilon
\end{array}\right] } \\
& +\left[\begin{array}{cc}
B & 0 \\
0 & B
\end{array}\right]\left[\begin{array}{c}
f(x) \\
f(x)-f(\hat{x})
\end{array}\right]+\left[\begin{array}{c}
E_{\omega} \\
E_{\omega}-L D_{\omega}
\end{array}\right] \omega \tag{6}
\end{align*}
$$

Applying the DMVT [4], we have the existence of $z_{i} \in$ $C o(0, x)$ and $\bar{z}_{i} \in C o(x, \hat{x})$, for $i=1, \ldots, q$, such that :

$$
\begin{equation*}
f(x)=\left(\sum_{i, j=1}^{q, n} H_{i j} \frac{\partial f_{i}}{\partial x_{j}}\left(z_{i}\right)\right) x \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x)-f(\hat{x})=\left(\sum_{i, j=1}^{q, n} H_{i j} \frac{\partial f_{i}}{\partial x_{j}}\left(\bar{z}_{i}\right)\right) \varepsilon \tag{8}
\end{equation*}
$$

where

$$
H_{i j}=e_{q}(i) e_{n}^{T}(j)
$$

For simplicity of the presentation, we introduce some definitions as follows :
First, define the function

$$
\begin{align*}
h: & \mathbb{R}^{q n} \rightarrow \mathbb{R}^{q \times n} \\
& \zeta \mapsto h(\zeta)=\left(h_{i j}\left(\zeta_{i}\right)\right)_{i j} \tag{9}
\end{align*}
$$

where

$$
h_{i j}\left(\zeta_{i}\right)=\frac{\partial f_{i}}{\partial x_{j}}\left(\zeta_{i}\right), \zeta=\left[\begin{array}{c}
\zeta_{1} \\
\vdots \\
\zeta_{q}
\end{array}\right], \zeta_{i} \in \mathbb{R}^{n}
$$

Define also the affine matrix function

$$
\begin{equation*}
\mathcal{A}(h(\zeta))=A_{x}+B \sum_{i, j=1}^{q, n} H_{i j} h_{i j}\left(\zeta_{i}\right) \tag{10}
\end{equation*}
$$

According to (7), (8), (9), (10), the dynamics (6) can be rewritten under the form :

$$
\left.\begin{array}{rl}
\sigma_{\xi}= & {\left[\begin{array}{cc}
{\left[\mathcal{A}(h(z))-A_{u} K\right.}
\end{array}\right]}  \tag{11}\\
0 & A_{u} K \\
0 \mathcal{A}(h(\bar{z})-L C]
\end{array}\right] \xi
$$

where

$$
z=\left[\begin{array}{c}
z_{1} \\
\vdots \\
z_{q}
\end{array}\right], \quad \bar{z}=\left[\begin{array}{c}
\bar{z}_{1} \\
\vdots \\
\bar{z}_{q}
\end{array}\right], \quad \xi=\left[\begin{array}{c}
x \\
\varepsilon
\end{array}\right]
$$

Condition (3) implies that the parameter vector $h($.$) belongs$ to the following convex bounded set :

$$
\begin{align*}
& \mathcal{H}_{q, n}=\left\{h(\eta) \in \mathbb{R}^{q \times n}\right.: a_{i j} \leq h_{i j}\left(\eta_{i}\right) \leq b_{i j}, \\
&\left.\forall \eta=\left[\begin{array}{c}
\eta_{1} \\
\vdots \\
\eta_{q}
\end{array}\right] \in \mathbb{R}^{q n}, \eta_{i} \in \mathbb{R}^{n}\right\} \tag{12}
\end{align*}
$$

of which the set of vertices is given by :

$$
\begin{equation*}
\mathcal{V}_{\mathcal{H}_{q, n}}=\left\{\Phi \in \mathbb{R}^{q \times n}: \Phi_{i j} \in\left\{a_{i j}, b_{i j}\right\}\right\} \tag{13}
\end{equation*}
$$

## III. Synthesis Method : Separation Results

We establish, in this section, some separation results for the class of nonlinear systems (1). The goal is to find conditions which ensure the robust asymptotic stability of the system (11) under the action of the observer-based linear static feedback (4b). On the other word, the problem consists to design the matrices $L$ and $K$ so that

$$
\begin{equation*}
\|\xi\|_{\mathcal{L}_{2}^{2 n}} \leq \lambda\|\omega\|_{\mathcal{L}_{2}^{s}}, \text { for } \xi(0)=0 \tag{14}
\end{equation*}
$$

where $\lambda$ is the disturbance attenuation level to be determined. In the discrete-time case, we make $\ell_{2}$ instead of $\mathcal{L}_{2}$. The objective is to develop sufficient conditions which give the gains $L$ and $K$ separately. To do this, we propose, first, to study the $\mathcal{H}_{\infty}$ asymptotic stability of the estimation error $\varepsilon$. This latter is then used to show the $\mathcal{H}_{\infty}$ asymptotic stability of the state $x$ around zero. Indeed, the system (11) may be decomposed as follows :

$$
\begin{align*}
& \sigma_{x}=\left[\mathcal{A}(h(z))-A_{u} K\right]+\left[\begin{array}{ll}
A_{u} & E_{\omega}
\end{array}\right] \bar{\omega}  \tag{15a}\\
& \sigma_{\varepsilon}=[\mathcal{A}(h(\bar{z}))-L C]+\left(E_{\omega}-L D_{\omega}\right) \omega \tag{15b}
\end{align*}
$$

where

$$
\bar{\omega}=\left[\begin{array}{c}
K \varepsilon \\
\omega
\end{array}\right]
$$

Instead of (14), we propose to show independently the following :

$$
\begin{equation*}
\|\varepsilon\|_{\mathcal{L}_{2}^{2 n}} \leq \lambda_{1}\|\omega\|_{\mathcal{L}_{2}^{s}}, \text { for } \varepsilon(0)=0 \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|_{\mathcal{L}_{2}^{2 n}} \leq \lambda_{2}\|\bar{\omega}\|_{\mathcal{L}_{2}^{m+s}}, \text { for } x(0)=0 \tag{17}
\end{equation*}
$$

which lead to (14) with

$$
\lambda=\sqrt{\lambda_{1}^{2}+\lambda_{2}^{2}\left(1+\lambda_{1}^{2} \lambda_{\max }\left(K^{T} K\right)\right)}
$$

where $\lambda_{\max }\left(K^{T} K\right)$ represents the maximum eigenvalue of the square matrix $K^{T} K$.

Remark 3.1: Here, we give some remarks on the definition of $\bar{\omega}$ and the $\mathcal{H}_{\infty}$ criteria (14).

- In (15a), we have $\bar{\omega} \in \mathcal{L}_{2}^{s+m}$. Indeed, from (16) we have $\varepsilon \in \mathcal{L}_{2}^{n}$ which leads to $K \varepsilon \in \mathcal{L}_{2}^{m}$, hence $\bar{\omega} \in \mathcal{L}_{2}^{s+m}$.
- When $\xi(0) \neq 0$, the $\mathcal{H}_{\infty}$ criteria (14) must be replaced by the following one :

$$
\begin{equation*}
\|\xi\|_{\mathcal{L}_{2}^{2 n}} \leq \sqrt{\lambda^{2}\|\omega\|_{\mathcal{L}_{2}^{s}}^{2}+\gamma\|\xi(0)\|^{2}} \tag{18}
\end{equation*}
$$

where $\gamma$ is a positive constant to be determined.

Note that the $\mathcal{H}_{\infty}$ problem (16)-(17) may be reduced to find Lyapunov functions $V$ and $W$ so that (see [4] for more details)

$$
\begin{equation*}
\dot{V}+\varepsilon^{T} \varepsilon-\lambda_{1}^{2} \omega^{T} \omega<0 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{W}+x^{T} x-\lambda_{2}^{2} \bar{\omega}^{T} \bar{\omega}<0 \tag{20}
\end{equation*}
$$

For the discrete-time case, we must use $\Delta V=V_{k+1}-V_{k}$ and $\Delta W=W_{k+1}-W_{k}$ instead of $\dot{V}$ and $\dot{W}$, respectively. The following theorem provides some LMI conditions under which (19)-(20) hold.

Theorem 3.2: The $\mathcal{H}_{\infty}$ criteria (14) is fulfilled under the action of the observer-based linear static feedback (4b) if there exist two positive scalar $\mu, \nu$ and matrices $P=P^{T}>0$, $S=S^{T}>0, X$ and $Y$ of adequate dimensions so that the following LMI conditions are feasible :

- The continuous-time case $: \forall \Phi \in \mathcal{V}_{\mathcal{H}_{q, n}}$

1) $\min (\mu)$ subject to

$$
\left[\begin{array}{cc}
\mathbb{M}(P, Y, \Phi) & P E_{\omega}-Y^{T} D_{\omega}  \tag{21}\\
(\star) & -\mu I_{s}
\end{array}\right]<0
$$

where

$$
\begin{aligned}
\mathbb{M}(P, Y, \Phi)=\mathcal{A}^{T}(\Phi) & P-C^{T} Y \\
& +P \mathcal{A}(\Phi)-Y^{T} C+I_{n}
\end{aligned}
$$

2) $\min (\nu)$ subject to

$$
\left[\begin{array}{ccc}
\mathbb{N}(S, X, \Phi) & {\left[\begin{array}{ll}
A_{u} & E_{\omega}
\end{array}\right]} & S  \tag{22}\\
(\star) & -\nu I_{m+s} & 0 \\
(\star) & (\star) & -I_{n}
\end{array}\right]<0
$$

where

$$
\mathbb{N}(S, X, \Phi)=S \mathcal{A}^{T}(\Phi)-X A_{u}^{T}+\mathcal{A}(\Phi) S-A_{u} X^{T}
$$

- The discrete-time case $: \forall \Phi \in \mathcal{V}_{\mathcal{H}_{q, n}}$

1) $\min (\mu)$ subject to

$$
\left[\begin{array}{ccc}
-P+I_{n} & 0 & \mathcal{A}^{T}(\Phi) P-C^{T} Y  \tag{23}\\
(\star) & -\mu I_{s} & E_{\omega}^{T} P-D_{\omega}^{T} Y \\
(\star) & (\star) & -P
\end{array}\right]<0
$$

2) $\min (\nu)$ subject to
where

$$
\mathbb{L}(S, X, \Phi)=S \mathcal{A}^{T}(\Phi)-X A_{u}^{T}
$$

The controller and the observer gains are computed, respectively by :

$$
\begin{equation*}
K=X^{T} S^{-1} \text { and } L=P^{-1} Y^{T} \tag{25}
\end{equation*}
$$

and the disturbance attenuation level that we obtain by our approach is

$$
\begin{equation*}
\lambda^{*}=\sqrt{\mu^{*}+\nu^{*}\left(1+\mu^{*} \lambda_{\max }\left(K^{T} K\right)\right)} \tag{26}
\end{equation*}
$$

where

$$
\mu^{*}=\min (\mu), \quad \nu^{*}=\min (\nu)
$$

Proof: For the lack of space, we give only the proof in the continuous-time case. We can use the same methodology to show the result for the discrete-time case.
Now, consider the Lyapunov function candidate $V=\varepsilon^{T} P \varepsilon$ for the system (15b) and $W=x^{T} S^{-1} x$ for (15a). After computing $\dot{V}$ and $\dot{W}$, we obtain

$$
\begin{align*}
V_{\omega}= & \varepsilon^{T}\left([\mathcal{A}(h(\bar{z}))-L C]^{T} P+\right. \\
& \left.P[\mathcal{A}(h(\bar{z}))-L C]+I_{n}\right) \varepsilon  \tag{27}\\
& +2 \varepsilon^{T} P\left(E_{\omega}-L D_{\omega}\right) \omega-\mu \omega^{T} \omega
\end{align*}
$$

and

$$
\begin{align*}
W_{\bar{\omega}}= & x^{T}\left(\left[\mathcal{A}(h(z))-A_{u} K\right]^{T} S^{-1}+\right. \\
& \left.S^{-1}\left[\mathcal{A}(h(z))-A_{u} K\right]+I_{n}\right) x  \tag{28}\\
& +2 x^{T} S^{-1}\left[A_{u} \quad E_{\omega}\right] \bar{\omega}-\nu \bar{\omega}^{T} \bar{\omega}
\end{align*}
$$

where

$$
\begin{gathered}
V_{\omega} \triangleq \dot{V}+\varepsilon^{T} \varepsilon-\mu \omega^{T} \omega \\
W_{\bar{\omega}} \triangleq \dot{W}+x^{T} x-\nu \bar{\omega}^{T} \bar{\omega}
\end{gathered}
$$

and

$$
\mu=\lambda_{1}^{2}, \quad \nu=\lambda_{2}^{2}
$$

Using the notation $Y=L^{T} P$, we deduce that

$$
V_{\omega}=\left[\begin{array}{l}
\varepsilon  \tag{29}\\
\omega
\end{array}\right]^{T}\left[\begin{array}{cc}
\mathbb{M}(P, Y, h(\bar{z})) & P E_{\omega}-Y^{T} D_{\omega} \\
(\star) & -\mu I_{s}
\end{array}\right]\left[\begin{array}{l}
\varepsilon \\
\omega
\end{array}\right]
$$

From (21), the convexity principle leads to

$$
\left[\begin{array}{cc}
\mathbb{M}(P, Y, h(\bar{z})) & P E_{\omega}-Y^{T} D_{\omega} \\
(\star) & -\mu I_{s}
\end{array}\right]<0
$$

which means that $V_{\omega}<0$. From (28), we have $W_{\bar{\omega}}<0$ if

$$
\left[\begin{array}{cc}
\mathbb{A}^{T}(h) S^{-1}+S^{-1} \mathbb{A}(h)+I_{n} & S^{-1}\left[\begin{array}{ll}
A_{u} & E_{\omega}
\end{array}\right] \\
(\star) & -\nu I_{s}
\end{array}\right]<0
$$

where

$$
\mathbb{A}(h)=\mathcal{A}(h(z))-A_{u} K
$$

By pre- and post multiplying the last inequality by $\left[\begin{array}{ll}S & 0 \\ 0 & I_{s}\end{array}\right]$, we deduce that $W_{\bar{\omega}}<0$ if

$$
\left[\begin{array}{cc}
S \mathbb{A}^{T}(h)+\mathbb{A}(h) S+S^{2} & {\left[\begin{array}{cc}
A_{u} & E_{\omega} \\
(\star) & -\nu I_{s}
\end{array}\right]<0} \tag{30}
\end{array}\right.
$$

Using the Schur lemma and the notation $X=S K^{T}$, (30) is equivalent to

$$
\left[\begin{array}{ccc}
\mathbb{N}(S, X, h(z)) & {\left[\begin{array}{cc}
A_{u} & E_{\omega}
\end{array}\right]} & S  \tag{31}\\
(\star) & -\nu I_{s} & 0 \\
(\star) & (\star) & -I_{n+s}
\end{array}\right]<0
$$

Hence, from (22) the convexity principle leads to (31), which means that $W_{\bar{\omega}}<0$. Finally, to obtain best values of $\mu$ and $\nu$, the convex optimization problems 1) -2 ) are required. This ends the proof of Theorem 3.2. The proof for the discrete-time case may be obtained using similar manipulations.

## IV. A Numerical Example

Hereafter, we provide a numerical example in order to show performances of the results. Consider the discrete-time model of the chaotic system of Lorenz. Using Euler discretization and adding an input in the dynamics as in [19], the system can be written under the form (1) with the following parameters :

$$
\begin{gathered}
A_{x}=\left[\begin{array}{ccc}
1-10 T & 10 T & 0 \\
28 T & 1-T & 0 \\
0 & 0 & 1-\frac{8}{3} T
\end{array}\right], B=T\left[\begin{array}{cc}
0 & 0 \\
-1 & 0 \\
0 & 1
\end{array}\right] \\
C=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], A_{u}=T\left[\begin{array}{l}
30 \\
28 \\
10
\end{array}\right]
\end{gathered}
$$

and

$$
f(x)=\left[\begin{array}{ll}
x_{1} x_{3} & x_{1} x_{2}
\end{array}\right]^{T}
$$

where $T=0.001 s$ is the sampling period. Note that the Lorenz's system exhibits a chaotic behavior with to bounded trajectories, which means, according to the Remark 2.1, that the condition (3) holds. Thus, our approach is applicable.
Assume that the output signal is affected, in a finite time interval, by a Gaussian distributed random signal with mean zero and standard deviation $\sigma=0.05$. Using Theorem 3.2, we obtain, after solving the convex optimization problem 23-24
by Matlab LMI toolbox, the following solutions :

$$
K^{T}=\left[\begin{array}{c}
2.7842 \\
27.0817 \\
2.0446
\end{array}\right], \quad L=\left[\begin{array}{l}
0.9959 \\
0.6224 \\
0.0056
\end{array}\right] \quad \text { and } \quad \lambda^{*}=2.1062
$$

The simulation results are shown in figures 1 and 2 . The initial values used for numerical simulations are

$$
x_{0}=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{T}, \quad \hat{x}_{0}=\left[\begin{array}{lll}
-1 & -1 & -1
\end{array}\right]^{T} .
$$


(a) Behavior of $x_{1}$

(b) Behavior of $x_{2}$

(c) Behavior of $x_{3}$

Fig. 1. Behaviors of the state variables without disturbances

## V. Conclusion

In this paper, we presented a simple and systematic method to solve the problem of $\mathcal{H}_{\infty}$ observer-based control for a class of nonlinear systems. The main advantage of this approach lies in the fact that the synthesis of the controller and the observer gains is reduced to solve two independent nonrestrictive LMIs without any equality constraint. Indeed, this latter, which is the obstacle of many observer-based control methods established in literature, is difficult to be solved for certain nonlinear systems with single input as shown in [7]. The asymptotic convergence of the state and the estimation error towards zero is also established using some mathematical tools such as the Barbalat's lemma and the convergence of series. Finally, the proposed approach is validated successfully by a numerical example.


Fig. 2. The controlled state variables with $\sigma=0.05$
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# Mathematical study for a tuberculosis model with two differential infectivity and $n$ classes of latent 

Samuel Bowong, Yves Emvudu, Dany Pascal Moualeu and Jean Jules Tewa


#### Abstract

We consider a very general tuberculosis model with two differential infectivity, $n$ classes of latent individuals and mass action incidence. This general system exhibits the traditional threshold behavior. There is always a globally asymptotically stable equilibrium state. Depending on the value of the basic reproduction ratio $\mathcal{R}_{0}$, this state can be either endemic ( $\mathcal{R}_{0}>1$ ), or infection-free ( $\mathcal{R}_{0} \leq 1$ ). The global stability of this model is derived through the use of Lyapunov stability theory and LaSalle's invariant set theorem. Computer simulations are given to illustrate analytical results.


Index Terms-Nonlinear dynamical systems, Epidemiological models, Tuberculosis models, Global stability.

## I. Introduction

Tuberculosis (TB) is primarily a disease of the respiratory system with variable degrees of infectiousness. It can follows infection with the airborne bacteria germ Mycobacterium tuberculosis. Bacilli only live in the air for approximately 2 hours so individuals who have intense contact with TB bacilli in poorly ventilated areas are the most likely to become infected. Thus, TB morbidity and mortality rates are strongly affected by living conditions. Infectiousness of the source case, duration and frequently of exposure and characteristics of shared environments, all contribute to the overall risk of transmission [1-10]. It is also known that factors such as endogenous reactivation, emergence of multi-drug resistant TB, and increase in HIV incidence in the recent years call for improved control strategies for TB. Another issue that is essential to the epidemiology of TB is the exogenous reinfection, where a latently-infected individual acquires a new infection from another infectious individual (see [11-13] and references therein).

Many mathematical models for tuberculosis differentiate between individuals according to their history of infection. In particular, the population under investigation is subdivided into four epidemiological classes: susceptible individuals, latently infected individuals (those who are infected but not
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infectious), infectious and the recovered or cured individuals [3,17]. Some researchers, however, model tuberculosis taking into consideration three of the four epidemiological classes (excluding the recovered class) $[1,9,18]$, with the assumption that recovered individuals revert back to the latent class. These models, irrespective of the number of epidemiological classes, have given rise to interesting results both qualitatively and quantitatively. However, the division of a population into various compartments give rise to compartmental models (whose complexity increases with increasing compartments, interactions compartments, interactions and specific population characteristics such as age, periodicity, susceptibility, infectivity, etc..).

On the other hand, it is well known that the duration of latency varies greatly from case to case [14]. It is possible for a tuberculosis infection to become active within a few months of infection. It is also possible that activation may occur several years or decades after exposure has taken place. Until such time, the individual suffers no ill-effects of the disease, and cannot transmit the disease to others [14,15]. Also, the risk of activation seems to decrease over time $[11,12]$. One way in which this can be modeled is by including a sequence of several latent classes through which latently infected individuals can pass before entering the infectious class. Each latent class can be assigned its own activation rate. Thus, TB infected individuals, generally classified as "infective", play a major role in the transmission of TB. In this work, we divided the infective class into two subgroups with different properties: infectious and loss of slight. Indeed, in Sub-Saharan Africa, some infectious that begun their effective therapy in the hospital never return to the hospital for the sputum examinations for many reasons such as negligence, lack of information about TB, long duration of treatment regimen, poverty, mentality, etc... In this case, the health personal don't know their epidemiological status, i.e., if they are died, recovered or still infectious. We call these infective individuals loss of slight. It should be pointed out that according to the Direct Observation Therapy Strategy (DOTS) applied in most developed countries, a patient of pulmonary tuberculosis must make three sputum examinations during his treatment and will be considered cured when the last result of the examination of sputum is negative. According to the National Comity of Fight against Tuberculosis of Cameroon [38], about $10 \%$ of infectious that begun their therapy treatment never return to the hospital for the sputum examinations and then become loss of slight. Thus, this lack of epidemiological status of some patients can has some effects on the spread of TB. Indeed, what is happening with the
loss of slight? How are these affect the dynamics of TB? Therefore, this epidemiological fact cannot be neglected in the mathematical modeling of TB. Unfortunately, a frequent focus in qualitative mathematical epidemiology is to determine the long-term dynamics exhibited by a given model. Global results of stability for the disease free equilibrium as well as the endemic equilibrium for epidemic models are not so common [3]. In recent years, Lyapunov methods have been used (see [19-28] and references therein). A Volterra-like function has been used in [22] to prove the global stability of the endemic equilibrium for SEIR models. For higher-dimensional systems, the most promising method may be that of Lyapunov methods. Nevertheless, in mathematical epidemiology, applications of Lyapunov's method tend to be for low-dimensional [22] or for systems with comparatively simple interactions between the different dimensions. As a consequence, the global stability of epidemiological models with different infectivity, many classes of latent and mass action incidence is an important issue.

In this paper, to explore the role of the lack of epidemiological status of some patients in the hospital on the dynamics of tuberculosis, we formulate a mathematical model taking into cognisance of variability of the duration of latency and that certain loss of slight can still infectious. We introduce a direct transfer from the class of susceptible toward the compartment of infectious. The reason is the co-infection with HIV infection. We address the global dynamics of the generalized tuberculosis model with two differential infectivity and $n$ latent classes. To the best of authors knowledge, the global analysis of tuberculosis models with differential infectivity is not well discussed in the literature. The global dynamics of the model is resolved through the use of Lyapunov functions. We use the same Lyapunov functions as those used recently in Refs. [19-28] to demonstrate the global stability of the endemic equilibrium of SEIR, SEIS, and SIR models. The results in this paper are notable in that very few restrictions are placed on the compartmental structure of the model, except that the susceptible and recovered populations can each be represented by a scalar variable. However, this class of TB epidemiological models can be extend to many class of infective individuals. Numerical studies are presented to validate analytical results.

## II. The model

We consider a finite population of $N$ people. We assume that latently infected individuals (inactive TB) becomes infectious (active TB) after a variable (typically long) latency period. At any given time, an individual is in one of the following states: susceptible, latently infected with $n$ stage (i.e., exposed to TB but are not infectious), infectious (i.e., have active TB), recovered (i.e., not suffer of disease) and loss of slight (i.e., the health personal don't know their epidemiological status). We will denote these states by $S, E, I, L$ and $R$, respectively. All recruitment is into the susceptible class, and occurs at a constant rate $\Lambda$. Transmission of M. tuberculosis occurs following adequate contact between a susceptible and infectious individual or loss sight who continue to suffer of disease. We use the standard mass balance incidence expressions $\beta_{1} S I$ and
$\beta_{2} S L$ to indicate successful transmission of M. tuberculosis due to nonlinear contact dynamics in the population. On adequate contact with infectious or loss of slight who continue to suffer of disease, a susceptible individual becomes infected but yet infectious. This individual remains in the latently infected class for a certain latent period through $n$ stages $\left(E_{1}, \ldots, E_{n}\right)$ before infectious. Once latently infected with M. Tuberculosis, an individual will remain so for life unless reactivation occurs. To account for treatment, we define $r_{i} E_{i}$ as the fraction of latently infected individuals receiving effective chemoprophylaxis. We assume that chemoprophylaxis of latently infected individuals $E_{i}$ reduces their reactivation at a constant rate $r_{i}$. Thus, a fraction $1-r_{i}$ of latently infected individuals who does not received effective chemoprophylaxis progress to the next stage of latently infected class with a rate constant $k_{i}$. We assume that latently infected individuals leave the subclass $E_{i}$ to the infectious class $I$ at rate $\alpha_{i}$. After receiving an effective therapy, infectious can spontaneously recover from the disease with a constant rate $r$, entering the recovered class $R$. Recovered individuals still have the bacterium in their body and can undergo a reactivation of the disease with rate $\gamma$. We also assume that among the fraction $1-r$ of infectious who does not recovered, some of them who begun their treatment will not return to the hospital for the examination of sputum at a rate $\phi$ and enters the class of loss of slight $L$. After some time, some of them will continue to suffer of the disease and will return to the hospital at a constant rate $\delta$. Because of natural recover and traditional medicine (practiced in Sub-Saharan Africa), a fraction $1-\delta$ of loss of slight who doest not continue to have disease can recover at a constant rate $\varepsilon$ and enters the recovered class $R$. The rate constant for non-disease related death is $\mu$, thus $1 / \mu$ is the average lifetime. Latently infected, infectious and loss sight have addition death rates due to infection and disease with rates constant $d_{i}, d_{I}$ and $d_{L}$, respectively.

Thus, the corresponding transfer diagram is


Fig. 1. A transfer diagram for a general TB model with two differential infectivity and $n$ latent classes.

The corresponding equations are

$$
\left\{\begin{align*}
\dot{S}= & \Lambda-S\left(\beta_{1} I+\beta_{2} L\right)-\mu S, \\
\dot{E}_{1}= & S\left(\beta_{1} I+\beta_{2} L\right)-\left[\mu+d_{1}+\alpha_{1}+k_{1}\left(1-r_{1}\right)\right] E_{1}, \\
& \vdots \\
\dot{E}_{i}= & k_{i-1}\left(1-r_{i-1}\right) E_{i-1}-\left[\mu+d_{i}+\alpha_{i}+k_{i}\left(1-r_{i}\right)\right] I_{i}, \\
& i=2, \ldots, n-1, \\
& \\
\dot{E}_{n} & \\
\dot{E}_{n}= & k_{n-1}\left(1-r_{n-1}\right) E_{n-1}-\left(\mu+d_{n}+\alpha_{n}\right) E_{n}, \\
\dot{I}= & \sum_{i=1}^{n} \alpha_{i} E_{i}+\gamma R+\delta L-\left[\mu+d_{I}+r+\phi(1-r)\right] I,  \tag{1}\\
\dot{L}= & P_{i}(1-r) I-\left[\mu+d_{L}+\delta+\varepsilon(1-\delta)\right] L, \\
\dot{R}= & r I+\varepsilon(1-\delta) L-(\mu+\gamma) R .
\end{align*}\right.
$$

## III. Mathematical analysis of the model

The system (1) can be written in the following compact form:

$$
\left\{\begin{align*}
\dot{x} & =\varphi(x)-x\langle\beta \mid y\rangle  \tag{2}\\
\dot{y} & =x\langle\beta \mid y\rangle B+A y
\end{align*}\right.
$$

where $x=S \in \mathbb{R}_{\geq 0}$ is a state representing the compartment of non transmitting individuals (susceptible), $y=$ $\left(E_{1}, \cdots, E_{n}, I, L, R\right)^{T}=\left(y_{1}, \cdots, y_{n}, y_{n+1}, y_{n+2}, y_{n+3}\right)^{T} \in$ $\mathbb{R}_{\geq 0}^{n+3}$ is the vector representing the state compartment of different infected individuals (latently infected, infectious, loss of slight and recovered individuals), $\varphi(x)=\Lambda-\mu x$ is a function that depends on $x, \beta=\left(0, \cdots, 0, \beta_{1}, \beta_{2}, 0\right) \in \mathbb{R}^{n+3}$ and $B=(1,0, \cdots, 0)^{T} \in \mathbb{R}^{n+3},\langle. \mid$.$\rangle is the usual scalar$ product in $\mathbb{R}_{+}^{n+3}$ and $A$ is a $(n+3) \times(n+3)$ constant matrix defined as
$A=\left[\begin{array}{cccccc}-a_{1} & \ldots & 0 & 0 & 0 & 0 \\ k_{1}\left(1-r_{1}\right) & \ldots & 0 & 0 & 0 & 0 \\ 0 & \ldots & 0 & 0 & 0 & 0 \\ \vdots & \ldots & \ldots & \vdots & \vdots & \vdots \\ 0 & \ldots & -a_{n} & 0 & 0 & 0 \\ \alpha_{1} & \ldots & \alpha_{n} & -a_{I} & \delta & \gamma \\ 0 & \ldots & 0 & \phi(1-r) & -a_{L} & 0 \\ 0 & \cdots & 0 & r & \varepsilon(1-\delta) & -a_{R}\end{array}\right]$
with

$$
\begin{aligned}
& a_{i}=\mu+d_{i}+\alpha_{i}+k_{i}\left(1-r_{i}\right), \quad i=1, \cdots, n-1 \\
& a_{n}=\mu+d_{n}+\alpha_{n}, \quad a_{I}=\mu+d_{I}+r+\phi(1-r) \\
& a_{L}=\mu+d_{L}+\delta+\varepsilon(1-\delta) \text { and } a_{R}=\mu+\gamma
\end{aligned}
$$

It should be pointed out that $A$ is a Metzler matrix, that is, a matrix with off-diagonal entries nonnegative [29,30].

With respect to system (2), we made the following hypothesis:
Hypothesis: For the system

$$
\dot{x}=\varphi(x)
$$

there exists a unique point $x_{0}>0$ such that

$$
\begin{align*}
& \varphi\left(x_{0}\right)=0, \quad \varphi(x)>0 \quad \text { for } \quad 0 \leq x<x_{0}, \\
& \text { and } \quad \varphi(x)<0 \quad \text { for } \quad x>x_{0} \tag{3}
\end{align*}
$$

## A. Positive invariance of the nonegative orthant

We have the following result:
Proposition 1: The nonnegative orthant $\mathbb{R}_{\geq 0}^{n+4}$ is positively invariant for the system (2).
Proof: The system (2) may be rewritten as

$$
\left\{\begin{align*}
\dot{x} & =\varphi(x)-x\langle\beta \mid y\rangle  \tag{4}\\
\dot{y} & =\left(x B \beta^{T}+A\right) y
\end{align*}\right.
$$

where $\left(x B \beta^{T}+A\right)$ is a Metzler matrix since $x \geq 0$. With the hypothesis (3), $\varphi(0)>0$ and the half line $\mathbb{R}_{\geq 0}$ is positively invariant by $\dot{x}=\varphi(x)-x\langle\beta \mid y\rangle$ since a linear Metzler system let invariant the nonnegative orthant [29,30]. This proves the positive invariance of the nonnegative orthant $\mathbb{R}_{\geq 0}^{n+4}$ for the system (2) and this concludes the proof.

## B. Boundedness and dissipativity of the trajectories

The trajectories of the model (1) are bounded and dissipative. Indeed, adding all equations of the model (1), one has $\dot{N}(t)=\Lambda-\mu\left(S+\sum_{i=1}^{n} E_{i}+I+L+R\right)(t)-\sum_{i=1}^{n} d_{i} E_{i}(t)-$ $d_{1} I(t)-d_{2} L(t)$. Thus, one can deduce that $\dot{N}(t) \leq \Lambda-$ $\mu N(t)$. It then follows that $\lim _{t \rightarrow+\infty} N(t)=\frac{\Lambda}{\mu}$.
It is straightforward to prove that for $\rho \geq 0$ the simplex:

$$
\begin{equation*}
\Omega_{\rho}=\left\{\left(S, E_{i}, I, R, L\right) \in \mathbb{R}_{\geq 0}^{n+4}, \quad N(t) \leq \frac{\Lambda}{\mu}+\rho\right\} \tag{5}
\end{equation*}
$$

is a compact forward invariant set for the system (1) and that for $\rho>0$ this set is absorbing. So, we limit our study to this simplex for $\rho>0$.

## C. Basic reproduction number

Global behavior for this model crucially depends on the basic reproduction number, that is, an average number of secondary cases produced by a single infective individual which is introduced into an entirely susceptible population. The system (2) has an evident equilibrium $P_{0}=\left(x_{0}, 0\right)$ with $x_{0}=\Lambda / \mu$ when there is no disease. This equilibrium point is the disease free equilibrium. We calculate the basic reproduction ratio, $\mathcal{R}_{0}$, using the next generation approach, developed in van den Driessche and Watmough [32]. Using the techniques reported in Refs. [31-34], the next generation matrix is given by $M=x_{0}\left\langle\beta \mid\left(-A^{-1}\right) B\right\rangle$ and the basic reproduction ratio $\mathcal{R}_{0}$ is the spectral radius of the matrix $M$.

Since $M$ is a rank one matrix, the only nonzero eigenvalue is given by

$$
\begin{equation*}
\mathcal{R}_{0}=x_{0}\left\langle\beta \mid\left(-A^{-1}\right) B\right\rangle \tag{6}
\end{equation*}
$$

We use the expression $\left(-A^{-1}\right)$ to put the emphasis on the fact that $\left(-A^{-1}\right) \geq 0$ because the matrix $A$ is Metzler stable. Using the expressions of $\beta$ and $B$ defined as in Eq. (2) and after the computation of $\left(-A^{-1}\right)$, the basic reproduction ratio (6) may be rewritten as

$$
\begin{equation*}
\mathcal{R}_{0}=\frac{a_{1} a_{R} \mathcal{R}_{0}^{1}\left[\beta_{1} a_{L}+\beta_{2} \phi(1-r)\right] x_{0}}{\phi(1-r) \mathcal{R}_{0}^{2}+a_{L}\left[(\mu+\gamma)\left(\mu+d_{I}\right)+\mu r\right]}, \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{R}_{0}^{1}=\sum_{i=1}^{n}\left[\alpha_{i} \frac{\prod_{l=1}^{i-1} k_{l}\left(1-r_{l}\right)}{\prod_{j=2}^{i} a_{j}}\right] \quad \text { and } \\
& \mathcal{R}_{0}^{2}=\mu\left[\mu+d_{L}+\varepsilon(1-\delta)\right]+\gamma\left(\mu+d_{L}\right) .
\end{aligned}
$$

Now, let us determine, using the threshold quantity $\mathcal{R}_{0}$, whether or not loss of slight can influence the propagation of tuberculosis in the considered population. Suppose that there is no loss of slight in the considered population, that is, $\phi=\delta=\varepsilon=0$. In this case the basic reproduction ratio (7) becomes

$$
\begin{equation*}
\mathcal{R}_{0}^{*}=\frac{\beta_{1} a_{1} a_{R} \mathcal{R}_{0}^{1} x_{0}}{(\mu+\gamma)\left(\mu+d_{I}\right)+\mu r} . \tag{8}
\end{equation*}
$$

From Eqs. (7) and (8), one has

$$
\begin{equation*}
\mathcal{R}_{0}^{*}<\mathcal{R}_{0} \tag{9}
\end{equation*}
$$

which implies that the parameters $\phi, \delta$ and $\varepsilon$ influence the propagation of the disease in the host population. This means that the lost of sight play an important role in the propagation of TB. Also, it is evident from (7) that

$$
\begin{equation*}
\lim _{\phi \rightarrow \infty} \mathcal{R}_{0}=\frac{\beta_{2} a_{1} a_{R} \mathcal{R}_{0}^{1} x_{0}}{\mathcal{R}_{0}^{2}}>0 . \tag{10}
\end{equation*}
$$

Thus, a sufficiently effective TB treatment program can lead to effective disease control if it results in making the right-hand side of (10) less than unity.
Further sensitivity analysis on the rate at which infectious become loss of slight is carried out by computing the partial derivatives of $\mathcal{R}_{0}$ with respect to the parameter $\phi$ giving

$$
\frac{\partial \mathcal{R}_{0}}{\partial \phi}=\frac{a_{1} a_{R} a_{L} \mathcal{R}_{0}^{1} x_{0}\left[\beta_{2}\left[(\mu+\gamma)\left(\mu+d_{I}\right)+\mu r\right]-\beta_{1} \mathcal{R}_{0}^{2}\right]}{\left[\phi(1-r) \mathcal{R}_{0}^{2}+a_{L}\left[(\mu+\gamma)\left(\mu+d_{I}\right)+\mu r\right]\right]^{2}}
$$

It then comes from the above equation that $\frac{\partial \mathcal{R}_{0}}{\partial \phi}<0$ if

$$
\begin{equation*}
\beta_{2}<\Delta=\frac{\beta_{1} \mathcal{R}_{0}^{2}}{(\mu+\gamma)\left(\mu+d_{I}\right)+\mu r} . \tag{12}
\end{equation*}
$$

Thus, the rate at which infectious become loss of slight will have positive impact in reducing the propagation of TB only if $\beta_{2}<\Delta$. Such a rate at which infectious become loss of slight will fail to reduce TB propagation if $\beta_{2}=\Delta$, and will have detrimental impact in the considered population (increase $\mathcal{R}_{0}$ ) if $\beta_{2}>\Delta$. This result is summarized below:

Lemma 1: The rate at which infectious become loss of slight $\phi$ will have positive impact if $\beta_{2}<\Delta$, no impact if $\beta_{2}=\Delta$ and will have detrimental impact if $\beta_{2}>\Delta$ on the propagation of TB in the considered population.
It is worth emphasizing that the quantity $\Delta$ decreases when the treatment parameter of infectious $r$ increases. So, this quantity can be make as small as possible by increasing the treatment parameter of infectious. Note that if the condition (12) does not hold (in this case the treatment parameter of infectious is small), then the use of the corresponding treatment strategy would increase TB propagation in the considered population (since $\mathcal{R}_{0}>1$ ). That is, the use of drug will increase the disease propagation if it fails to reduce the infectiousness of those treated below a certain threshold $\left(\beta_{2}<\Delta\right)$. So, in order to better control the disease, we have to take care of all the infectious individuals in the center of health to avoid loss of slight and to have a hight value of the treatment parameter. This is, not the case in developing countries where the organization of heath centers is practically non existent.

## D. Equilibria

The system (1) has a trivial equilibrium when there is no disease. This equilibrium is called the disease free equilibrium and is given by $P_{0}=\left(x_{0}, 0\right)=\left(S_{0}, 0, \cdots, 0\right)$, where $S_{0}=$ $x_{0}=\frac{\Lambda}{\mu}$. The disease free equilibrium exists and is locally asymptotically stable when $\mathcal{R}_{0} \leq 1$. But this equilibrium is unstable when $\mathcal{R}_{0}>1$. A new equilibrium different from the $P_{0}$ exists when the disease persists. This equilibrium is called the endemic equilibrium.
Let $P^{*}=\left(x^{*}, y^{*}\right)$ be the positive endemic equilibrium of model (2). Then, the positive endemic equilibrium (steady state with $y^{*}>0$ ) can be obtained by setting the right hand side of all equations in the model (2) equal to zero, that is,

$$
\left\{\begin{array}{l}
\varphi\left(x^{*}\right)-x^{*}\left\langle\beta \mid y^{*}\right\rangle=0  \tag{13}\\
x^{*}\left\langle\beta \mid y^{*}\right\rangle B+A y^{*}=0 .
\end{array}\right.
$$

From the second equation of (13), one has $y^{*}=$ $x^{*}\left(-A^{-1}\right) B\left\langle\beta \mid y^{*}\right\rangle$, and replacing in $\left\langle\beta \mid y^{*}\right\rangle$ yields

$$
\left\langle\beta \mid y^{*}\right\rangle=x^{*}\left\langle\beta \mid\left(-A^{-1}\right) B\right\rangle\left\langle\beta \mid y^{*}\right\rangle .
$$

The case $\left\langle\beta \mid y^{*}\right\rangle=0$ implies that $\varphi\left(x^{*}\right)=0$ and $-A y^{*}=0$. Since $A$ is nonsingular, this gives the disease free equilibrium $P_{0}$. For the other case, simplifying by $\left\langle\beta \mid y^{*}\right\rangle$ gives

$$
x^{*}=\frac{1}{\left\langle\beta \mid\left(-A^{-1}\right) B\right\rangle}=\frac{x_{0}}{\mathcal{R}_{0}}>0 .
$$

With $\mathcal{R}_{0}>1$, one has $x^{*}<x_{0}, \varphi\left(x^{*}\right)>0$ and

$$
y^{*}=\left(-A^{-1}\right) B \varphi\left(x^{*}\right) .
$$

Hence, the model (2) has a unique endemic equilibrium $P^{*}=$ $\left(x^{*}, y^{*}\right)$ where $x^{*}$ and $y^{*}$ are given by

$$
\begin{equation*}
x^{*}=\frac{1}{\left\langle\beta \mid\left(-A^{-1}\right) B\right\rangle} \quad \text { and } \quad y^{*}=\left(-A^{-1}\right) B \varphi\left(x^{*}\right) . \tag{14}
\end{equation*}
$$

Now, using the expressions of $\beta$ and $B$ defined as in Eq. (2) and the expression of $\left(-A^{-1}\right)$ obtained after a calculation, the endemic equilibrium of the model (1) is given by

$$
\left\{\begin{align*}
S^{*} & =\frac{x_{0}}{\mathcal{R}_{0}}=\frac{\Lambda}{\mu \mathcal{R}_{0}} \\
E_{1}^{*} & =\frac{\Lambda\left(\mathcal{R}_{0}-1\right)}{a_{1} \mathcal{R}_{0}}, \\
E_{i}^{*} & =\frac{\prod_{l=1}^{i-1} k_{l}\left(1-r_{l}\right)}{\prod_{j=2}^{i} a_{j}} \frac{\Lambda\left(\mathcal{R}_{0}-1\right)}{a_{1} \mathcal{R}_{0}}, \text { for } i=2,3, \cdots, n \\
& =\frac{a_{L} \mu\left(\mathcal{R}_{0}-1\right)}{\beta_{1} a_{L}+\beta_{2} \phi(1-r)} \\
L^{*} & =\frac{\phi(1-r) \mu\left(\mathcal{R}_{0}-1\right)}{\beta_{1} a_{L}+\beta_{2} \phi(1-r)}, \\
R^{*} & =\frac{\mu\left[r a_{L}+\varepsilon(1-\delta) \phi(1-r)\right]\left(\mathcal{R}_{0}-1\right)}{a_{R}\left[\beta_{1} a_{L}+\beta_{2} \phi(1-r)\right]} \tag{15}
\end{align*}\right.
$$

Thus, we have established the following result.
Lemma 2: When $\mathcal{R}_{0}>1$, then the system (1) has a unique endemic equilibrium defined as in Eq. (15).

## E. Global stability of the disease free equilibrium

We have the following result about the global stability of the disease free equilibrium $P_{0}$.

Theorem 1: If $\mathcal{R}_{0} \leq 1$, then the system (1) has no positive equilibrium states and the disease free equilibrium $P_{0}$ is globally asymptotically stable in $\Omega_{\rho}$. This implies the global asymptotic stability of the disease free equilibrium $P_{0}$ on the nonnegative orthant $\mathbb{R}_{>0}^{n+4}$. This means that the disease naturally dies out.
Proof: Let us consider the following LaSalle-Lyapunov candidate function:
$V(x, y)=\frac{1}{x_{0}}\left(x-x_{0} \ln x\right)+\beta^{T}\left(-A^{-1}\right) y-\frac{1}{x_{0}}\left(x_{0}-x_{0} \ln x_{0}\right)$
It is easy to see that at the disease free equilibrium $P_{0}$, the fonction $V(x, y)$ reaches its global minimum in $\Omega_{\rho}$, and hence $V(x, y)$ is a Lyapunov fonction since we know that $\beta^{T}\left(-A^{-1}\right)>0$. Its time derivative along the trajectories of
(2) satisfies

$$
\begin{align*}
\dot{V}(x, y) & =\frac{1}{x_{0}}\left[\varphi(x)-x\langle\beta \mid y\rangle-\frac{x_{0}}{x} \varphi(x)+x_{0}\langle\beta \mid y\rangle\right] \\
& +\beta^{T}\left(-A^{-1}\right) x\langle\beta \mid y\rangle B-\beta^{T} y \\
& =\frac{1}{x_{0}}\left[\frac{\left(x-x_{0}\right)}{x} \varphi(x)-x \beta^{T} y+x_{0} \beta^{T} y\right] \\
& +x \beta^{T} y \beta^{T}\left(-A^{-1}\right) B-\beta^{T} y \\
& =\frac{\left(x-x_{0}\right)}{x_{0} x} \varphi(x)+\frac{x \beta^{T} y}{x_{0}}\left[x_{0} \beta^{T}\left(-A^{-1}\right) B-1\right] \\
& =\frac{\left(x-x_{0}\right)}{x_{0} x} \varphi(x)+\frac{x \beta^{T} y}{x_{0}}\left(\mathcal{R}_{0}-1\right) . \tag{17}
\end{align*}
$$

Recalling that at the disease free equilibrium $\Lambda=\mu x_{0}$ so that $\varphi(x)=\mu\left(x_{0}-x\right)$. In this case, Eq. (17) becomes

$$
\begin{equation*}
\dot{V}(x, y)=\frac{-\mu\left(x-x_{0}\right)^{2}}{x_{0} x}+\frac{x}{x_{0}}\left(\beta_{1} I+\beta_{2} L\right)\left(\mathcal{R}_{0}-1\right) \tag{18}
\end{equation*}
$$

Thus, $\mathcal{R}_{0} \leq 1$ ensures that $\dot{V}(x, y) \leq 0$ for all $x, y \geq 0$, and that $\dot{V}(x, y)=0$ holds when $\mathcal{R}_{0}=1$ for $x=x_{0}$. It is easy to verify that the disease free equilibrium state $P_{0}$ is the only fixed point of the system in the space $x=x_{0}$, and hence the system has no equilibria in $\Omega_{\rho}$ apart from $P_{0}$. Then, by the Lyapunov-LaSalle's asymptotic stability theorem [35-37], the equilibrium state $P_{0}$ is globally asymptotically stable in $\Omega_{\rho}$. This proves the global asymptotic stability on $\Omega_{\rho}$ and then in the nonnegative orthant $\mathbb{R}_{\geq 0}^{n+4}$ (see [37], Theorem 3.7.11, page 346). This achieves the proof.

## F. Global stability of the endemic equilibrium

The global stability of the endemic equilibrium is given by Theorem 2, stated below.

Theorem 2: If $\mathcal{R}_{0}>1$, then the positive endemic equilibrium state $P^{*}$ of the model (1) is globally asymptotically stable on the set $\Omega_{\rho}$ when

$$
\begin{align*}
& \frac{L^{*}}{L} \leq \frac{R^{*}}{R} \leq \frac{I^{*}}{I} \leq 1 \text { and } \frac{E_{i+1}^{*}}{E_{i+1}} \leq \frac{I^{*}}{I} \leq \frac{E_{i}^{*}}{E_{i}} \leq 1  \tag{19}\\
& i=1, \ldots, n-1
\end{align*}
$$

Proof: Consider the following Lyapunov function:

$$
\begin{align*}
& U\left(S, E_{i}, L, R\right)=\left(S-S^{*} \ln S\right)+\sum_{i=1}^{n} A_{i}\left(E_{i}-E_{i}^{*} \ln E_{i}\right) \\
& +B\left(I-I^{*} \ln I\right)+C\left(L-L^{*} \ln L\right)+D\left(R-R^{*} \ln R\right) \tag{20}
\end{align*}
$$

where $A_{i}, B, C$ and $D$ are positive constants to be determined
later. Differentiating this function with respect to time yields

$$
\begin{aligned}
& \dot{U}=\left(1-\frac{S^{*}}{S}\right) \dot{S}+\sum_{k=1}^{n} A_{i}\left(1-\frac{E_{i}^{*}}{E_{i}}\right) \dot{E}_{i} \\
& +B\left(1-\frac{I^{*}}{I}\right) \dot{I}+C\left(1-\frac{L^{*}}{L}\right) \dot{L} \\
& +D\left(1-\frac{R^{*}}{R}\right) \dot{R} \\
& =\left(1-\frac{S^{*}}{S}\right)\left(\Lambda-\beta_{1} S I-\beta_{2} S L-\mu S\right) \\
& +A_{1}\left(1-\frac{E_{1}^{*}}{E_{1}}\right)\left(\beta_{1} S I+\beta_{2} S L-a_{1} E_{1}\right) \\
& +\sum_{i=2}^{n} A_{i}\left(1-\frac{E_{i}^{*}}{E_{i}}\right)\left[k_{i-1}\left(1-r_{i-1}\right) E_{i-1}-a_{i} E_{i}\right] \\
& +B\left(1-\frac{I^{*}}{I}\right)\left[\sum_{i=1}^{n} \alpha_{i} E_{i}+\gamma R+\delta L-a_{I} I\right] \\
& +C\left(1-\frac{L^{*}}{L}\right)\left[\phi(1-\delta) I-a_{L} L\right] \\
& +D\left(1-\frac{R^{*}}{R}\right)\left[r I+\varepsilon(1-\delta) L-a_{R} R\right] \\
& =\left(1-\frac{S^{*}}{S}\right)\left(\Lambda-\beta_{1} S I-\beta_{2} S L-\mu S\right) \\
& +A_{1} \beta_{1} S I+A_{1} \beta_{2} S L-A_{1} a_{1} E_{1} \\
& -\quad A_{1} \beta_{1} S I \frac{E_{1}^{*}}{E_{1}}-A_{1} \beta_{2} S L \frac{E_{1}^{*}}{E_{1}}+A_{1} a_{1} E_{1}^{*} \\
& +\sum_{i=2}^{n} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}-\sum_{i=2}^{n} A_{i} a_{i} E_{i} \\
& -\sum_{i=2}^{n} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1} \frac{E_{i}^{*}}{E_{i}}+\sum_{i=2}^{n} A_{i} a_{i} E_{i}^{*} \\
& +B \sum_{i=1}^{n} \alpha_{i} E_{i}+B \gamma R+B \delta L-B a_{I} I \\
& -B \sum_{i=1}^{n} \alpha_{i} E_{i} \frac{I^{*}}{I}-B \gamma R \frac{I^{*}}{I}-B \delta L \frac{I^{*}}{I} \\
& +B a_{I} I^{*}+C \phi(1-r) I-C a_{L} L \\
& -\quad C \phi(1-r) I \frac{L^{*}}{L}+C a_{L} L^{*}+D r I \\
& +\quad D \varepsilon(1-\delta) L-D a_{R} R-\operatorname{Dr} I \frac{R^{*}}{R} \\
& -\quad D \varepsilon(1-\delta) L \frac{R^{*}}{R}+D a_{R} R^{*},
\end{aligned}
$$

where $a_{i}, a_{I}, a_{L}$ and $a_{R}$ are defined as in Eq. (2). By considering Eq. (1) at the positive endemic equilibrium $P^{*}=$ $\left(S^{*}, E_{i}^{*}, I^{*}, L^{*}, R^{*}\right)$, one has

$$
\left\{\begin{align*}
\Lambda & =\beta_{1} S^{*} I^{*}+\beta_{2} S^{*} L^{*}+\mu S^{*}  \tag{22}\\
a_{1} E_{1}^{*} & =\beta_{1} S^{*} I+\beta_{2} S^{*} L^{*} \\
& \vdots \\
a_{i} E_{i}^{*} & =k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*}, \quad i=2, \ldots, n \\
a_{I} I^{*} & =\sum_{i=1}^{n} \alpha_{i} E_{i}^{*}+\gamma R^{*}+\delta L^{*} \\
a_{L} L^{*} & =\phi(1-r) I^{*} \\
a_{R} R^{*} & =r I^{*}+\varepsilon(1-\delta) L^{*}
\end{align*}\right.
$$

After plugging Eq. (22) into Eq. (21), one obtains

$$
\begin{aligned}
\dot{U} & =-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+\left(A_{1}-1\right)\left(\beta_{1} S I+\beta_{2} S L\right) \\
& +\left(1-\frac{S^{*}}{S}\right)\left(\beta_{1} S^{*} I^{*}+\beta_{2} S^{*} L^{*}\right) \\
& +A_{1} \beta_{1} S^{*} I^{*}\left(1-\frac{S}{S^{*}} \frac{I}{I^{*}} \frac{E_{1}^{*}}{E_{1}}\right) \\
& +A_{1} \beta_{2} S^{*} L^{*}\left(1-\frac{S}{S^{*}} \frac{L}{L^{*}} \frac{E_{1}^{*}}{E_{1}}\right) \\
& +\sum_{i=2}^{n} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*}\left(1-\frac{E_{i-1}}{E_{i-1}^{*}} \frac{E_{i}^{*}}{E_{i}}\right) \\
& +B \sum_{i=1}^{n} \alpha_{i} E_{i}^{*}\left(1-\frac{E_{i}}{E_{i}^{*}} \frac{I^{*}}{I}\right)+B \gamma R^{*}\left(1-\frac{R}{R^{*}} \frac{I^{*}}{I}\right) \\
& +B \delta L^{*}\left(1-\frac{L}{L^{*}} \frac{I^{*}}{I}\right)+C \phi(1-r) I^{*}\left(1-\frac{I}{I^{*}} \frac{L^{*}}{L}\right) \\
& +D r I^{*}\left(1-\frac{I}{I^{*}} \frac{R^{*}}{R}\right)+D \varepsilon(1-\delta) L^{*}\left(1-\frac{L}{L^{*}} \frac{R^{*}}{R}\right) \\
& +\left(-D a_{R}+B \gamma\right) R+\left[\beta_{1} S^{*}-B a_{I}+C \phi(1-r)+D r\right] I \\
& +B \sum_{i=1}^{n} \alpha_{i} E_{i}-\sum_{i=1}^{n} a_{i} A_{i} E_{i} .
\end{aligned}
$$

Now, let $\left(u_{1}, u_{2}, u_{3}, u_{4}, v_{i}\right)=\left(\frac{S^{*}}{S}, \frac{I^{*}}{I}, \frac{L^{*}}{L}, \frac{R^{*}}{R}, \frac{E_{i}^{*}}{E_{i}}\right) . \operatorname{Re-}$
marking that

$$
\sum_{i=2}^{n} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}=\sum_{i=1}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}
$$

then, Eq. (23) becomes

$$
\begin{aligned}
& \dot{U}=-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+\left(A_{1}-1\right)\left(\beta_{1} S I+\beta_{2} S L\right) \\
& +\left(1-u_{1}\right)\left(\beta_{1} S^{*} I^{*}+\beta_{2} S^{*} L^{*}\right) \\
& +A_{1} \beta_{1} S^{*} I^{*}\left(1-\frac{v_{1}}{u_{1} u_{2}}\right) \\
& +A_{1} \beta_{2} S^{*} L^{*}\left(1-\frac{v_{1}}{u_{1} u_{3}}\right) \\
& +A_{2} k_{1}\left(1-r_{1}\right) E_{1}^{*}\left(1-\frac{v_{2}}{v_{1}}\right) \\
& +\sum_{i=2}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}\left(1-\frac{v_{i+1}}{v_{i}}\right) \\
& +B \sum_{i=1}^{n} \alpha_{i} E_{i}^{*}\left(1-\frac{u_{2}}{v_{i}}\right)+B \gamma R^{*}\left(1-\frac{u_{2}}{u_{4}}\right) \\
& +B \delta L^{*}\left(1-\frac{u_{2}}{u_{3}}\right)+C \phi(1-r) I^{*}\left(1-\frac{u_{3}}{u_{2}}\right) \\
& +D r I^{*}\left(1-\frac{u_{4}}{u_{2}}\right)+D \varepsilon(1-\delta) L^{*}\left(1-\frac{u_{4}}{u_{3}}\right) \\
& +\left[\beta_{1} S^{*}-B a_{I}+C \phi(1-r)+D r\right] I \\
& +\left[\beta_{2} S^{*}-C a_{L}+D \varepsilon(1-\delta)+B \delta\right] L \\
& +\quad\left(-D a_{R}+B \gamma\right) R \\
& +\sum_{i=1}^{n-1}\left[-a_{i} A_{i}+B \alpha_{i}+A_{i+1} k_{i}\left(1-r_{i}\right)\right] E_{i} \\
& +\left(-a_{n} A_{n}+B \alpha_{n}\right) E_{n} .
\end{aligned}
$$

The coefficients $A_{i}, B, C$ and $D$ are chosen such that the coefficients of $I, L, R$ and $E_{i}$ are equal to zero, that is,

$$
\left\{\begin{array}{l}
A_{1}-1=0 \\
\beta_{1} S^{*}-B a_{I}+C \phi(1-r)+D r=0 \\
\beta_{2} S^{*}-C a_{L}+D \varepsilon(1-\delta)+B \delta=0 \\
-D a_{R}+B \gamma=0 \\
-a_{i} A_{i}+B \alpha_{i}+A_{i+1} k_{i}\left(1-r_{i}\right)=0 \\
i=1,2, \ldots, n-1 \\
-A_{n} a_{n}+B \alpha_{n}=0
\end{array}\right.
$$

At this point, it is important to mention that when the second equation of (25) is satisfied, then all equations of (25) are also satisfied. Indeed, multiplying the second equation of (25) by $I^{*}$ and using the expression of $a_{I} I^{*}$ defined as in Eq. (22) yields

$$
\begin{align*}
& \beta_{1} S^{*} I^{*}-B a_{I} I^{*}+C \phi(1-r) I^{*}+D r I^{*}=-B \sum_{i=1}^{n} \alpha_{i} E_{i}^{*} \\
& -B \gamma R^{*}-B \delta L^{*}+\beta_{1} S^{*} I^{*}+C \phi(1-r) I^{*}+D r I^{*} \tag{26}
\end{align*}
$$

On the other hand, from Eq. (22), one has

$$
\begin{align*}
& a_{1} A_{1} E_{1}^{*}-A_{1} \beta_{1} S^{*} I-A_{1} \beta_{2} S^{*} L^{*}+\sum_{i=2}^{n} a_{i} A_{i} E_{i}^{*} \\
& -\sum_{i=2}^{n} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*}+C a_{L} L^{*}-C \phi(1-r) I^{*} \\
& +D a_{R} R^{*}-D r I^{*}-D \varepsilon(1-\delta) L^{*}=0 \tag{27}
\end{align*}
$$

Adding Eq. (27) in the right rang side of Eq. (26) and noting that

$$
\begin{aligned}
& a_{1} A_{1} E_{1}^{*}+\sum_{i=2}^{n} a_{i} A_{i} E_{i}^{*}-\sum_{i=2}^{n} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*}= \\
& \sum_{i=1}^{n-1}\left[a_{i} A_{i}-A_{i+1} k_{i}\left(1-r_{i}\right)\right] E_{i}^{*}+a_{n} A_{n} E_{n}^{*}
\end{aligned}
$$

gives

$$
\begin{align*}
& \beta_{1} S^{*} I^{*}-B a_{I} I^{*}+C \phi(1-r) I^{*}+D r I^{*}= \\
& \left(1-A_{1}\right)\left(\beta_{1} I^{*}+\beta_{2} L^{*}\right) S^{*}+\left(-B \gamma+D a_{R}\right) R^{*} \\
& +\left[-\beta_{2} S^{*}-B \delta-D \varepsilon(1-\delta)+C a_{L}\right] L^{*}  \tag{28}\\
& +\sum_{i=1}^{n-1}\left[-B \alpha_{i}+a_{i} A_{i}-A_{i+1} k_{i}\left(1-r_{i}\right)\right] E_{i}^{*} \\
& +\left(-B \alpha_{n}+a_{n} A_{n}\right) E_{n}^{*}=0
\end{align*}
$$

Therefore, we only consider the following system of equations:

$$
\left\{\begin{array}{l}
A_{1}-1=0  \tag{29}\\
\beta_{2} S^{*}-C a_{L}+D \varepsilon(1-\delta)+B \delta=0 \\
-D a_{R}+B \gamma=0 \\
-a_{i} A_{i}+B \alpha_{i}+A_{i+1} k_{i}\left(1-r_{i}\right)=0 \\
i=1, \ldots, n-1 \\
-A_{n} a_{n}+B \alpha_{n}=0
\end{array}\right.
$$

Using the fourth equation of (29), one can easily prove that

$$
\begin{aligned}
A_{i}= & \prod_{j=1}^{i-1} \frac{a_{j}}{k_{j}\left(1-r_{j}\right)}-\left(\sum_{l=1}^{i-1} \frac{\alpha_{l}}{k_{l}\left(1-r_{l}\right)} \prod_{k=l+1}^{i-1} \frac{a_{k}}{k_{k}\left(1-r_{k}\right)}\right) B
\end{aligned}
$$

Now using the expression of $A_{n}$ obtained thought the above equation and plugging it in the last equation of (29), one obtains

$$
B=\frac{a_{n} \prod_{j=1}^{n-1} \frac{a_{j}}{k_{j}\left(1-r_{j}\right)}}{\alpha_{n}+\sum_{l=1}^{n-1} \frac{\alpha_{l}}{k_{l}\left(1-r_{l}\right)} \prod_{k=l+1}^{n-1} \frac{a_{k}}{k_{k}\left(1-r_{k}\right)}} .
$$

Thus, the solutions of the system of equations (29) are given by

$$
\begin{align*}
& A_{1}=1, \quad B=\frac{a_{n} \prod_{j=1}^{n-1} \frac{a_{j}}{k_{j}\left(1-r_{j}\right)}}{\alpha_{n}+\sum_{l=1}^{n-1} \frac{\alpha_{l}}{k_{l}\left(1-r_{l}\right)} \prod_{k=l+1}^{n-1} \frac{a_{k}}{k_{k}\left(1-r_{k}\right)}} \\
& A_{i}=\prod_{j=1}^{i-1} \frac{a_{j}}{k_{j}\left(1-r_{j}\right)} \\
& -\left(\sum_{l=1}^{i-1} \frac{\alpha_{l}}{k_{l}\left(1-r_{l}\right)} \prod_{k=l+1}^{i-1} \frac{a_{k}}{k_{k}\left(1-r_{k}\right)}\right) B \\
& i=2, \ldots, n, \\
& D=\frac{\gamma}{a_{R}} B \text { and } \\
& C=\frac{1}{a_{L}}\left[\beta_{2} S^{*}+\left(\delta+\frac{\varepsilon \gamma(1-\delta)}{a_{R}}\right) B\right] \tag{30}
\end{align*}
$$

Replacing the expressions of $A_{i}, B, C$ and $D$ given in Eq. (30) into Eq. (24), one obtains

$$
\begin{align*}
\dot{U} & =-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+\beta_{1} S^{*} I^{*}\left(2-u_{1}-\frac{v_{1}}{u_{1} u_{2}}\right) \\
& +\beta_{2} S^{*} L^{*}\left(2-u_{1}-\frac{v_{1}}{u_{1} u_{3}}\right) \\
& +\sum_{i=1}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}\left(1-\frac{v_{i+1}}{v_{i}}\right) \\
& +B \sum_{i=1}^{n} \alpha_{i} E_{i}^{*}\left(1-\frac{u_{2}}{v_{i}}\right) \\
& +B \gamma R^{*}\left(1-\frac{u_{2}}{u_{4}}\right)+B \delta L^{*}\left(1-\frac{u_{1}}{u_{3}}\right) \\
& +C \phi(1-r) I^{*}\left(1-\frac{u_{3}}{u_{2}}\right) \\
& +D r I^{*}\left(1-\frac{u_{4}}{u_{2}}\right) \\
& +D \varepsilon(1-\delta) L^{*}\left(1-\frac{u_{4}}{u_{3}}\right) . \tag{31}
\end{align*}
$$

Now, multiplying the second, third, fourth and fifth equations of (29) by $L^{*}, R^{*}, E_{i}^{*}, i=1, \ldots, n-1$ and $E_{n}^{*}$, respectively, one has

$$
\left\{\begin{array}{l}
\beta_{2} S^{*} L^{*}-C a_{L} L^{*}+D \varepsilon(1-\delta) L^{*}+B \delta L^{*}=0  \tag{32}\\
-D a_{R} R^{*}+B \gamma R^{*}=0 \\
-a_{i} A_{i} E_{i}^{*}+B \alpha_{i} E_{i}^{*}+A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}=0 \\
i=1, \ldots, n-1 \\
-A_{n} a_{n} E_{n}^{*}+B \alpha_{n} E_{n}^{*}=0
\end{array}\right.
$$

Using the expressions of $a_{L} L^{*}, a_{R} R^{*}, A_{i} E_{i}^{*}, A_{n} E_{n}^{*}$ defined as in Eq. (22), the above equation becomes

$$
\left\{\begin{array}{l}
\beta_{2} S^{*} L^{*}-C \phi(1-r) I^{*}+D \varepsilon(1-\delta) L^{*}+B \delta L^{*}=0  \tag{33}\\
-D r I^{*}-D \varepsilon(1-\delta) L^{*}+B \gamma R^{*}=0 \\
-\beta_{1} S^{*} I^{*}-\beta_{2} S^{*} L^{*}+B \alpha_{1} E_{1}^{*}+A_{2} k_{1}\left(1-r_{1}\right) E_{1}^{*}=0 \\
-A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*}+B \alpha_{i} E_{i}^{*}+A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}=0 \\
i=2, \ldots, n-1 \\
-A_{n} k_{n-1}\left(1-r_{n-1}\right) E_{n-1}^{*}+B \alpha_{n} E_{n}^{*}=0
\end{array}\right.
$$

Let $F_{1}(u), F_{2}(u), F_{3}(u)$ and $G_{i}(u), i=1, \ldots, n$ where $u=\left(u_{1}, u_{2}, u_{3}, v_{i}\right)^{T}$ be $n+3$ functions to be determined later. Then, multiplying the first, second, third, fourth and fifth equations of (33) by $F_{1}(u), F_{2}(u), F_{3}(u), G_{1}(u), G_{i}(u)$ ( $i=2, \ldots, n-1$ ) and $G_{n}(u)$, respectively, one has

$$
\left\{\begin{array}{l}
\beta_{2} S^{*} L^{*} F_{1}(u)-C \phi(1-r) I^{*} F_{1}(u)+D \varepsilon(1-\delta) L^{*} F_{1}(u) \\
+B \delta L^{*} F_{1}(u)=0 \\
-D r I^{*} F_{2}(u)-D \varepsilon(1-\delta) L^{*} F_{2}(u)+B \gamma R^{*} F_{2}(u)=0 \\
-\beta_{1} S^{*} I^{*} G_{1}(u)-\beta_{2} S^{*} L^{*} G_{1}(u)+B \alpha_{1} E_{1}^{*} G_{1}(u) \\
+A_{2} k_{1}\left(1-r_{1}\right) E_{1}^{*} G_{1}(u)=0, \\
-A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*} G_{i}(u)+B \alpha_{i} E_{i}^{*} G_{i}(u) \\
+A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*} G_{i}(u)=0, \quad i=2, \ldots, n-1 \\
-A_{n} k_{n-1}\left(1-r_{n-1}\right) E_{n-1}^{*} G_{n}(u)+B \alpha_{n} E_{n}^{*} G_{n}(u)=0
\end{array}\right.
$$

$$
\begin{aligned}
& -\beta_{1} S^{*} I^{*} G_{1}(u)-\beta_{2} S^{*} L^{*} G_{1}(u)+B \alpha_{1} E_{1}^{*} G_{1}(u) \\
& +A_{2} k_{1}\left(1-r_{1}\right) E_{1}^{*} G_{1}(u)-\sum_{i=2}^{n-1} A_{i} k_{i-1}\left(1-r_{i-1}\right) E_{i-1}^{*} G_{i}(u) \\
& +B \sum_{i=2}^{n-1} \alpha_{i} E_{i}^{*} G_{i}(u)+\sum_{i=2}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*} G_{i}(u) \\
& -A_{n} k_{n-1}\left(1-r_{n-1}\right) E_{n-1}^{*} G_{n}(u)+B \alpha_{n} E_{n}^{*} G_{n}(u)= \\
& -\beta_{1} S^{*} I^{*} G_{1}(u)-\beta_{2} S^{*} L^{*} G_{1}(u) \\
& +\sum_{i=1}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}\left[G_{i}(u)-G_{i+1}(u)\right] \\
& +\sum_{i=1}^{n} \alpha_{i} E_{i}^{*} G_{i}(u)=0
\end{aligned}
$$

In this case, Eq. (34) may be rewritten as follows:

$$
\left\{\begin{array}{l}
\beta_{2} S^{*} L^{*} F_{1}(u)-C \phi(1-r) I^{*} F_{1}(u)  \tag{35}\\
+D \varepsilon(1-\delta) L^{*} F_{1}(u)+B \delta L^{*} F_{1}(u)=0 \\
-D r I^{*} F_{2}(u)-D \varepsilon(1-\delta) L^{*} F_{2}(u)+B \gamma R^{*} F_{2}(u)=0 \\
-\beta_{1} S^{*} I^{*} G_{1}(u)-\beta_{2} S^{*} L^{*} G_{1}(u) \\
+\sum_{i=1}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}\left[G_{i}(u)-G_{i+1}(u)\right] \\
+\sum_{i=1}^{n} \alpha_{i} E_{i}^{*} G_{i}(u)=0
\end{array}\right.
$$

Adding Eq. (35) to the right hand side of Eq. (31) yields

$$
\begin{align*}
\dot{U} & =-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+\beta_{1} S^{*} I^{*}\left(2-u_{1}-\frac{v_{1}}{u_{1} u_{2}}-G_{1}\right) \\
& +\beta_{2} S^{*} L^{*}\left(2-u_{1}-\frac{v_{1}}{u_{1} u_{3}}-G_{1}+F_{1}\right) \\
& +\sum_{i=1}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}\left(1-\frac{v_{i+1}}{v_{i}}+G_{i}-G_{i+1}\right) \\
& +B \sum_{i=1}^{n} \alpha_{i} E_{i}^{*}\left(1-\frac{u_{2}}{v_{i}}+G_{i}\right) \\
& +B \gamma R^{*}\left(1-\frac{u_{2}}{u_{4}}+F_{2}\right) \\
& +B \delta L^{*}\left(1-\frac{u_{2}}{u_{3}}+F_{1}\right) \\
& +C \phi(1-r) I^{*}\left(1-\frac{u_{3}}{u_{2}}-F_{1}\right) \\
& +D r I^{*}\left(1-\frac{u_{4}}{u_{2}}-F_{2}\right) \\
& +D \varepsilon(1-\delta) L^{*}\left(1-\frac{u_{4}}{u_{3}}+F_{1}-F_{2}\right) \tag{36}
\end{align*}
$$

Now, we shall choose the functions $F_{1}(u), F_{2}(u), F_{3}(u)$ and $G_{i}(u)$, which make $\dot{U}$ non positive. To to so, the functions $F_{1}(u), F_{2}(u), F_{3}(u)$ and $G_{i}(u)$ are chosen such that the coefficients of $C \phi(1-r) I^{*}, \operatorname{Dr} I^{*}$ and $\alpha_{i} E_{i}^{*}$ are equal to zero, that is,

$$
\begin{align*}
& F_{1}=1-\frac{u_{3}}{u_{2}}, \quad F_{2}=1-\frac{u_{4}}{u_{2}} \quad \text { and } \\
& G_{i}=-1+\frac{u_{2}}{v_{i}} \quad(i=1, \ldots, n) \tag{37}
\end{align*}
$$

Replacing the expressions of $F_{1}(u), F_{2}(u), F_{3}(u)$ and $G_{i}(u)$ given as in Eq. (37) into Eq. (36), one obtains

$$
\begin{align*}
\dot{U} & =-\mu \frac{\left(S-S^{*}\right)^{2}}{S}+\beta_{1} S^{*} I^{*}\left(3-u_{1}-\frac{v_{1}}{u_{1} u_{2}}-\frac{u_{2}}{v_{1}}\right) \\
& +\beta_{2} S^{*} L^{*}\left(4-u_{1}-\frac{v_{1}}{u_{1} u_{3}}-\frac{u_{2}}{v_{1}}-\frac{u_{3}}{u_{2}}\right) \\
& +\sum_{i=1}^{n-1} A_{i+1} k_{i}\left(1-r_{i}\right) E_{i}^{*}\left(1-\frac{v_{i+1}}{v_{i}}+\frac{u_{2}}{v_{i}}-\frac{u_{2}}{v_{i+1}}\right) \\
& +B \gamma R^{*}\left(2-\frac{u_{2}}{u_{4}}-\frac{u_{4}}{u_{2}}\right)+B \delta L^{*}\left(2-\frac{u_{2}}{u_{3}}-\frac{u_{3}}{u_{2}}\right) \\
& +D \varepsilon(1-\delta) L^{*}\left(1-\frac{u_{4}}{u_{3}}-\frac{u_{3}}{u_{2}}+\frac{u_{4}}{u_{2}}\right) \tag{38}
\end{align*}
$$

Now let

$$
\begin{align*}
& F=1+\frac{u_{4}}{u_{2}}-\frac{u_{4}}{u_{3}}-\frac{u_{3}}{u_{2}} \quad \text { and } \\
& H_{i}=1+\frac{u_{2}}{v_{i}}-\frac{v_{i+1}}{v_{i}}-\frac{u_{2}}{v_{i+1}}, \quad i=1, \ldots, n-1 . \tag{39}
\end{align*}
$$

The next step is to show that the functions $F$ and $H_{i}$ are non-positive for all $u_{1}, u_{2}, u_{3}, v_{i} \in \mathbb{R}_{\geq 0}$.

By using lemma 4 in Appendix A with $w=2, y_{1}=u_{3}$, $y_{2}=u_{4}$ and $Y=u_{2}$, when $u_{3} \leq u_{4} \leq u_{2} \leq 1$ one has $1+\frac{u_{4}}{u_{2}}-\frac{u_{4}}{u_{3}}-\frac{\bar{u}_{3}}{u_{2}} \leq 0$, i.e., $F \leq 0$. Also, using the same lemma with $w=2, y_{1}=v_{i+1}, y_{2}=u_{2}$ and $Y=v_{i}$, then if $v_{i+1} \leq u_{2} \leq v_{i} \leq 1$ one has $1+\frac{u_{2}}{v_{i}}-\frac{v_{i+1}}{v_{i}}-\frac{u_{2}}{v_{i+1}} \leq 0$, i.e., $H_{i} \leq 0$. Thus $\dot{U} \leq 0$ and Eq. (38) implies that $\dot{U}$ is less than or equal to zero with equality only if $S=S^{*}$. Therefore, $\dot{U} \leq 0$ for all $S, E_{i}, I, L, R \geq 0$, provided that $S^{*}, E_{i}^{*}, I^{*}, L^{*}, R^{*}$ are positive, where the equality $\dot{U}=0$ holds only on the straight line $S=S^{*}, E_{i}^{*} / E_{i}=I^{*} / I=L^{*} / L=R^{*} / R$. It is easy to see that for the system (1), $P^{*}$ is the only equilibrium state on this line. Therefore, by Lyapunov-LaSalle asymptotic stability theorem [35-37], the positive equilibrium state $P^{*}$ is globally asymptotically stable in the positive region $\Omega_{\rho} \subset \mathbb{R}_{\geq 0}^{n+4}$, except on the $S$-axis which is the stable manifold for the fixed point $P_{0}$. This achieves the proof.

Remark 1: It is possible for inequality (19) to fail, in which case the global stability of $P^{*}$ has not been established. The local stability result and numerical simulations, however, seem to support the idea that $P^{*}$ is still global asymptotically stable even in this case.

## IV. Numerical studies

To illustrate the various theoretical results contained in this paper, the model (1) is simulated with two latent classes ( $n=$ 2) and using the parameter value/range of Cameroon in the following table.

Table: Description and estimation of parameters

| Parameters | Description | Estimated value/range |
| :---: | :---: | :---: |
| $\Lambda$ | Recruitment rate of susceptible individuals into the community | 2 (year) $^{-1}$ |
| $\beta_{1}$ | Transmission coefficient of infectious variable |  |
| $\beta_{2}$ | Transmission coefficient of loss of slight who continue |  |
|  | to have disease | variable |
| $\mu$ | Naturally death rate | $0.0101^{2}$ |
| $k_{1}$ | Rate of progression from the first latent class to the second latent class | $0.5^{1}$ |
| $r_{1}$ | Rate of effective chemoprophylaxis of individuals of the first latent class | $0^{3}$ |
| $\alpha_{1}$ | Rate of progression from the first latent class to infectious | 0.003 |
| $\alpha_{2}$ | Rate of progression from the second latent class to infectious | 0.005 |
| $r$ | Rate of effective therapy of infectious | $0.8182^{3}$ |
| $\phi$ | Rate of progression from infectious to loss of slight | $0.2^{3}$ |
| $\delta$ | Rate at which loss of slight return to the hospital | 0.1 |
| $\gamma$ | Relapse rate of recovered individuals | 0.002 |
| $\varepsilon$ | Recovered rate of loss of slight | 0.001 |
| $d_{I}$ | Death rate of infectious | $0.022722^{3}$ |
| $d_{L}$ | Death rate of loss of slight | $0.020^{3}$ |
| $d_{1}$ | Additional death rate of latently infected individuals of the first latent class | 0.001 |
| $d_{2}$ | Additional death rate of latently infected individuals of the second latent class | 0.002 |

## Note. Sources of estimates:

${ }^{1}$ World Heath Organization
${ }^{2}$ Ministry of Administration and Decentralization, Cameroon
${ }^{3}$ National Comity of Fight against Tuberculosis, Cameroon [38].
Numerical results for the model (1) are depicted in Figs. 2-4.
Figure 2 presents the basic reproduction ratio $\mathcal{R}_{0}$ as a function of the parameter at which infectious become loss of slight $\phi$. In this figure the line blue stands for $\beta_{2}<\Delta$ and the line red for $\beta_{2}>\Delta$. As predicted by Lemma 1, when the parameter $\phi$ increases, one can see that for $\beta_{2}<\Delta$ the basic reproduction ratio decreases while for $\beta_{2}>\Delta$, the basic reproduction ratio increases.

Figure 3 presents the trajectory plot when $\mathcal{R}_{0} \leq 1$. From this figure, one can see that the trajectory of model (1) converges to the disease free equilibrium. This means that the disease disappears in the host population. Figure 4 gives the trajectory plot when $\mathcal{R}_{0}>1$. One can observe that the trajectory converge to the unique endemic equilibrium point. Thus, when $\mathcal{R}_{0}>1$, the disease persists in the host population as shown in Theorem 2.

## V. CONCLUSION

In this paper, we have give a complete analysis of a tuberculosis model with two differential infectivity, $n$ classes of latently infected individuals and mass balance incidence. By analyzing this model, we found that it is globally asymptotically stable and possesses the only globally stable equilibrium state. Depending on the basic reproduction ratio, this steady state is either the endemic or the disease-free. The global stability of the infection-free equilibrium state implies that for any initial level of infection the disease will eventually fade out from the population when the condition for this stability, namely $\mathcal{R}_{0} \leq 1$, holds. The condition $\mathcal{R}_{0}>1$ implies that the disease will persist in a population. Numerical results are presented to illustrate the analytical results.

(a)

Fig. 2. Basic reproduction ratio as a function of $\phi$.

## Appendix A

USEFUL INEQUALITIES
In this appendix, we give inequalities which are necessary to demonstrate that the time derivative of the Lyapunov function $U\left(S, E_{i}, I, L, R\right)$ is non-positive. A key tool is the ArithmeticGeometric Means Inequality, which we state here.

Lemma 3: (Arithmetic-Geometric Means Inequality): Let $z_{1}, \ldots, z_{w}$ be positive real numbers. Then,

$$
\begin{equation*}
\sqrt[w]{z_{1} \ldots z_{w}} \leq \frac{z_{1}+\ldots+z_{w}}{w} \tag{40}
\end{equation*}
$$

Furthermore, exact equality only occur if $z_{1}=\ldots=z_{w}$.
An immediate consequence of the Arithmetic-Geometric Means Inequality follows.

Lemma 4: [16]: Let $y_{1} \leq \ldots \leq y_{w} \leq Y$ be positive real numbers. Then

$$
\begin{equation*}
\frac{y_{w}}{Y}+(w-1)-\left(\frac{y_{1}}{Y}+\frac{y_{2}}{y_{1}}+\ldots+\frac{y_{w}}{y_{w-1}}\right) \leq 0 \tag{41}
\end{equation*}
$$

## ACKNOWLEDGMENT

Part of this work has been done during the visit of Samuel Bowong at the Postdam Institute for Climate Impact Research, Germany. He gratefully acknowledges, with thanks, the support in part of the Humbold Foundation and the Postdam Institute for Climate Impact Research, Germany. The authors would like to thank Professor Gauthier Sallet (IRD, Project MASAIE, University of Metz, France) for very useful comments pertaining to the model design.

## REFERENCES

[1] B. M. Murphy, B. H. Singer, D. Kirschner, Comparing epidemic tuberculosis in demographically distinct populations, Maths. Biosci. 180 (2002) 161-185.
[2] S. M. Blower, A. R. McLean, T. C. Porco, P. M. Small, P. C. Hopwell, M. A. Sanchez, A. R. Ross, The intrinsic transmission dynamics of tuberculosis epidemics, Nature Medicine 1 (1995) 815-821.
[3] C. Castillo-Chavez, B. Song, Dynamical models of tuberculosis and their aplications, Math. Biosci. and Eng. 1 (2004) 361-404.
[4] J. Snider, M. Rabiglione, A. Kochi, Global burden of tuberculosis. In B. R. Bloom Ed.: Tuberculosis, Pathogenis, Protection and Control, ASM Press, Washington, DC, pp. 47-59, 1994.
[5] B. R. Bloom, Tuberculosis: Pathogenesis, Protection and Control, ASME Press, Washington, DC, 1994.
[6] B. R. Bloom, C. Murray,Tuberculosis: commentary on a reemergent killer, Science 257 (1992) 1055-1064.
[7] C. Dye, S. Scheele, P. Dolin, Global burden of tuberculois, JAMA 181 (1999) 677-685.
[8] E. Ziv, C. L. Daley, S. M. Blower, Early therapy for latent tuberculosis infection, Amer. J. Epid. 153 (2001) 381-385.
[9] S. M. Blower, J. L. Gerberding, Understanding, predicting and controlling the emergence of drug-resistent tuberculosis: a theoretical framework, J. Mod. Med. 76 (1998) 624-636.


Fig. 3. The trajectory of model (1) for different initial conditions when $\mathcal{R}_{0} \leq 1$.


10] S. M. Blower, P. Small, P. Hopewell, Control strategies for tuberculosis epidemics: new method for old problem, Science 273 (1996) 497-500.
[11] WHO/IUATLD, Global Working Group on Antituberculosis Drug Resistance Surveillance, Guidelines for surveillance of drug resistance in tuberculosis, WHO Geneva/IUATLD, Paris. Int. J. Tuberc. Lung Dis. 2 (1998) 72-89.
[12] WHO/IUATLD, Global Project on Anti-tuberculosis Drug Resistance Surveillance. Anti-Tuberculosis Drug Resistance in the World: third global report, WHO/HTM/TB/2004.343, 2004.
[13] World Health Organization, Global tuberculosis control: surveillance, planning, financing, WHO/HTM/TB/2005.349, Geneve
[14] A. S. Benenson (Ed.), Control of Communicable Diseases Manual, 16th ed., American Public Health Association, 1995
[15] N. E. Dunlap, D. E. Briles, Immunology of tuberculosis, Med. Clin. North Amer. 77 (1993) 1235-1251.
[16] B. Miller, Preventive therapy for tuberculosis, Med. Clin. North Amer. 77 (6) (1993) 12631275.
[17] C. P. Bhunu, W. Garira, Z. Mukandawire, M. Zimba, Tuberculosis transmission model with chemoprophylaxis and treatment, Bulletin of Mathematical Biology, doi:10.1007-S11538-008-9295-4.
[18] N. Bacaer, R. Ouifki, C. Pretorious, R. Wood, B. William, Modelling the joint epidemics of TB and HIV in a South African township, J. Math. Biol. 57 (2008) 557-593.
[19] A. Korobeinikov, Lyapunov functions and global properties for SIER and SEIS epidemic models, Math. Med. Biol. 21 (2001) 75-83.
[20] A. Korobeinikov, P. K. Maini, A Lyapunov function and global properties for SIR and SEIR epidemiological models with nonlinear incidence, Math. Biosci. Eng. 1 (2004) 57-60.
[21] C. C. McCluskey, Global stability for a class of mass action systems allowing for latency in tuberculosis, J. Math. Ana. App. 338 (2008) 518555.
[22] C. C. McCluskey, Lyapunov functions for tuberculosis models with fast and slow progression, Math. Bios. Eng. 3 (2006) 603-614.
[23] N. Bame, S. Bowong, J. Mbang, G. Sallet, J. J. Tewa, Global stability for SEIS models with $n$ latent classes, Math. Biosci. Eng. 5 (2008) 20-33.
[24] A. Iggidr, J. C. Kamgang, G. Sallet, J. J. Tewa, Global analysis of new malaria intrahost models with a competitive exclusion principle, SIAM J. App. Math. 1 (2007) 260-278.
[25] P. Adda, J. L. Dimi, A. Iggidi, J. C. Kamgang, G. Sallet, J. J. Tewa, General models of host-parasite systems, Global analysis, Discrete Contin. Dyn. Syst. Ser. B 8 (2007) 1-17.
[26] A. Iggidr, J. Mbang, G. Sallet, J. J. Tewa, Multi-compartment models, DCDS (2007) 506-519.
[27] A. Iggidr, J. Mbang, G. Sallet, Stability analysis of within-host parasite models with delays, Math. Biosci. 209 (2007) 51-75.
[28] J. J. Tewa, J. L. Dimi, S. Bowong, Lyapunov functions for a dengue disease transmission model, Chaos, Solitons \& Fractals 39 (2009) 936941.
[29] A. Berman, R. J. Plemmons, Nonnegative matrices in the mathematical sciences, SIAM, 1994.
[30] J. A. Jacquez, C. P. Simon, Qualitative theory of compartmental systems, SIAM Rev. 35 (1993) 43-79.
[31] D. G. Luenberger, Introduction to dynamic systems: theory, models, and applications, John Wiley \& Sons Ltd., 1979.
[32] P. van den Driessche, J. Watmough, Reproduction numbers and subthreshold endemic equilibria for compartmental models of disease transmission, Math. Bios. 180 (2002) 29-28.
[33] O. Diekmann, J. A. P. Heesterbeek, J. A. J. Metz, On the definition and the computation of the basic reproduction ratio $R_{0}$ in models for infectious diseases in heterogeneous populations, J. Math. Biol. 28 (1990) 365-382.
[34] O. Diekmann, J. A. P. Heesterbeek, J. A. J. Metz, Mathematical epidemiology of infectious diseases, Wiley Series in Mathematical and Computational Biology. John Wiley \& Sons Ltd., Chichester, 2000, Model building, analysis and interpretation.
[35] J. P. LaSalle, The stability of dynamical systems, Society for Industrial and Applied Mathematics, Philadelphia, Pa., 1976. With an appendix: "Limiting equations and stability of nonautonomous ordinary differential equations" by Z. Artstein, Regional Conference Series in Applied 1. Mathematics.
[36] J.P. LaSalle, Stability theory for ordinary differential equations, J. Differ. Equ. 41 (1968) 57-65.
[37] N. P. Bhatia, G. P. Szegö, Stability Theory of Dynamical Systems, Springer-Verlag, 1970.
[38] National Comity of Fight Againts Tuberculosis, "Guide de personnel de la santé," 2001.

# Complex dynamics of cellular automata emerging in chaotic rules 

Genaro J. Martínez ${ }^{1}$, Andrew Adamatzky ${ }^{1}$ and Ramon Alonso-Sanz ${ }^{2}$


#### Abstract

We show novel techniques of analysing complex dynamics of cellular automata (CA) with chaotic behaviour. CA are well known computational substrates for studying emergent collective behaviour, complexity, randomness and interaction between order and disorder. A number of attempts have been made to classify CA functions on their spatio-temporal dynamics and to predict behaviour of any given function. Examples include mechanical computation, $\lambda$ and $Z$-parameters, mean field theory, differential equations and number conserving features. We propose to classify CA based on their behaviour when they act in a historical mode, i.e. as CA with memory. We demonstrate that cell-state transition rules enriched with memory quickly transform a chaotic system converging to a complex global behaviour from almost any initial condition. Thus just in few steps we can select chaotic rules without exhaustive computational experiments or recurring to additional parameters. We provide analysis of well-known chaotic functions in onedimensional CA, and decompose dynamics of the automata using majority memory.


Index Terms-Cellular automata, memory, complex dynamics, chaos, self-organization and filter

## I. Introduction

IN this paper we will introduce a simple tool to extract complex systems from a family of chaotic discrete dynamical system. We will employ a technique - memory based rule analysis [4] of using past history of a system to construct its present state and to predict its future.
We focus on one-dimensional cellular automata (CA). CA are well know computational substrates for studying emergent collective behaviour, complexity, randomness and interaction between order and disorder. A number of efforts have been made to classify CA functions on their spatio-temporal dynamics and to predict behaviour of any given function. Examples include mechanical computation, $\lambda$ and $Z$-parameters, mean field theory, differential equations and number conserving features. We propose to classify CA based on their behaviour when they act in a historical mode, i.e. as CA with memory.
Particularity we study elementary CA (ECA) where each function evaluates a central cell with their two neighborhoods (left and right) and every cell takes a value of its binary alphabet. ECA were introduced by Wolfram and extensively studied [28]. In ECA there is a set of functions determining global chaotic behavior where global configurations are disordered, many configurations have many ancestors, and attractors are dense [27].
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ECA is a one-dimensional array of finite automata, each automaton takes two states and updates its state in discrete time depending on its own state and states of its two closest neighbours, all cells update their state synchronously. A general classification of ECA was introduced in [29] as follow:
> class I. CA evolving to a homogeneous state.
> class II. CA evolving periodically.
> class III. CA evolving chaotically.
> class IV. Include all previous cases, as well
> known as class of complex rules.

In this classification class IV is of particular interest because the rules of the class exhibit non-trivial behaviour with rich diversity of patterns emerging and non-trivial interactions between travelling localisations, or gliders, e.g. ECA Rule 54 [16].

In present paper we aim to transform a chaotic evolution rule to a complex system by using memory

$$
\text { chaotic ECA } \xrightarrow{\text { memory }} \text { complex ECA }
$$

and derive a new class of CA functions with historic evolution.
We believe that by employing historic evolution we are able to explore hidden properties of chaotic systems, and select chaotic rules with ordered dynamics.

## II. Basic notation

## A. One-dimensional cellular automata

One-dimensional CA is represented by an array of cells $x_{i}$ where $i \in Z$ (integer set) and each $x$ takes a value from a finite alphabet $\Sigma$. Thus, a sequence of cells $\left\{x_{i}\right\}$ of finite length $n$ represents a string or global configuration $c$ on $\Sigma$. This way, the set of finite configurations will be represented as $\Sigma^{n}$. An evolution is represented by a sequence of configurations $\left\{c_{i}\right\}$ given by the mapping $\Phi: \Sigma^{n} \rightarrow \Sigma^{n}$; thus their global relation is following

$$
\begin{equation*}
\Phi\left(c^{t}\right) \rightarrow c^{t+1} \tag{1}
\end{equation*}
$$

where $t$ is time steps and every global state of $c$ is defined by a sequence of cell states. Also the cell states in configuration $c^{t}$ are updated at the next configuration $c^{t+1}$ simultaneously by a local function $\varphi$ as follow

$$
\begin{equation*}
\varphi\left(x_{i-r}^{t}, \ldots, x_{i}^{t}, \ldots, x_{i+r}^{t}\right) \rightarrow x_{i}^{t+1} \tag{2}
\end{equation*}
$$

Wolfram represents one-dimensional CA with two parameters $(k, r)$. Where $k=|\Sigma|$ is the number of states, and $r$ is radius of neighboourhood. ECA are defined by parameters $(2,1)$.

There are $\Sigma^{n}$ different neighborhoods (where $n=2 r+1$ ) and $k^{k^{n}}$ different evolution rules.

In computer experiments we are using automata with periodic boundary conditions.

## B. Cellular automata with memory

Conventional cellular automata are ahistoric (memoryless): i.e., the new state of a cell depends on the neighborhood configuration solely at the preceding time step of $\varphi$ (e.q. 2).

CA with memory can be considered as an extension of the standard framework of CA where every cell $x_{i}$ is allowed to remember some period of its previous evolution.

Thus to implement a memory we design a memory function $\phi$, as follow:

$$
\begin{equation*}
\phi\left(x_{i}^{t-\tau}, \ldots, x_{i}^{t-1}, x_{i}^{t}\right) \rightarrow s_{i} \tag{3}
\end{equation*}
$$

such that $\tau<t$ determines the degree of memory backwards and each cell $s_{i} \in \Sigma$ being a state function of the series of states of the cell $x_{i}$ with memory up to time-step. Finally to execute the evolution we apply the original rule as follows:

$$
\varphi\left(\ldots, s_{i-1}^{t}, s_{i}^{t}, s_{i+1}^{t}, \ldots\right) \rightarrow x_{i}^{t+1}
$$

Thus in CA with memory, while the mapping $\varphi$ remains unaltered, historic memory of all past iterations is retained by featuring each cell as a summary of its past states from $\phi$. Therefore cells canalize memory to the map $\varphi$.

As an example, we can consider memory function $\phi$ as a majority memory:

$$
\begin{equation*}
\phi_{m a j} \rightarrow s_{i} \tag{4}
\end{equation*}
$$

where in case of a tie given by $\Sigma_{1}=\Sigma_{0}$ from $\phi$ then we will take the last value $x_{i}$. So $\phi_{m a j}$ function represents the classic majority function [21] on the cells $\left(x_{i}^{t-\tau}, \ldots, x_{i}^{t-1}, x_{i}^{t}\right)$ and define a temporal ring before to get finally the next global configuration $c$.

Note that memory is a simple function as CA self and as well its global behavior $\Phi$ produced is totally unpredictable from its local function $\phi$ and $\varphi$.

## III. Classes of ECA By polynomials

## A. Mean filed approximation

Mean field theory is a proven technique for discovering statistical properties of CA without analyzing evolution spaces of individual rules [19].

The method assumes that elements of the set of states $\Sigma$ are independent, uncorrelated between each other in the rule's evolution space $\varphi$. Therefore we can study probabilities of states in neighborhood in terms of probability of a single state (the state in which the neighborhood evolves), thus probability of a neighborhood is the product of the probabilities of each cell in the neighborhood.

In this way, it was proposed to explain Wolfram's classes by a mixture of probability theory and de Bruijn diagrams in [20], resulting in a classification based on mean field theory curve:

- class I: monotonic, entirely on one side of diagonal;
- class II: horizontal tangency, never reaches diagonal;
- class III: no tangencies, curve crosses diagonal.
- class IV: horizontal plus diagonal tangency, no crossing;

Thus for one dimension all their neighborhoods must be considered as follow:

$$
\begin{equation*}
p_{t+1}=\sum_{j=0}^{k^{2 r+1}-1} \varphi_{j}(X) p_{t}^{v}\left(1-p_{t}\right)^{n-v} \tag{5}
\end{equation*}
$$

such that $j$ is a number of relations from their neighborhoods and $X$ the combination of cells $x_{i-r}, \ldots, x_{i}, \ldots, x_{i+r} . n$ represents the number of cells in neighborhood, $v$ indicates how often state one occurs in Moore's neighborhood, $n-v$ shows how often state zero occurs in the neighborhood, $p_{t}$ is a probability of cell being in state one, $q_{t}$ is a probability of cell being in state zero (therefore $q=1-p$ ).

## IV. COMPLEX DYNAMICS EMERGING FROM CHAOTIC ECA

## A. Chaotic ECA

Let us consider two cases of classic ECA with chaotic behavior to demonstrate our results: the evolution rules 86 and 101.

We need to provide their mean filed approximation to verify that both function have a chaotic global behavior before selecting the memory.

The local rule $\varphi$ corresponding to rule 86 is following:

$$
\varphi_{R 86}=\left\{\begin{array}{lll}
1 & \text { if } & 110,100,010,001 \\
0 & \text { if } & 111,101,011,000
\end{array}\right.
$$

Initially $\varphi_{R 86}$ has produces states zero and one equiprobably. There is an equilibrium of states in $\Phi$. On the other hand, $\varphi_{R 86}$ determines a surjective correspondence and therefore all the configuration has at least one ancestor and no Garden of Eden configurations [1]. Also this rule is the reflexion of wellknown ECA rule 30 [27].

The local function for rule 101 is following:

$$
\varphi_{R 101}=\left\{\begin{array}{lll}
1 & \text { if } & 110,101,010,000 \\
0 & \text { if } & 111,100,011,001
\end{array}\right.
$$

In this case, $\varphi_{R 101}$ has the same probability as $\varphi_{R 86}$ to produce states one and zero. However $\varphi_{R 101}$ is not a surjective rule and therefore has the Garden of Eden configurations, i.e., not all configurations have ancestors.

To classify global behavior properly of $\varphi_{R 86}$ and $\varphi_{R 101}$ we should calculate their mean field polynomials. Mean field polynomial to $\varphi_{R 86}$ is:

$$
\begin{equation*}
p_{t+1}=3 p_{t} q_{t}^{2}+p_{t}^{2} q_{t} \tag{6}
\end{equation*}
$$

and for $\varphi_{R 101}$ we have:

$$
\begin{equation*}
p_{t+1}=2 p_{t}^{2} q_{t}+p_{t} q_{t}^{2}+q_{t}^{3} \tag{7}
\end{equation*}
$$

Quickly the polynomial for $\varphi_{R 86}$ satisfies the mean field classification (section III.A). Where rules in CA class III do not have tangencies and therefore the curve crosses the
identity. Consequently, $\varphi_{R 86}$ evolves with a chaotic global behavior (see fig. 1(a)).

This mean field polynomial has an stable fixed point when e.q. 6 is $f=0.5$. This value relate the existence of densities where the population of cells in state one is preserved with few changes. Also such fixed point confirm its initial probability since $\varphi_{R 86}$. Of course, if there are extreme densities of zeros and ones then then next time $\Phi$ will be filled of states zeros only.


Fig. 1. Mean field curves for (a) $\varphi_{R 86}$ and (b) $\varphi_{R 101}$ respectively.

Mean field curve for $\varphi_{R 101}$ (see fig. 1(b)) presents another characteristic. Again the curve does not cross the identity and its global behavior $\Phi$ should then be chaotic. Its stable fixed point $f=0.5$ relates to the initial probability estimated since $\varphi_{R 101}$. The curve displays what would happen if some initial configuration $c_{0}$ is dominated by state one, at the next step $\Phi$ will be dominated by states zero and therefore this behavior should repeat periodically. Such phenomenon also is balanced with its $50 \%$ of density to each step.

Finally fig. 2 displays two evolutions with typical chaotic behavior in ECA. First evolution (a) displays the chaotic global evolution of $\varphi_{R 86}$ since a random initial condition with a $50 \%$ of density. That confirm an evolution without some order or pattern defined. Second evolution (b) displays the
chaotic global behavior for $\varphi_{R 101}$ with the same parameters. Inclusively the same initial condition was used to calculate both evolutions.


Fig. 2. Chaotic global behavior in ECA evolution rules (a) $\varphi_{R 86}$ and (b) $\varphi_{R 101}$ evolving over an array of 294 cells in 296 generations. Both evolutions start since a random initial density of $50 \%$. Black cells represent the state one and white cells the state zero.

Now we will select a kind of memory and discover hidden information in those chaotic ECA's.

## B. Filtering evolutions

Filters selected in CA are an useful tool for understand properties that at the first view they are hide. This tool was amply utilized by Wuensche in [31] in the context of automatic classification of CA. Filters were deduced form mechanical computation paradigm [12] and frequencies by states [31].

Others derivations deducing filters relate to tiling, as used for ECA rule 110 and rule 54 [23], [17]. In general, such filters are not widely exploited in studying CA. We consider the tile representation to identify filters as block of cells on one or two
dimensions. We explain each tile filtering $\varphi_{R 86}$ and $\varphi_{R 101}$ in the next section.

## C. Complex dynamics emerging in $\varphi_{R 86}$ and $\varphi_{R 101}$ with majority memory

Firstly we should consider a kind of memory, in this case the majority memory $\phi_{m a j}$ (see eq. 4) and then a value for $\tau$. This value represent the number of cells backward to consider in the memory. Therefore a way to represent functions with memory and one ECA associated is proposed as follow:

$$
\begin{equation*}
\phi_{m R c a: \tau} \tag{8}
\end{equation*}
$$

such that $c a$ represents the decimal notation of an specific ECA and $m$ a kind of memory given. This way the majority memory working in ECA rule 86 checking tree cells on its history is denoted simply as $\phi_{\operatorname{maj} R 86: 3}$.
Implementing the majority memory $\phi_{m a j}$ we can select some ECA and experimentally look what is the effect. Figures 3 and 4 shows the result of selecting memory $\tau$ in $\varphi_{R 86}$ and $\varphi_{R 101}$ respectively. The result is a new family of ECA with majority memory, the rules: $\phi_{\operatorname{maj} R 86: 3}, \ldots, \phi_{\operatorname{maj} R 86: \infty}$, and $\phi_{m a j R 101: 3}, \ldots, \phi_{m a j R 101: \infty}$.

As a characteristic while the memory is working on $\phi_{m a j R 86}$ and $\phi_{m a j R 101}$ a periodic background was more evident and it can be represented as a tile. But also these filters work as well at the original rules $\varphi$ as have been illustrated the first evolutions at the figs. 3 and 4.

The memory effect produces an emergency of patterns and some of them interacting quickly. In fact, $\phi_{\operatorname{maj} R 86}$ and some values of $\tau$ change dynamics dramatically. By previous results in [15] we consider only even values that offer better global dynamics. The new rule $\phi_{\operatorname{maj} R 86: 8}$ displays patterns as particles traveling in different velocities and a periodic background that avoid an space filled of patterns.

The second case $\phi_{\operatorname{majR101}}$ displays more attractive result. These three new evolution rules are able to support stationary and mobile particles, traveling and colliding, some of them as soliton reactions.

Also on all evolutions a filter was used to clarify the evolutions and patterns. ${ }^{1}$ Filters really are useful to recognize periodic dominant patterns of objects moving into such local universes.

The first two-dimensional tile working in $\phi_{\operatorname{maj} R 86}$ is represented as $t_{R 86}=\left[\begin{array}{l}101 \\ 101\end{array}\right]$. Also this tile works at the original evolution rule as show the fig. 3. The tile reported for $\phi_{\text {maj } R 101}$ is determined for the two-dimensional tile $t_{R 101}=\left[\begin{array}{l}100 \\ 100\end{array}\right]$. So this filter works on the original evolution rule as well as show the fig. 4.

The effect of memory producing new evolution rules is preserved in some way. Initially the existence of a filter that can evolve on all different function, that is not rare because the memory only read the history and process the new generation with the original rule.

[^4]
## D. Coding particles

1) Self-organization by structure formation: Patterns as particles and non-trivial behavior emerging in these new ECA with memory $\phi_{\operatorname{maj} R 86}$ and $\phi_{\operatorname{majR101}}$, naturally conduce to known problems as self-organization.


Fig. 5. Set of particles $\mathcal{G}$ emerging and living in $\phi_{\operatorname{maj} R 101: 4}$.
Considering the evolution rule $\phi_{\operatorname{maj} R 101: 4}$, we have done a classification of particles in this local universe (see fig. 5). The universe is not bigger compared with other complex rules, moreover is interesting how all particles in $\phi_{\text {majR101:4 }}$ can be produced from them self with binary collisions, i.e., a self-organization by structure formation [14], given the next relation of reactions:

$$
g_{i} \rightarrow g_{j}=g_{k}
$$

such that $i \neq j \neq k$ and $i, j, k \in \mathcal{G}_{\phi_{\text {maj } R 101: 4}}$.


Fig. 6. Self-organization by particle collisions to form the set $\mathcal{G}_{\phi_{\text {maj } R 101: 4}}$, evolution is filtered.

By coding such particles in $\phi_{\text {majR101:4 }}$ then we can select each particle from other different particles. Figure 6 presents the set of reactions to get every particle including an annihilation reaction. Thus a set of collisions to reproduce this list is following:

1) $g_{4}-b^{3}-g_{5}=g_{1}$
2) $g_{1}-b^{2}-g_{4}=g_{2}$
3) $g_{1}-b^{4}-g_{4}=g_{3}$
4) $g_{1}-b^{6}-g_{5}=g_{4}$


Fig. 3. Majority memory $\phi_{m a j}$ working in $\varphi_{R 86}$ with $\tau$ values of 3 to 21 , respectively. The first one is the original ECA Rule 86 evolution. All snapshots evolve with the same random initial condition to $50 \%$ over an array of 287 cells to 228 generations, and also all evolutions are filtered.


Fig. 4. Majority memory $\phi_{m a j}$ working in $\varphi_{R 101}$ with $\tau$ values of 3 to 21 , respectively. The first one is the original ECA Rule 101 evolution. All snapshots evolve with the same random initial condition (the same initial condition for all cases in this and the previous figure) to $50 \%$ over an array of 287 cells to 228 generations, and also all evolutions are filtered.
5) $g_{3}-b^{3}-g_{4}=g_{5}$
6) $g_{3}-b^{2}-g_{4}=\emptyset$

Of course, they are not all possibilities to get every particle and a organization of several particles could be produce even more complex behavior with capacities for simulate physics, biology, chemical or computational phenomena; as wave propagation, reaction-diffusion, morphogenesis, particle collision, fluid-dynamics, (tissue) grown, pattern formation, self-reproduction, self-assembly, artificial life, synthetic constructions (engineering), tessellation, differential equations, formal languages, or unconventional computing [3], [7], [18], [22], [25].


Fig. 7. Stream of particles and fuse patterns emerging from a single cell in $\phi_{m a j R 86: 8}$. These patterns exhibit unlimited growth.
2) Generator pattern: Figure 7 displays the evolution of a single cell in state 1 with the evolution rule $\phi_{\operatorname{majR86:8}}$. On this evolution a fuse pattern is organized by stream of gliders (left) emitted periodically every 62 steps and a fixed periodic pattern (right) growing with a velocity of $-1 / 4$.

Finally both previous examples are just two simple cases showing the memory effect on chaotic ECA. Another case was developed for the ECA rule 30 in [15].
3) Implementing basic functions: Also we can use the particles codification to represent solutions of some basic functions. Of course, thinking how a complex systems could be organized and controlled to get a construction, as computation [3].

Let consider the new ECA rule $\phi_{\operatorname{majR86:8}}$. Because we want to implement a simple function as addToHead working on two strings $w_{1}=A_{1}, \ldots, A_{n}$ and $w_{2}=B_{1}, \ldots, B_{m}$, such that, $n, m \geq 1$. For example, if $w_{1}=A A A$, $w_{2}=B B B$ and $w_{3}=w_{1} w_{2}$ then the addToHead $\left(\left|w_{2}\right|\right)$ will yield: $w_{3}=$ $w_{2} w_{1}$. As the next diagram shows.


Fig. 8. Schematic diagram adding the string $w_{2}$ to head of the list $w_{3}$.
To implement such function on $\phi_{\operatorname{maj} R 86: 8}$ we must consider represent every data as a particle. Thus $g_{1}$ and $g_{2}$ gliders to $\phi_{m a j R 86: 8}$ are coded to reproduce a soliton reaction. ${ }^{2}$ The second problem is to synchronize several gliders and obtain the same result with multiple collisions.

The codification was not complicated to get. However a systematic analysis by reactions is necessary. We known than a periodic gap and one fixed phase between particles is sufficient to reproduce the addToHead function for any string $A^{n} B^{m}$.

Figure 9 displays fragments of evolutions of $\phi_{\operatorname{maj} R 86: 8}$ from an initial condition coded by gliders representing the string AAAAAAAAAAAABBBBBBBBBBBB. So operating the addToHead function to get the final string BBBBBBBBBBB BAAAAAAAAAAAA late of 6,888 generations. The first snapshot displays its initial configuration and the first 400 steps, the middle snapshot mainly presents how the string $w_{1}$ across the string $w_{2}$ preserving the information (soliton reaction), and the third snapshot shows the final global configuration so given the string $w_{2} w_{1}$ processed in parallel with $\phi_{m a j R 86: 8}$.

## V. Discussion

We have demonstrated that memory in ECA offers a new approach to discover complex dynamics based on particles and
${ }^{2}$ These gliders are a reflexion of ECA rule 30 with memory, because rule 86 is the reflexion of rule 30 , and consequently their gliders can be coded in a similar way [15].


Fig. 9. A simple substitution system processing the word $\mathrm{A}^{12} \mathrm{~B}^{12}$ to $\mathrm{B}^{12} \mathrm{~A}^{12}$ with ECA $\phi_{m a j R 86: 8}$. The final production is reached by 6,888 generations with synchronization of soliton reactions.
non-trivial reactions across them. This can be substantiated by a number of different techniques, e.g. number-conservation [8], [13], exhaustive search [11], tiling [23], [18], de Bruijn diagrams [17], $Z$-parameter [31], genetic algorithms [10], mean field theory [20] or from a differential equations point view [9]. Thus the memory function $\phi$ offers a more easy way to get similar and, in some cases, more strong results reporting new complex rules in ECA with memory.

We have enriched some chaotic ECA rules with majority memory and demonstrated that by applying certain filtering procedures we can extract rich dynamics of travelling localizations, or particles.
Therefore, we can deduce a relation on chaotic systems decomposed in complex dynamics as a self-contained set. Generally a relation of sets of complex dynamics can be selfcontained describing $\Phi$ as attractors, as a cascade (fig. 10 [6]).


Fig. 10. Classes of global behavior.
This way, the most bigger set in fig. 10 'all orbits' corresponds to complex dynamics and the 'unstable' set represents the chaotic systems. In fact there are a number of properties between orbits and characteristics that cannot be inferred directly. However the memory plays a role of a powerful tool to discover such properties. Finally, the memory $\phi$ can be applied to any CA or dynamical system.
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# Bifurcations of a neuron oscillator 

Nathalie Corson


#### Abstract

This work adresses the study of the threedimensional autonomous ordinary differential equations Hindmarsh-Rose neuronal model. General bifurcation diagrams are first given after a brief presentation of the model. Then, the existence of a Hopf bifurcation according to a small parameter which corresponds to the ratio of time scales between the fast and the slow dynamics is proved. Using the Hassard method we show that, under some conditions, a Hopf bifurcation occurs for a critical value of this parameter. The direction, stability and period of this bifurcation are also discussed. Numerical simulations are done to observe this bifurcation and to illustrate theoretical results.


Index Terms-Neuronal model, asymptotic dynamics, Hop bifurcation.

## I. Introduction

In 1952, a mathematical model that describes neuron activity has been given by two neurophysiologists, A.L. Hodgkin and A.F.Huxley, see [10]. Different neuron models have been then developped and studied, see for example [12], [13], [15] and references therein cited. In this paper, we focus on one of them, the Hindmarsh-Rose model (HR), which results from a simplification and a generalization of the Hodgkin-Huxley model, see [8], [9]. As observed in various biology systems, neuron activity presents different time scales. This can be explicitly observed in HR, which is a slow-fast autonomous three ordinary differential equations. The two first equations control the fast dynamics while the third one controls the slow one. Besides, periodic phenomena or oscillations are observed as in many natural systems such as neuron models. Those phenomena can be closely related to Hopf bifurcation.

The HR model reads as follows,

$$
(H R)\left\{\begin{array}{l}
\dot{x}=y+a x^{2}-x^{3}-z+I  \tag{1}\\
\dot{y}=1-d x^{2}-y \\
\dot{z}=\epsilon\left(b\left(x-c_{x}\right)-z\right)
\end{array}\right.
$$

Parameters $a, b$ and $d$ are experimentally determined, $c_{x}$ is the equilibrium $x$-coordinate of the two-dimensional system given by the two first equations of (1) when $I=0$ and $z=0$ and parameter $I$ corresponds to the applied current. It is easy to experimentaly change its value and it is therefore often used as the bifurcation parameter. Indeed, in the next part, bifrucation diagrams according to $I$ are presented. Finally, parameter $\epsilon$ represents the ratio of time scales between fast and slow fluxes accross the membrane of a neuron and, therefore, plays a very special role in neuron activity. It is chosen, in

[^5]this paper, as the bifurcation parameter, as in [2] or in [5], in which numerical simulations are done, among other, to study this system according to parameter $\epsilon$. In the last section of this paper, parameters $a, b, d$ and $c_{x}$ are fixed as follows,
\[

$$
\begin{equation*}
a=3, \quad b=4, \quad d=5, c_{x}=-\frac{1}{2}(1+\sqrt{5}) \tag{2}
\end{equation*}
$$

\]

Equilibria are given by $\dot{x}=\dot{y}=\dot{z}=0$, that is to say by,

$$
\begin{equation*}
x^{3}+(d-a) x^{2}+b x-b c_{x}-I-1=0 \tag{3}
\end{equation*}
$$

Let us denote,

$$
\begin{align*}
& x=\xi+\frac{a-d}{3} \\
& p=b-\frac{(a-d)^{2}}{3}  \tag{4}\\
& q=-\frac{2(a-d)^{3}}{27}+\frac{b(a-d)}{3}-b c_{x}-I-1
\end{align*}
$$

Then, (3) reads as, $\xi^{3}+p \xi-q=0$. Solving this equation gives the equilibria of system (1).

Proposition 1. With notations (4), if $4 p^{3}+27 q^{2}>0$, then system (1) has a unique equilibrium $S_{e}=\left(x_{e}, y_{e}, z_{e}\right)$ given by,

$$
\left\{\begin{align*}
x_{e}= & \left(-\frac{q}{2}+\left(\frac{q^{2}}{4}+\frac{p^{3}}{27}\right)^{\frac{1}{2}}\right)^{\frac{1}{3}}  \tag{5}\\
& +\left(-\frac{q}{2}-\left(\frac{q^{2}}{4}+\frac{p^{3}}{27}\right)^{\frac{1}{2}}\right)^{\frac{1}{3}} \\
& +\frac{a-d}{3} \\
y_{e}= & 1-d x_{e} \\
z_{e}= & b\left(x_{e}-c_{x}\right)
\end{align*}\right.
$$

In the next section, a presentation of some bifurcation diagrams of the Hindmarsh-Rose model according to parameter $I$ and parameter $\epsilon$ is done. Then the existence of a Hopf bifurcation according to parameter $\epsilon$ is studied. Indeed, even if this HR model dates from 1984 and has been widely numerically studied, see for example [1], [2], [4], [5], [11], no theoretical proof has ever been published as far as we know.

## II. BIFURCATION DIAGRAMS

A bifurcation diagram shows the evolution of the aysmptotic behaviour of solutions according to one parameter.

Parameter $I$ corresponds to the current which is injected in the neuron. Thus, it can be controlled during experiments and can then play the role of bifurcation parameter.


Figure 1. (a) Bifurcation diagram of the $H R$ model for parameters (2) and $\epsilon=0.001$. As the magnitude of injected current $I$ increases, the number of branches on the diagram also increases. Biologicaly, the fast dynamics of the neuron is evolving. (b) Enlargements of $(a)$ for $I \in[3.25 ; 3.3]$.

Figure $2(a)$ gives the bifurcation diagram with respect to the control parameter $\epsilon$ in the range $[0,0.05]$. In order to have a more accurate analysis of the dynamics of system (1), we present in figure $2(b),(c),(d)$ enlargements of figure 2(a). Figure $2(b)$ shows, among other things, that there is an $\epsilon_{1} \in[0.00041,0.00049]$ for which the neuron behaviour changes abruptly. Indeed, $\forall \epsilon<\epsilon_{1}$, the neuron exhibits a tonic spiking motion and, $\forall \epsilon>\epsilon_{1}$, the neuron exhibits a bursting motion. Moreover, this figure shows that system (1) with parameters given in (2) and $I=3.25$ does not exhibit chaotic behaviour for $\epsilon \in\left[\epsilon_{1}, 0.002\right]$.
The enlargement of figure $2(a)$ for $\epsilon \in[0.005,0.015]$ shown in figure $2(c)$ exhibits not only inverse period doubling cascades starting with period 3 , period 4 or period 5 but also some dark parts, which is a numerical sign of chaotic motion. Of course, this argument is not sufficient to clame that this system is chaotic for some given ranges of parameters. A more acurate study is done, for example, in [2].
The enlargement of figure $2(c)$ for $\epsilon \in[0.0138,0.0148]$ shown in figure $2(d)$ also exhibits a chaotic behaviour of system (1). The right part of figure $2(a)$ exhibits a reverse period doubling cascade. As $\epsilon$ becomes larger, the number of spikes within a burst decreases until the bursting motion of the neuron disappears to let the spiking motion arises.

(a)


Figure 2. Bifurcation diagrams in $(\epsilon, y)$ plane for system (1) with parameters given in (2) and with $I=3.25$. (a) An inverse period doubling cascade is observed for $\epsilon \in[0,0.05]$. (b) Enlargement of figure (a) for $\epsilon \in] 0 ; 0.002]$. (c) Enlargement of figure (a) for $\epsilon \in[0.005 ; 0.015]$. (d) Enlargement of figure (c) for $\epsilon \in[0.0138 ; 0.0147]$.

## III. EXISTENCE, DIRECTION, STABILITY AND PERIOD OF A

 Hopf bifurcation according to $\epsilon$In this section, the existence, direction, stability and period of a Hopf bifurcation according to $\epsilon$ is studied, see [3].
Under the coordinate transformation, $x_{1}=x-x_{e}, y_{1}=y-y_{e}$ and $z_{1}=z-z_{e}$, system (1) becomes,

$$
\left\{\begin{align*}
\dot{x}_{1}= & \left(2 a x_{e}-3 x_{e}^{2}\right) x_{1}+y_{1}-z_{1}  \tag{6}\\
& +\hat{F}_{1}\left(x_{1}, y_{1}, z_{1}\right) \\
\dot{y}_{1}= & -2 d x_{e} x_{1}-y_{1}+\hat{F}_{2}\left(x_{1}, y_{1}, z_{1}\right) \\
\dot{z}_{1}= & \epsilon b x_{1}-\epsilon z_{1}+\hat{F}_{3}\left(x_{1}, y_{1}, z_{1}\right)
\end{align*}\right.
$$

where $\hat{F}_{j}\left(x_{1}, y_{1}, z_{1}\right), j=1,2,3$ are the nonlinear terms.
The Poincaré-Andronov-Hopf theorem applied to system (1) leads to the following proposition,

Proposition 2. With notations (12) and (13), if the two following conditions hold,

$$
\begin{gather*}
4 r^{3}+27 s^{2}>0  \tag{7}\\
\frac{2}{3}(a-d)<x_{e}<0 \tag{8}
\end{gather*}
$$

then, when parameter $\epsilon$ passes the value $\epsilon_{c}$, system (1) undergoes a Hopf bifuration at the equilibrium $S_{e}$, where,

$$
\begin{equation*}
\epsilon_{c}=\frac{-\left(\left(1-m_{11}\right)^{2}-m_{11} b\right)+\Delta^{\frac{1}{2}}}{2\left(1-m_{11}+b\right)} \tag{9}
\end{equation*}
$$

and $m_{11}=2 a x_{e}-3 x_{e}^{2}, m_{21}=-2 d x_{e}$ and $\Delta=$ $\left[\left(1-m_{11}\right)^{2}-m_{11} b\right]^{2}+4\left(1-m_{11}+b\right)\left(m_{11}+m_{21}\right)\left(1-m_{11}\right)$.

Proof: The existence of a Hopf bifurcation point in system (1) is studied using the linearized system (6) at $S_{e}$. First of all, its jacobian matrix $M(\epsilon)$ is,

$$
\begin{equation*}
M(\epsilon)=\left(m_{i j}\right)_{1 \leq i, j \leq 3} \tag{10}
\end{equation*}
$$

The corresponding characteristic equation is,

$$
\begin{equation*}
f(\lambda(\epsilon))=\lambda^{3}(\epsilon)+P(\epsilon) \lambda^{2}(\epsilon)+Q(\epsilon) \lambda(\epsilon)+R(\epsilon) \tag{11}
\end{equation*}
$$

where,

$$
\begin{align*}
& P(\epsilon)=1-m_{11}+\epsilon \\
& Q(\epsilon)=\left(1-m_{11}+b\right) \epsilon-m_{11}-m_{21}  \tag{12}\\
& R(\epsilon)=\epsilon\left(b-m_{11}-m_{21}\right)
\end{align*}
$$

Setting,

$$
\begin{align*}
& \lambda(\epsilon)=\nu(\epsilon)-\frac{P(\epsilon)}{3} \\
& r(\epsilon)=Q(\epsilon)-\frac{P^{2}(\epsilon)}{3}  \tag{13}\\
& s(\epsilon)=\frac{2 P^{3}(\epsilon)}{27}-\frac{P(\epsilon) Q(\epsilon)}{3}+R(\epsilon)
\end{align*}
$$

equation (11) reads as,

$$
\nu^{3}(\epsilon)+r(\epsilon) \nu(\epsilon)+s(\epsilon)=0
$$

which is the equation giving $M(\epsilon)$ eigenvalues.
The sign of $4 r^{3}(\epsilon)+27 s^{2}(\epsilon)$ provides the number of real and complex eigenvalues of this matrix. Indeed, if
$4 r^{3}(\epsilon)+27 s^{2}(\epsilon)>0$, that is if condition (7) holds, then $M(\epsilon)$ has two complex eigenvalues $\lambda_{1,2}(\epsilon)=\alpha(\epsilon)+i \omega(\epsilon)$ and one real, $\lambda_{3}(\epsilon)$.

Now, let us study the existence of a critical value $\epsilon_{c}$ of parameter $\epsilon$.
From (10), (11) and (12), polynomial rules lead to the existence of,

$$
\epsilon_{c}=\frac{-\left(\left(1-m_{11}\right)^{2}-m_{11} b\right) \pm \Delta^{\frac{1}{2}}}{2\left(1-m_{11}+b\right)} .
$$

Algebraic computations show that under condition (8), $\epsilon_{c}>0$.
Moreover, since $x_{e}<0$, it is obvious that $m_{11}<0$ and thus, $P\left(\epsilon_{c}\right)>0$. Therefore, $\lambda_{3}(\epsilon)<0$.

The derivative according to $\epsilon$ of the characteristic equation given in (11) is,

$$
\begin{align*}
\frac{\partial f(\epsilon)}{\partial \epsilon} & =3 \lambda^{2}(\epsilon) \frac{\partial \lambda(\epsilon)}{\partial \epsilon}+\frac{\partial P(\epsilon)}{\partial \epsilon} \lambda^{2}(\epsilon) \\
& +2 P(\epsilon) \lambda(\epsilon) \frac{\partial \lambda(\epsilon)}{\partial \epsilon}+\frac{\partial Q(\epsilon)}{\partial \epsilon} \lambda(\epsilon)  \tag{14}\\
& +Q(\epsilon) \frac{\partial \lambda(\epsilon)}{\partial \epsilon}+\frac{\partial R(\epsilon)}{\partial \epsilon} .
\end{align*}
$$

Therefore, solving $\frac{\partial f}{\partial \epsilon}\left(\epsilon_{c}\right)=0$ and separating imaginary and real parts, we obtain,

$$
\frac{\partial \alpha}{\partial \epsilon}\left(\epsilon_{c}\right)=\frac{\frac{\partial R}{\partial \epsilon}\left(\epsilon_{c}\right)-\frac{\partial P}{\partial \epsilon}\left(\epsilon_{c}\right) Q\left(\epsilon_{c}\right)-P\left(\epsilon_{c}\right) \frac{\partial Q}{\partial \epsilon}\left(\epsilon_{c}\right)}{2 Q\left(\epsilon_{c}\right)+2 P\left(\epsilon_{c}\right)^{2}} .
$$

Since $2 Q\left(\epsilon_{c}\right)+2 P\left(\epsilon_{c}\right)^{2}>0, \frac{\partial \alpha}{\partial \epsilon}\left(\epsilon_{c}\right)<0$.
Finally, if $4 r^{3}(\epsilon)+27 s^{2}(\epsilon)>0$ and $\frac{2}{3}(a-d)<x_{e}<0$, then all the conditions of the Poincaré-Andronov-Hopf theorem hold and ( $S_{e}, \epsilon_{c}$ ) is a Hopf bifurcation point of system (1).

Let us now study direction, stability and period of this Hopf bifurcation occuring at $\epsilon_{c}$ using Hassard method, see [7] and see also [6], [14], [16] .

Let us denote by $\omega_{0}$ the value $\omega\left(\epsilon_{c}\right)>0$ and let $v_{j}$, $j=1,2,3$, be the eigenvectors of the matrix $M\left(\epsilon_{c}\right)$, given in (10), corresponding to the eigenvalues $\lambda_{j}$. We have, $\lambda_{j}= \pm i \omega_{0}= \pm i Q^{1 / 2}\left(\epsilon_{c}\right), j=1,2$, and $\lambda_{3}=-P\left(\epsilon_{c}\right)$.

The eigenvector $v_{1}$ associated with $\lambda_{1}=i \omega_{0}$ is,

$$
v_{1}=\left(1, \frac{m_{21}\left(1-i \omega_{0}\right)}{1+\omega_{0}^{2}}, \frac{\epsilon_{c} b\left(\epsilon_{c}-i \omega_{0}\right)}{\epsilon_{c}^{2}+\omega_{0}^{2}}\right)^{T},
$$

and the eigenvector $v_{3}$ associated with $\lambda_{3}$ is,

$$
v_{3}=\left(1, \frac{m_{21}}{m_{11}-\epsilon_{c}}, \frac{\epsilon_{c} b}{m_{11}-1}\right)^{T} .
$$

Let us define $P$ such that $\left(x_{1}, y_{1}, z_{1}\right)^{T}=\left[P\left(x_{2}, y_{2}, z_{2}\right)\right]^{T}$,

$$
\begin{equation*}
P=\left(\operatorname{Re}\left(v_{1}\right),-\operatorname{Im}\left(v_{1}\right), v_{3}\right)=\left(p_{i j}\right)_{1 \leq i, j \leq 3} \tag{15}
\end{equation*}
$$

The inverse matrix is given by $P^{-1}=\left(p_{i j}^{-1}\right)_{1 \leq i, j \leq 3}$ Thus,

$$
\left\{\begin{array}{l}
\dot{x}_{2}=\omega_{0} y_{2}+F_{1}\left(x_{2}, y_{2}, z_{2}\right), \\
\dot{y}_{2}=-\omega_{0} x_{2}+F_{2}\left(x_{2}, y_{2}, z_{2}\right), \\
\dot{z}_{2}=\lambda_{3} z_{2}+F_{3}\left(x_{2}, y_{2}, z_{2}\right),
\end{array}\right.
$$

where $F_{1}, F_{2}$ and $F_{3}$ are the nonlinear terms, satisfying $F_{i}\left(x_{2}, y_{2}, z_{2}\right)=P^{-1}\left(\hat{F}_{i}\left(x_{1}, y_{1}, z_{1}\right)\right)$,
Procedures proposed by Hassard et al. [7] are used to calculate the following quantities, evaluated at $\epsilon=\epsilon_{c}$.

$$
\begin{aligned}
g_{11}= & \frac{1}{2}\left[p_{11}^{-1}\left(a-3 x_{e}\right)-p_{12}^{-1} d\right] \\
& +\frac{i}{2}\left[p_{21}^{-1}\left(a-3 x_{e}\right)-p_{22}^{-1} d\right] \\
g_{02}= & g_{11} \\
g_{20}= & g_{11} \\
G_{21}= & -\frac{3}{4}\left(p_{11}^{-1}+i p_{21}^{-1}\right) .
\end{aligned}
$$

Moreover, let us calculate the quantities,

$$
\begin{aligned}
h_{11} & =\frac{1}{2}\left[p_{31}^{-1}\left(a-3 x_{e}\right)-p_{32}^{-1} d\right] \\
h_{20} & =h_{11} .
\end{aligned}
$$

Then, solving the two equations,

$$
\begin{aligned}
& \lambda_{3} w_{1}=-h_{11} \\
& \left(\lambda_{3}-2 i \omega_{0}\right) w_{20}=-h_{20}
\end{aligned}
$$

gives,

$$
\begin{aligned}
w_{11}= & \frac{\left[p_{31}^{-1}\left(a-3 x_{e}\right)-p_{32}^{-1} d\right]}{2\left(1-m_{11}+\epsilon_{c}\right)}, \\
w_{20}= & \frac{1}{2} \frac{\left[p_{31}^{-1}\left(a-3 x_{e}\right)-p_{32}^{-1} d\right]}{\left(1-m_{11}+\epsilon\right)^{2}+4 \omega_{0}^{2}} \\
& \cdot\left(1-m_{11}+\epsilon_{c}+2 i \omega_{0}\right)
\end{aligned}
$$

Furthermore, calculating the quantities,

$$
\begin{aligned}
G_{110} & =\frac{1}{4}\left[p_{11}^{-1}\left(a-3 x_{e}\right)-p_{12}^{-1} d\right] \\
& +\frac{i}{4}\left[p_{21}^{-1}\left(a-3 x_{e}\right)-p_{22}^{-1} d\right] \\
G_{101} & =G_{110} \\
g_{21} & =G_{21}+\left(2 G_{110} w_{11}+G_{101} w_{20}\right)
\end{aligned}
$$

and by setting,

$$
c_{1}=\frac{i}{2 \omega_{0}}\left[g_{20} g_{11}-2\left|g_{11}\right|^{2}-\frac{1}{3}\left|g_{02}\right|^{2}\right]+\frac{1}{2} g_{21}
$$

we can give the main result below in which,

$$
\begin{aligned}
\mu_{2} & =-\frac{\operatorname{Re}\left(c_{1}\right)}{\frac{\partial \alpha}{\partial \epsilon}\left(\epsilon_{c}\right)}, \\
\tau_{2} & =-\frac{\operatorname{Im}\left(c_{1}\right)+\mu_{2} \frac{\partial \omega}{\partial \epsilon}\left(\epsilon_{c}\right)}{\omega_{0}}, \\
\beta_{2} & =2 \operatorname{Re}\left(c_{1}\right) .
\end{aligned}
$$

Theorem 1. Under the hypothesis of proposition 2, system (1) undergoes a Hopf bifurcation at the equilibrium point
$\left(x_{e}, y_{e}, z_{e}\right)$ as $\epsilon$ passes through $\epsilon_{c}$ with the following properties.

1) If $\mu_{2}<0$ (reps. $\mu_{2}>0$ ), then the direction of bifurcation is $\epsilon<\epsilon_{c}$ (resp. $\epsilon>\epsilon_{c}$ ) and the bifurcation is supercritical (resp. subcritical),
2) If $\beta_{2}<0$ (resp. $\beta_{2}>0$ ), the bifurcating periodic solutions are orbitally stable (resp. unstable),
3) If $\tau_{2}>0$ (resp. $\tau_{2}<0$ ), the period of bifurcating periodic solutions increases (resp. decreases).

The period and characteristic exponents are given by,

$$
\begin{aligned}
T & =\frac{2 \pi}{\omega_{0}}\left(1+\tau_{2} E^{2}+O\left(E^{4}\right)\right) \\
\beta & =\beta_{2} E^{2}+O\left(E^{4}\right)
\end{aligned}
$$

Where, $E^{2}=\frac{\epsilon-\epsilon_{c}}{\mu_{2}}+O\left(\epsilon-\epsilon_{c}\right)^{2}\left(\right.$ provided $\left.\mu_{2} \neq 0\right)$.
The periodic solutions themselves are,

$$
\left(\begin{array}{l}
x  \tag{16}\\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
x_{e} \\
y_{e} \\
z_{e}
\end{array}\right)+P \cdot\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)
$$

where,

$$
\begin{aligned}
& u_{1}=\operatorname{Re}(\zeta), \quad u_{2}=\operatorname{Im}(\zeta) \\
& u_{3}=w_{11}|\zeta|^{2}+\operatorname{Re}\left(w_{20} \zeta^{2}\right)+O\left(|\zeta|^{3}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \zeta=E e^{2 i \pi t / T}+\frac{i E^{2}}{6 \omega_{0}}\left(g_{02} e^{-4 i \pi t / T}\right. \\
& \left.-3 g_{20} e^{4 i \pi t / T}+6 g_{11}\right)+O\left(E^{3}\right)
\end{aligned}
$$

Now, numerical computations are done to illustrate these theoretical results. Thereafter, we consider system (1), with parameters $a, b, c_{x}$ and $d$ fixed as in (2) and $I=3.25$. Equilibria of this system are studied as presented in the first section of this paper, and using notation of (4), we obtain,

$$
4 p^{3}+27 q^{2} \approx 76.443755>0
$$

Therefore, proposition 1 leads to the existence an uniqueness of system (1) equilibrium $\left(x_{e}, y_{e}, z_{e}\right)$, given by (5),

$$
x_{e} \approx-0.722126, \quad y_{e} \approx-1.607329, \quad z_{e} \approx 3.583632
$$

Let us verify if proposition 2 can be applied to system (1) with the fixed values of parameters (2).
The bifurcation value of $\epsilon$, given by equation (9) of proposition 2 , is,

$$
\epsilon_{c} \approx 0.125912
$$

This value of $\epsilon_{c}$ is really close to the one we observe on the bifurcation diagram given in figure 3.
For this value of $\epsilon_{c}$, we have, $4 r^{3}\left(\epsilon_{c}\right)+27 s^{2}\left(\epsilon_{c}\right) \approx$ $443.299666>0$ and condition (7) holds. Therefore, the jacobian matrix $M\left(\epsilon_{c}\right)$ has one real eigenvalue $\lambda_{3}\left(\epsilon_{c}\right)$ and two complex ones $\lambda_{1,2}=\alpha\left(\epsilon_{c}\right) \pm i \omega\left(\epsilon_{c}\right)$.
Since $2(a-d) / 3=-4 / 3$, the condition $2(a-d) / 3<x_{e}<0$ is verified.
Furthermore, $\frac{\partial \alpha}{\partial \epsilon}\left(\epsilon_{c}\right) \approx-0.748444 \neq 0$, and $\lambda_{3}\left(\epsilon_{c}\right) \approx$
$-7.025406<0$.

Thus, thanks to proposition $2, \epsilon_{c} \approx 0.125912$ is the Hopf bifurcation value of parameter $\epsilon$ for system (1) at ( $-0.722126,-1.607329,3.583632$ ).

$\epsilon$
Figure 3. Bifurcation diagram of system (1) with parameters given in (2) according to parameter $\epsilon$.


Figure 4. (a) $(x, y, z)$ view of the phase portrait and time series of system (1) with parameter fixed as in (2) and $\epsilon=0.12<\epsilon_{c}$, the asymptotic solution is a stable limit cycle. (b) $(x, y, z)$ view of the phase portrait and time series of system (1) with parameter fixed as in (2) and $\epsilon=0.13>\epsilon_{c}$, the asymptotic solution is stable focus.

The computation of matrix $P$ and its inverse matrice $P^{-1}$ gives,

$$
P=\left(\begin{array}{ccc}
1 & 0 & 1 \\
6.890683 & 1.509269 & -1.198934 \\
0.993530 & 1.728299 & -0.073022
\end{array}\right)
$$

and,

$$
P^{-1}=\left(\begin{array}{ccc}
0.158582 & 0.139699 & -0.121995 \\
-0.055612 & -0.086210 & 0.653888 \\
0.841418 & -0.139699 & 0.121995
\end{array}\right)
$$

The various useful coefficient presented in the previous section are then,

$$
\begin{aligned}
& g_{11}=0.060399+0.071870 i \\
& G_{21}=-0.118936+0.041709 i \\
& h_{11}=2.522790 \\
& w_{11}=0.359215 \\
& w_{20}=0.357823+0.022319 i \\
& G_{110}=0.030199+0.035935 i \\
& g_{21}=-0.087236+0.081058 i \\
& c_{1}=-0.063437-0.009879 i
\end{aligned}
$$

Finally, computations give,
$\mu_{2}=-0.084758<0$,
$\beta_{2}=-0.126873<0$,
$\tau_{2}=0.384677>0$.
According to theorem 1, the Hopf bifurcation occuring at $\epsilon_{c}$ is supercritical and the direction of bifurcation is $\epsilon<\epsilon_{c}$. Moreover, the bifurcating periodic solutions are asymptotically orbitally stable and the period of bifurcating periodic solutions increases.

The period of the solution is given by,
$T=28.686363-130.193932(\epsilon-0.125912)$
$+O\left((\epsilon-0.125912)^{2}\right)$
and this period increases as $\epsilon$ decreases. The characteristic exponents is given by,

$$
\beta=1.496888(\epsilon-0.125912)+0\left((\epsilon-0.125912)^{2}\right)
$$

The periodic solutions are,

$$
\begin{aligned}
&\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{c}
-0.722126 \\
-1.607329 \\
3.583632
\end{array}\right) \\
&+\left(\begin{array}{ccc}
1 & 0 & 1 \\
6.890683 & 1.509269 & -1.198934 \\
0.993530 & 1.728299 & -0.073022
\end{array}\right) \\
&\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)
\end{aligned}
$$

where,
$u_{1}=R e(\zeta)$,
$u_{2}=\operatorname{Im}(\zeta)$,
$u_{3}=0.359215|\zeta|^{2}+\operatorname{Re}\left((0.357823+0.022319 i) \zeta^{2}\right)+$ $O\left(|z \eta|^{3}\right)$
and,

$$
\begin{aligned}
\zeta= & E e^{2 i \pi t / T} \\
& +\frac{i E^{2}}{6 \omega_{0}}\left((0.060399+0.071870 i) e^{-4 i \pi t / T}\right. \\
& -3(0.060399+0.071870 i) e^{4 i \pi t / T} \\
& +6(0.060399+0.071870 i))+O\left(E^{3}\right)
\end{aligned}
$$

## IV. Conclusion

In this paper, after a presentation of the three-dimensional autonomous ordinary differential equations Hindmarsh-Rose neuronal model, bifurcation diagrams according to parameters $I$ and $\epsilon$ are presented. Then, the existence of a Hopf bifurcation according to parameter $\epsilon$ in this model is discussed. Indeed, for
a critical value $\epsilon_{c}$ of this parameter, a Hopf bifurcation occurs under some conditions. Using Hassard algorithm, the direction, stability and period of this bifurcation are then studied. Finally, numerical simulations are done to observe this bifurcation and to illustrate theoretical results.
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# The chikungunya epidemic: modelling and dynamics 

Djamila Moulay


#### Abstract

Models for the transmission of the chikungunya virus to human population are done. The chikungunya virus is an alpha arbovirus, first identified in 1953, transmitted by Aedes, mosquitoes, responsible for a little documented uncommon acute tropical disease. Models describing the mosquito population dynamics and the virus transmission to human population are discussed. Global analysis of endemic equilibria is given, which use on the one hand Lyapunov function techniques and on the other hand results borrowed to theory of competitive systems and satbility of periodic orbits.


Index Terms-chikungunya virus, Epidemiologic model, Endemic equilibrium, Global stability, Competitive system.

## I. Introduction

An unprecedented chikungunya epidemic has appeared on the Reunion Island (775,000 inhabitants) with over 244,000 reported and 205 deaths (directly or indirectly linked) as of April 20 2006. Aedes albopictus, see [1], long present on the island, is the main vector of this disease. After the Grande Comore Island epidemic, the first cases were reported in the Reunion Island in March 2005. This is the first time that a chikungunya epidemic was described in this part of the world. The Asian tiger mosquito or forest day mosquito (Aedes albopictus), from the mosquito family Culicidae, is characterized by its black and white striped legs, small black and white body. It is native to the tropical and subtropical areas of Southeast Asia. In the past couple of decades this species has invaded many countries throughout the world, through the transport of goods and increasing international travel.

The chikungunya is an arthropod-borne viral disease (arbovirus). The name is derived from the Makonde word meaning "that which bends up" in reference to the stooped posture developed as a result of the arthritic symptoms of the disease. It was first described by Marion Robinson and W.H.R. Lumsden [2], following an outbreak in 1952 on the Makonde Plateau. Some Arboviruses are able to cause emergent diseases. Arthropods are able to transmit the virus upon biting, allowing it to enter the bloodstream which can cause viraemia. The dynamics of arboviral disease like Dengue, [3],[4] or chikungunya [5] are influenced by many factors such as humans, the mosquito vector and the virus, as well as the environment which affects all the present mechanisms directly or indirectly. This paper deals with a succession of two model involving differential equations for the mosquito population and virus transmission to human population and is organized
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Fig. 1. A stage structured model for Aedes Albopictus population dynamics. E states for eggs, $L$ for larvae and pupae, A for female adult. $s, s_{L}, b, d, d_{L}, d_{A}$ are system parameters.
In the diagram:

- $b=$ eggs laying rate;
- $s, s_{L}=$ transfer rates;
- $d, d_{L}, d_{A}=$ mortality rates of eggs, larvae and adult population.
as follows. The second section deals with the formulation of the dynamical models, first of all for the population growth that is the Aedes Albopictus mosquito, and secondly for the virus transmission to human population. The first model use an stage structured model and the second SI and SIR type models. The third section is devoted to the mathematical analysis of both models, focusing on the boundedness, the positivity of the solutions, local or global satbility for the endemic equilibria. For the first system we use the Lyapunov theory to establish the global stability of the endemic equilibrium, while for the second we use the general theory of competitive systems and compound matrix. As usual in mathematical epidemiology studies, we have also found thresholds parameters which determine the global dynamical behaviour.


## II. VECTOR POPULATION AND TRANSMISSION MODELLING

A. Formulation of a dynamical model for vector population growth

To describe the Aedes Albopictus population dynamic we use a stage structured model, which consider three main stages (see Fig. 1), embryonnic (E), larvae (L, which consists here of the larvae and pupae populations) and adult (A), see [6] for more details.

We assume that the number of laid eggs is proportionnal to the number of females. Moreover, it has been observed that mosquitoes are able to detect the best breeder site for the eggs developpement. Indeed if there are too much eggs in the oviposition habitat or too few nutrients and water ressources, then females laid less eggs or choose an over site. It seems reasonable to express this biological phenomenon with
a mathematical model which explicitly incorporates the idea of limited carrying capacity resources. This model should take into account the availability of nutrients and the occupation by eggs or larvae of the available breeder sites.

That is why we assume that,

- per capita oviposition rate is then given by,

$$
b\left(1-\frac{E(t)}{K_{E}}\right) A(t)
$$

where $K_{E}$ is the availability of nutrients and space, $b$ represents the rate at which the population would grow if it were unencumbered by environmental degradation,

- the number of possible larvae (only a part of the eggs class became larvae), see [6], is given by,

$$
s\left(1-\frac{L(t)}{K_{L}}\right) E(t)
$$

where $K_{L}$ is the availability of nutrients and space, and $s$ the transfert rate from eggs class to larvae class.
The above hypothesis lead to the following equations,

$$
\left\{\begin{align*}
\frac{d E}{d t}(t) & =b\left(1-\frac{E(t)}{K_{E}}\right) A(t)-(s+d) E(t)  \tag{1}\\
\frac{d L}{d t}(t) & =s\left(1-\frac{L(t)}{K_{L}}\right) E(t)-\left(s_{L}+d_{L}\right) L(t) \\
\frac{d A}{d t}(t) & =s_{L} L(t)-d_{A} A(t)
\end{align*}\right.
$$

This system is defined on the bounded subset of $\mathbb{R}^{3}$, see [6],
B. A compartemental model for the virus transmission to human population

Denote by $N_{H}$ the human population size for which we assume an exponential growth. Then, its dynamics is described by,

$$
\frac{d N_{H}}{d t}(t)=\left(b_{H}-d_{H}\right) N_{H}(t)
$$

where $b_{H}$ and $d_{H}$ are the birth and natural death rates, respectively.

Let $\bar{S}_{H}, \bar{I}_{H}$ and $\bar{R}_{H}$ denote the total number of susceptibles, infectives, and immunes in the population, respectively, and $\bar{S}_{m}, \bar{I}_{m}$ be the total number of susceptible and infective mosquitoes. The immune class in the vector population does not exist, since mosquitoes carry the infection allong their life. The model is schematically represented in Fig.2.

The effective contact rate $\beta_{H}$ is the average number of contacts per day that would result in infection if the vector is infectious. The effective contact rate $\beta_{m}$ is the average number of contacts per day that effectively transmits the infection to vectors. $\beta_{H}$ and $\beta_{m}$ depends on the average number of bites per mosquito per day and the proportion of bites that result in vector infection.


Fig. 2. A compartemental model for the chikungunya virus transmission

- $\beta_{m}=$ effective contact rate between suscepible vectors and humans
- $\beta_{H}=$ effective contact rate between suscepible humans and vectors
- $\gamma=$ recovery rate of infected humans
- $d_{H}=$ mortality rate of human population
- $d_{m}=$ mortality rate of human vector population

The above hypotheses lead to the following equations,

$$
\left\{\begin{align*}
\frac{d \bar{S}_{H}}{d t}(t)= & b_{H}\left(\bar{S}_{H}(t)+\bar{I}_{H}(t)+\bar{R}_{H}(t)\right) \\
& -\beta_{H} \frac{\bar{I}_{m}(t)}{A(t)} \bar{S}_{H}(t)-d_{H} \bar{S}_{H}(t) \\
\frac{d \bar{I}_{H}}{d t}(t)= & \beta_{H} \frac{\bar{I}_{m}(t)}{A(t)} \bar{S}_{H}(t)-\gamma \bar{I}_{H}(t)-d_{H} \bar{I}_{H}(t)  \tag{2}\\
\frac{d \bar{R}_{H}}{d t}(t)= & \gamma \bar{I}_{H}(t)-d_{H} \bar{R}_{H}(t) \\
\frac{d \bar{S}_{m}}{d t}(t)= & s_{L} L(t)-d_{m} \bar{S}_{m}(t)-\beta_{m} \frac{\bar{I}_{H}(t)}{N_{H}(t)} \bar{S}_{m}(t) \\
\frac{d \bar{I}_{m}}{d t}(t)= & \beta_{m} \frac{\bar{I}_{H}(t)}{N_{H}(t)} \bar{S}_{m}(t)-d_{m} \bar{I}_{m}(t)
\end{align*}\right.
$$

All parameters in this model are non-negative. We assume that human and vector populations remain constant. Therefore, without loss of generality, we can introduce the proportions $S_{H}=\overline{S_{H}} / N_{H}, I_{H}=\overline{I_{H}} / N_{H}, R_{H}=\overline{R_{H}} / N_{H}, S_{m}=\overline{S_{m}} / A$, $I_{m}=\overline{I_{m}} / A$ in system (2), and using the relation $S_{H}+I_{H}+$ $R_{H}=1$, we obtain the following system that describes the dynamics of the proportion of individuals in each class,

$$
\left\{\begin{array}{l}
\left\{\begin{array} { l } 
{ \frac { d E } { d t } ( t ) = b A ( t ) ( 1 - \frac { E ( t ) } { K _ { E } } ) - ( s + d ) E ( t ) } \\
{ \frac { d L } { d t } ( t ) = s E ( t ) ( 1 - \frac { L ( t ) } { K _ { L } } ) - ( s _ { L } + d _ { L } ) L ( t ) } \\
{ \frac { d A } { d t } ( t ) = s _ { L } L ( t ) - d _ { m } A ( t ) }
\end{array} \left\{\begin{array}{l}
\frac{d S_{H}}{d t}(t)=-\left(b s_{H}+\beta_{H} I_{m}(t)\right) S_{H}(t)+b_{H} \\
\frac{d I_{H}}{d t}(t)=\beta_{H} I_{m}(t) S_{H}(t)-\left(\gamma+b_{H}\right) I_{H}(t) \\
\frac{d I_{m}}{d t}(t)=-\left(s_{L} \frac{L(t)}{A(t)}+\beta_{m} I_{H}(t)\right) I_{m}(t)+\beta_{m} I_{H}(t)
\end{array}\right.\right.
\end{array}\right.
$$

This system is defined on the bounded subset of $\mathbb{R}_{+}^{6}$, which is the region of biological interest, $\Delta \times \Omega$ where

$$
\begin{equation*}
\Omega=\left\{\left(S_{H}, I_{H}, I_{m}\right) \in \mathbb{R}_{+}^{3}: 0 \leq S_{H}+I_{H} \leq 1,0 \leq I_{m} \leq 1\right\} \tag{4}
\end{equation*}
$$

Obviously, this model may be enhanced by taking into account the delay between the transfer to mosquitoes and the transmission to humans (from five to six days). In this case the model would be of type SEI for the vector (see [5]). However if we consider a huge mosquito population, the number of mosquitoes in state $E$ (exposed) can be neglected in comparison to the whole population.

The next sections give the mathematicals results on those models. For the proofs see [6].
III. ANALYSIS OF THE POPULATION DYNAMIC MODEL

We will investigate the asymptotic behaviour of orbits starting in the non-negative cone :

$$
\begin{aligned}
& \mathbb{R}_{+}^{3}=\{(x, y, z) \in \mathbb{R} / x \geq 0, y \geq 0, z \geq 0\} \\
& \mathbb{R}_{+}^{* 3}=\{(x, y, z) \in \mathbb{R} / x>0, y>0, z>0\}
\end{aligned}
$$

Lemma III.1. Let $\left(t_{0}, X_{0}=\left(E_{0}, L_{0}, A_{0}\right)\right) \in \mathbb{R}_{+} \times \mathbb{R}_{+}^{3}$ and $\left(\left[t_{0}, T[, X=(E, L, A))(T \in] t_{0},+\infty\right]\right)$ be the maximal solution of the Cauchy problem associated to (1) with the initial condition $\left(t_{0}, X_{0}\right)$.
Then,

$$
\forall t \geq t_{0}, \quad X(t) \in \mathbb{R}_{+}^{3}
$$

Lemma III.2. The set,
is an invariant region under the flow induced by (1).

Proposition III.3. The set $\Delta$ is an attraction basin of system (1).

We shall use the following threshold parameter for computing the stady state,

$$
\begin{equation*}
r=\left(\frac{b}{s+d}\right)\left(\frac{s}{s_{L}+d_{L}}\right)\left(\frac{s_{L}}{d_{A}}\right) \tag{5}
\end{equation*}
$$

Proposition III.4. System (1) always has the disease free equilibrium $N_{0}^{*}=(0,0,0)$.

- If $r \leq 1$, then system (1) has no other equilibria.
- If $r>1$, there is a unique endemic equilibrium

$$
N^{*}=\left(1-\frac{1}{r}\right)\left(\begin{array}{c}
\frac{K_{E}}{\gamma_{E}} \\
\frac{K_{L}}{\gamma_{L}} \\
\frac{s_{L}}{d_{A}} \frac{K_{L}}{\gamma_{L}}
\end{array}\right)=\left(\begin{array}{c}
E^{*} \\
L^{*} \\
A^{*}
\end{array}\right)
$$

where,

$$
\gamma_{E}=1+\frac{(s+d) d_{A} K_{E}}{b s_{L} K_{L}} \quad \text { and } \quad \gamma_{L}=1+\frac{\left(s_{L}+d_{L}\right) K_{L}}{s K_{E}}
$$

Proposition III.5. The equilibrium $N_{0}^{*}=(0,0,0)$ is locally asymptotically stable if $r \leq 1$ and unstable if $r>1$.

Proposition III.6. If $r>1, N^{*}$ is locally asymptotically stable.

Proposition III.7. If $r>1$ the equilibrium $N^{*}$ is globally asymptotically stable (GAS) in $\operatorname{int}(\Delta)$.
IV. DYnAmics analysis of the transmission model

We will focus on the case $r>1, r$ given by (5) which is the condition of survival of all populations as we studied in the previous section.

Our work adresses the existence and stability of equilibrium point of (3). For this aim, we shall use the following threshold parameter,

$$
\begin{equation*}
R_{0}=\frac{\beta_{m} \beta_{H}}{d_{A}\left(\gamma+b_{H}\right)}=\frac{\beta_{m} \beta_{H}}{S_{L} \frac{L^{*}}{A^{*}}\left(\gamma+b_{H}\right)} \tag{6}
\end{equation*}
$$

## A. Existence and GAS of the equilibria

Proposition IV.1. We assume that $r>1$. System (3) always has the disease free equilibrium $\left(E^{*}, L^{*}, A^{*}, X_{1}^{*}\right)$ where $X_{1}^{*}=(1,0,0)$.

- If $R_{0} \leq 1$, then system (1) has no other equilibria.
- If $R_{0}>1$, there is a unique endemic equilibrium $\left(E^{*}, L^{*}, A^{*}, X_{2}^{*}\right)$ where $X_{2}^{*}=\left(S_{H}^{*}, I_{H}^{*}, I_{m}^{*}\right)$, and

$$
\begin{aligned}
S_{H}^{*} & =\frac{b_{H}}{\beta_{H}+b_{H}}+\frac{\beta_{H}}{\left(\beta_{H}+b_{H}\right) R_{0}} \\
I_{H}^{*} & =\frac{d_{m} b_{H}}{\beta_{m}\left(\beta_{H}+b_{H}\right)}\left(R_{0}-1\right) \\
I_{m}^{*} & =\frac{b_{H}}{\beta_{H}+b_{H} R_{0}}\left(R_{0}-1\right)
\end{aligned}
$$

where $\left(E^{*}, L^{*}, A^{*}\right)$ is the endemic equilibrium of the independent system (1).

System (3) is the coupling of the two subsystems ( $3 a$ ) and (3b), for wich the coupling term is the function $s_{L} \frac{L(t)}{A(t)} I_{m}(t)$, that is system $(3 a)$ drives system $(3 b)$. Therefore, since the previous section was devoted to the study of the subsystem
(3a) corresponding to the population dynamic we only have to analyse the subsystem (3b),

$$
\left\{\begin{align*}
\frac{d S_{H}}{d t}(t) & =-\left(b_{H}+\beta_{H} I_{m}(t)\right) S_{H}(t)+b_{H}  \tag{7}\\
\frac{d I_{H}}{d t}(t) & =\beta_{H} I_{m}(t) S_{H}(t)-\left(\gamma+b_{H}\right) I_{H}(t) \\
\frac{d I_{m}}{d t}(t) & =-\left(s_{L} \frac{L(t)}{A(t)}+\beta_{m} I_{H}(t)\right) I_{m}(t)+\beta_{m} I_{H}(t)
\end{align*}\right.
$$

We use usefull results gives in [7] or [8], for ours system.
Since $N^{*}$, the endemic equilibrium of subsystem (3a), is GAS for $r>1$, then $\frac{L(t)}{A(t)} \rightarrow \frac{L^{*}}{A^{*}}$ as $t \rightarrow+\infty$. Therefore system (3b) is a three-dimensional asymptotically autonomous differential system with limit system:

$$
\left\{\begin{align*}
\frac{d S_{H}}{d t}(t) & =-b_{H}\left(1-S_{H}(t)\right)-\beta_{H} I_{m}(t) S_{H}(t)  \tag{8}\\
\frac{d I_{H}}{d t}(t) & =\beta_{H} I_{m}(t) S_{H}(t)-\left(\gamma+b_{H}\right) I_{H}(t) \\
\frac{d I_{m}}{d t}(t) & =-\left(s_{L} \frac{L^{*}}{A^{*}}+\beta_{m} I_{H}(t)\right) I_{m}(t)+\beta_{m} I_{H}(t)
\end{align*}\right.
$$

First of all, note that the region of biological interest
$\Omega=\left\{\left(S_{H}, I_{H}, I_{m}\right) \in \mathbb{R}_{+}^{3}: 0 \leq S_{H}+I_{H} \leq 1,0 \leq I_{m} \leq 1\right\}$.
is positively invariant under the flow induced by (8), as the vector field on the boundary does not point to the outside of $\Omega$.
Theorem IV.2. If $R_{0}>1$, the endemic equilibrium is globally asymptotically stable in int $(\Omega)$.
To prove this theorem we use some results about competitive systems, given in [9], [10] and stability of periodic orbits.

Let $D \subset \mathbb{R}^{n}$ be an open set, and $x \longmapsto f(x) \in \mathbb{R}^{n}$ be a $C^{1}$ function defined in $D$. We consider the autonomous system in $\mathbb{R}^{n}$ given by,

$$
\begin{equation*}
x^{\prime}=f(x) \tag{9}
\end{equation*}
$$

Definition IV.3. We say that system (9) has the property of stability of periodic orbits, iff the orbit of any periodic solution $\gamma(t)$, if it exists, is asymptotically orbitally stable.

The following theorem is the main tool to prove the global stability of the endemic equilibrium.
Theorem IV.4. Assume that $n=3, D$ convex and bounded. Suppose that (9) is competitive, persistent and has the property of stability of periodic orbits. If $x_{0}$ is the only equilibrium in $\operatorname{int}(D)$, and if it is locally asymptotically stable, then it is globally asymptotically stable in int(D).

Now, let us apply those results to the GAS study of $X_{2}^{*}$. The proof of this theorem is similar to the one in [11]. In order to prove the persistence of system (8), we shall prove the following proposition.

Proposition IV.5. On the boundary of $\Omega$, system (8) has only one $\omega$-limit point which is the equilibrium $X_{1}^{*}$. Moreover for $R_{0}>1, X_{1}^{*}$ cannot the $\omega$ - limit of any orbit in $\operatorname{int}(\Omega)$.

Proposition IV.6. The equilibrium $E_{0}$ is globally asymptotically stable in $\Omega$ if $R_{0} \leq 1$, and unstable if $R_{0}>1$.

Proposition IV.7. The system (8) has the property of stability of periodic orbits with asymptotic phase.

Proof: A sufficient condition for a periodic orbit $\gamma=\{p(t): 0 \leq t \leq \omega\}$ of (9) to be asymptotically orbitally stable is that the linear non-autonomous system,

$$
\begin{equation*}
y^{\prime}(t)=\frac{\partial f^{[2]}}{\partial x}(p(t)) y(t) \tag{10}
\end{equation*}
$$

is asymptotically stable.
Equation (10) is called the second compound equation of (9) and $\partial f^{[2]} / \partial x$ is the second compound matrix of the jacobian matrix $\partial f^{[2]} / \partial x$ of $f$.

Theorem IV.8. Consider system (8). If $R_{0}>1$, then $\Omega-\left\{\left(S_{H}, 0,0\right): 0 \leq S_{H} \leq 1\right\}$ is an asymptotic stability region for the endemic equilibrium $X_{2}^{*}$. Moreover all trajectories starting in the $S_{H}$-axis approach the disease-free equilibrium $X_{1}^{*}$.

## V. Conclusion

We have proposed models to describe the vector population dynamic and the chikungunya virus transmission to human population.
First of all, we have proposed model (1) to describe the vector population dynamic (Aedes Albopictus) which take into account auto-regulation phenomenon of eggs and larvae stages. We have shown that this model is well defined. For this model we found that,

$$
r=\left(\frac{b}{s+d}\right)\left(\frac{s}{s_{L}+d_{L}}\right)\left(\frac{s_{L}}{d_{A}}\right)
$$

is the threshold condition for the existence of the endemic state, where $\left(\frac{b}{s+d}\right),\left(\frac{s}{s_{L}+d_{L}}\right)$ and $\left(\frac{s_{L}}{d_{A}}\right)$ are respectively eggs, larvae and adult growth rates. For $r>1$, we proved using Lyapunov function that the endemic equilibrium is globally asymptotically stable.

Then we have proposed model (3) to describe the virus trasmission to human population. We have found, in the case $r>1$ which is the biologial interesting case, the following thresold parameter,

$$
R_{0}=\frac{\beta_{m} \beta_{H}}{d_{A}\left(\gamma+b_{H}\right)}=\frac{\beta_{m} \beta_{H}}{S_{L} \frac{L^{*}}{A^{*}}\left(\gamma+b_{H}\right)}
$$

which is a very important result for epidemiologists seeking to control a disease via the control of the vector population.

For $R_{0}>1$, there is a unique endemic equilibrium which is globaly asymptoticaly stable. One of the next steps to have a more acurate model would be to take into account the effect of the control of the mosquito population. This could be done, for instance, destroying the breeding sites or introduct a sterile male mosquito population.
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# A Novel Data Pre-Processing Method on Automatic Determining of Sleep Stages: K-Means Clustering Based Feature Weighting 

S. Güneş, K. Polat, Ş. Yosunkaya and M. Dursun


#### Abstract

Sleep scoring is a time consuming and difficult task conducted by sleep specialist. The main aims of this study are to propose a novel data pre-processing method called K-means clustering based feature weighting (KMCFW) and to develop an automatic recognition system for determining of sleep stages. In this paper, we have used a three stage hybrid system comprising: (i) feature extraction using Welch method from PSG (Polysomnogram) signals including EEG (Electroencephalogram) and chin EMG (Electromyogram), (ii) data pre-processing using KMCFW, and (iii) sleep stages classifying using C4.5 decision tree classifier. There are five sleep stages: Awake, REM (Rapid Eye Movement), N-REM (Non-Rapid Eye Movement) stage 1, N-REM stage 2 , and N -REM stage 3 . In order to determine the sleep stages, three all night PSG recordings were used for this study. Using alone spectral features belonging to EEG signal; decision tree has obtained classification accuracy of $37.84 \%$ on classification of sleep stages using ten fold cross validation. Sleep stages have been classified with accuracy of $\mathbf{4 1 . 8 5 \%}$ using decision tree based on spectral features belonging to EEG and chin EMG signals. In weighted spectral features belonging to EEG signal with KMCFW, the classification accuracy of $92.40 \%$ has been achieved on sleep stages classification using decision tree. As for weighted spectral features belonging to EEG and chin EMG signals with KMCFW, sleep stages has been determined with accuracy of $93.39 \%$ using decision tree. These results have demonstrated that the proposed weighting method have a considerable impact on determining of sleep stages.


Index Terms- K-means clustering based feature weighting; Sleep staging; Decision tree; Polysomnography; EEG; EMG

## I. Introduction

Sleep is a losing state as temporary, partial, and periodic in the form of that can be returned with various forced stimulus of the communication of organism with environment.
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Sleep can be also defined the decreasing of motor activity, the decreasing of response with stimulus, and to be easy recycling as behavioral [1, 2].

Sleep scoring was made according to human sleep standard terminology and handbook prepared by Rechtschaffen and Kales (RK) in 1968 [2]. Scoring of sleep stages was done on the basis of RK standard (RKS) until recent dates and sleep stages in normal subject was divided into 5 stages including awake, N-REM 1 (non- Rapid Eye Movement-1), N-REM 2, N-REM 3, N-REM 4, and REM (Rapid Eye Movement). American Academy of Sleep Medicine (AASM) determined new rules in the scoring of sleep on the chairmanship of Dr. Iber Conrad. Nowadays, sleep staging is done according to these new rules. Sleep stages basically consists of two stages including N-REM (stage I, stage II, and stage III) and REM stages $[3,4,5]$.

The process of sleep scoring consists of three steps as follows:
a. There need epochs with 30 seconds to score the sleep stages.
b. Each epoch is named with a sleep stage.
c. If two stages take place in same epoch, it is called as that stage what stage is more than half of the epoch.

In literature, there are many works regarding to sleep stage scoring. The used systems are generally on the basis of extracting features obtained from EEG, EMG, and EOG and on classifying them into one of the sleep stages, while trying to obtain similar results as the experts of visual scoring [6]. Few studies among these studies have been explained as follows.

In study of Este'vez et al., an automated sleep scoring system has been demonstrated. Five patterns have been searched for: slow delta and theta wave predominance in the background EEG activity, presence of sleep spindles in the EEG, presence of rapid eye movements in an electro-oculogram, and the muscle tone in an electromyogram. Results on a test set have shown an overall accuracy of $87.7 \%$ between the automated system and the human expert [7].

Šušmáková et al. has researched the basic knowledge about classification of sleep stages from polysomnographic recordings. And also, they have reviewed and compared a large number of measures to find the suitable candidates for the study of sleep onset and sleep evolution. They obtained classification error of $23 \%$ on the most difficult decision problem, between

S1 and REM sleep by measures computed from electromyogram led by fractal exponent [6].

Zoubek et al. has focused on the problem of selecting relevant features extracted from human polysomnographic (PSG) signals to perform accurate sleep/wake stages classification. While they achieved an agreement of $71 \%$ with the whole database classification of two human experts using a simple set of features such as relative EEG powers in five frequency bands, $80 \%$ of agreement with the expert classification obtained using features extracted from the EEG, EOG and EMG signals [8].

In this paper, we have proposed a novel data pre-processing called k-means clustering based feature weighting and combined with C4.5 decision tree to classify the sleep stages including Awake, REM (Rapid Eye Movement), N-REM (Non-Rapid Eye Movement) stage 1, N-REM stage 2, and N-REM stage 3. Decision tree has obtained classification accuracy of $37.84 \%$ on classification of sleep stages with ten fold cross validation using frequency domain features belonging to EEG signal. Sleep stages have been classified with accuracy of $41.85 \%$ using decision tree based on frequency domain features belonging to EEG and chin EMG signals. In weighted frequency domain features belonging to EEG signal with KMCFW, the classification accuracy of $92.40 \%$ has been achieved on sleep stages classification using decision tree.

## II. Material

## A. Data

All night polysomnographic records were made by using VIASY trademark PSG device on the sleep laboratory of Meram Medicine Faculty of Selcuk University. Polysomnography device is a device that recorded electrophysical signals such as electroencephalograph (EEG), electrooculograms (EOG), Electromyography (EMG) etc. In this study, we studied on three male subjects and their ages are 56, 31, and 40, respectively. In automatic scoring of sleep stages, their PSG recordings including EEG and chin EMG were used. The average recording time was 6.22 h and total recording time was 18.67 h . Signals and their sampling frequencies that are the PSG recordings used by us are as follows:
a) EEG (Channel: C4A1), sampling frequency: 128 Hz
b) Chin EMG, sampling frequency: 256 Hz

Figure 1 presents the EEG and chin EMG with 30 seconds obtained from PSG device recorded on a subject. The sleep stages are divided into five stages including Awake, REM (Rapid Eye Movement), N-REM (Non-Rapid Eye Movement) stage $1, \mathrm{~N}$-REM stage 2 , and N -REM stage 3 . The distribution of sleep epochs belonging to three subjects is shown in Table 1. And also, this table represents the reduced and full sleep stages as epoch. In the full sleep stages dataset, there are 2241 epochs
while there are 1000 epochs in the reduced sleep stages dataset. The causes of this reducing process are to balance the distribution of dataset and to prevent the over fitting in the learning and testing of sleep stages dataset. Thanks to this process, false classification results can be prevented.

TABLE I
The distribution of sleep

| Stages on full dataset and reduced dataset |  |  |  |  |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| Sleep <br> Stages | Awake | N- <br> REM-1 | N- <br> REM-2 | N- <br> REM-3 | REM | Total |
| Full | 287 | 119 | 1168 | 141 | 526 | 2241 |
| Dataset <br> Reduced <br> Dataset | 187 | 119 | 277 | 141 | 276 | 1000 |



Fig. 1. Raw EEG and chin EMG signals with 30 seconds obtained from PSG device recorded on a subject

## III. METHOD

In this paper, we have proposed a hybrid intelligent with three phases based on feature extraction, feature weighting, and classifier algorithm. Figure 2 shows the flowchart of proposed method.


Fig. 2 The flowchart of proposed method

In scoring of sleep stages, PSG signals including EEG and chin EMG are divided into epochs with 30 seconds and labeled each epoch by sleep physician. Later, Welch FFT (Fast Fourier Transform) spectral analysis has been applied to each epoch comprising PSG signals and extracted salient features from frequency domain about sleep stages by means of Welch method. After feature extraction process, K-means clustering based feature weighting has been applied to sleep stages dataset with extracted features. Finally, sleep stages have been automatically scored using C4.5 decision tree classifier.

## A. Welch Spectral Analysis Method

We have used Welch spectral analysis method to transform PSG signals from time domain to frequency domain. Welch method is explained as classical method based on FFT. Welch method is the second modification of periodogram spectral estimator, which is to window data segments before computing the periodogram [9-15]. If ready for use information on the signal composes of the samples $\{x(n)\}_{n=1}^{N}$, the periodogram spectral estimator is provided as follows:

$$
\begin{equation*}
\hat{P}_{P E R}(f)=\frac{1}{N}\left|\sum_{n=1}^{N} x(n) \exp (-j 2 \pi f n)\right|^{2} \tag{1}
\end{equation*}
$$

where $\hat{P}_{P E R}(f)$ is the estimation of periodogram. In Welch method, signals are divided into overlapping segments, each data segment is windowed, periodograms are calculated and then average of periodograms is found. $\left\{x_{l}(n)\right\}, \mathrm{l}=1, \ldots, \mathrm{~S}$ are data segments and each segment's length equals $M$. The overlap ratio is frequently chosen as $50 \%(\mathrm{M} / 2)$ [15]. The Welch spectrum estimate is given by:

$$
\begin{align*}
& \hat{P}_{w}(f)=\frac{1}{S} \sum_{l=1}^{s} \hat{P}_{l}(f)  \tag{2}\\
& \hat{P}_{l}(f)=\frac{1}{M} \frac{1}{P}\left|\sum_{n=1}^{M} v(n) x_{l}(n) \exp (-j 2 \pi f n)\right|^{2}
\end{align*}
$$

where $\hat{P}_{l}(f)$ is the periodogram estimate of $l^{T H}$ segment, $v(n)$ is the data-window, M is window sequence. $P$ is total average of $\left|\mathrm{v}(\mathrm{n})^{2}\right|$ and given as $P=1 / M \sum_{n=1}^{M}|v(n)|^{2}, \hat{P}_{w}(f)$ is the Welch PSD estimate, $M$ is the length of each signal segment and S is the number of segments [15].

Later, evaluation of $\hat{P}_{w}(f)$ at the frequency samples fundamentally demands the computation of the following discrete Fourier transform (DFT):

The FFT algorithm can calculate the Welch PSD. Variance of an estimator is one of the measures often used to characterize its performance. For $50 \%$ overlap and triangular window, variance for the Welch method is provided by [15];

$$
\begin{equation*}
\operatorname{var}\left(\hat{P}_{w}(f)\right)=\frac{9}{8 S} \operatorname{var}\left(\hat{P}_{l}(f)\right) \tag{3}
\end{equation*}
$$

where $\hat{P}_{w}(f)$ the Welch PSD is estimate and $\hat{P}_{l}(f)$ is the periodogram estimate of each signal interval [9-15].

In feature extraction from EEG and chin EMG signals, 129 data segments (windows) for each signal have been used and obtained a sleep stage dataset comprising 258 features in the end of Welch method for EEG and chin EMG signals.

## B. Feature Reduction

In order to reduce the dimension of sleep stage dataset with 258 features, the statistical measures have been used. The used statistical features are minimum value, maximum value, standard deviation, and mean value belonging to each feature in sleep stage dataset. The dimension of sleep stage dataset is decreased from 258 to 8 features for EEG and chin EMG signals. The used statistical features are as follows:

## TABLE II

The used Statistical Features

| 1. | Minimum value: $x_{p}=\underset{(1)}{\min \|x(n)\|}$ |
| :--- | :--- |
| 2. | Maximum value: $x_{p}=\max \|x(n)\|$ |
| 3. | Standard deviation: |
|  | $X_{\text {std }}=\sqrt{\frac{\sum_{n=1}^{N}\left(x(n)-x_{m}\right)^{2}}{N-1}}$ |
| 4. | Mean value: $X_{m}=\sum_{n=1}^{N} x(n) N$ |

where, $x(n), n=1,2, \ldots, N$ is a time series. N is the number of data points.

## C. K-means Clustering Based Feature Weighting (KMCFW)

Clustering algorithms are used widely not only to collect similar or dissimilar data, but also useful $\mathrm{f} \oplus \mathcal{Q}$ )data compression and data reduction. The most used clustering algorithms are K-means clustering [16], fuzzy C-means clustering [17], the mountain clustering [18], and subtractive clustering [19]. In this paper, we have chosen K-means clustering as weighting process since this method is widely used in literature.

In K-means clustering based feature weighting method, at first the clusters of each feature are found using K-means clustering (KMC) and calculated the distance between its cluster and mean value of that feature. According to calculated distance, features are weighted.

The goal of feature weighting method is to map the features according to their distributions in a dataset and also transform from non-linearly separable dataset to linearly separable dataset. Feature weighting method works based upon principle that decreasing the variance in features forming dataset. Thanks to this weighting method, the similar data in same feature are gathered and the discrimination ability of classifier is increased.

In this study, a new weighting method (KMCFW) is proposed. The K-means clustering is briefly explained and then explained the proposed weighting method.

K-means clustering also known as C-means clustering has been applied to a variety of areas including image segmentation, speech data compression, data mining etc [20]. The working of KMC can be summarized as follows [21]:

Phase 1: Choose K initial cluster centers $z_{1}, z_{2}, \ldots z_{K}$ randomly from the n points $\left\{X_{1}, X_{2}, X_{3}, \ldots . X_{n}\right\}$.

Phase 2: Assign point $X_{i}, i=1,2, \ldots, n$ to the cluster $C_{j}, j \in\{1,2, . ., K\}$
if $\left\|X_{i}-z_{j}\right\|<\left\|X_{i}-z_{p}\right\|, p=1,2, \ldots, K$ and $j \neq p$

Phase 3: Compute new cluster centers as follows
$z_{i}^{\text {new }}=\frac{1}{n_{i}} \sum_{X_{j} \in C_{i}} X_{j} \quad i=1,2, \ldots, K$
where $n_{i}$ is the number of elements belonging to the cluster $C_{i}$ 。

Phase 4: If $\left\|z_{i}^{\text {new }}-z_{i}\right\|<\varepsilon, \quad i=1,2, \ldots, K$, then terminate. Otherwise continue from phase 2.

This weighting method works as follows: firstly the cluster centers are calculated using KMC method. After computing the centers of features, the ratios of means of features to their centers are calculated and these ratios are multiplied with data point of each feature. Figure 3 demonstrates the flowchart of KMCFW method.

## D. C4.5 Decision Tree Classifier

Decision trees have been successfully used in solving problems related to machine learning and classifier systems. A decision tree is induced from sample training dataset and each sample is composed of feature values and class label. Decision trees are general classification method based on inductive inference. They can work with noisy data and missing data in dataset. Decision trees search in the hypothesis space that is fully explained. In constructing of decision tree, small trees are generally preferred to big trees [22, 23].
Each node in decision tree provides testing features belong to training set and each branch created from this node is suitable for a value of feature [23].

Decision trees are considered as a junction of disjunctions. C4.5 decision tree learning is a method for discrete-valued functions classifying, where a C4.5 decision tree depicts the learned function. Learned trees can be shown as sets of if-then rules. These learning methods are among the most popular of inductive inference algorithms and have been successfully applied to a broad range of tasks. C4.5 decision tree is a discovering method, hill climbing, not going backwards search
through the space of all available C4.5 decision trees. The objective of C4.5 Decision tree learning is to partition recursively data into subgroups. For more information on C 4.5 decision tree learning, the readers can refer to [22, 23, 24].


Fig. 3. The flowchart of KMCFW method

## IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this study, a novel feature weighting method based on K-means clustering was proposed and applied to automatic determining of sleep stages including awake, REM, N-REM 1 , N-REM 2, and N-REM 3. Sleep scoring is a difficult and time consuming task for sleep clinicians. Therefore, the sleep staging process is a challenging work. First of all, the EEG and chin EMG signals were transformed from time domain to frequency domain using Welch method. The salient features were obtained about sleep stages by means of Welch method. In the second step, K-means clustering based feature weighting was applied to sleep stages dataset with extracted features. Finally, sleep stages have been automatically scored by using C 4.5 decision tree classifier. Table 3 presents the results of only C4.5 decision tree and combination of C4.5 decision tree and KMCFW method on the determining of sleep stages. In training and testing of C4.5 decision tree classifier, 10 fold cross validation method has been used. And also, we have used the classification accuracy to evaluate the performance of proposed weighting method on the automatic determining of sleep stages.

Figure 4 presents the data distribution of sleep stages dataset including raw EEG frequency domain without KMCFW according to first three features (1st, 2nd, and 3rd). Figure 5 demonstrates the data distribution of sleep stages dataset including EEG frequency domain weighted by KMCFW according to first three features (1st, 2nd, and 3rd).

TABLE III
THE RESULTS OF ONLY C4.5 DECISION TREE AND COMBINATION OF C4.5 DECISION TREE AND KMCFW METHOD ON THE DETERMINING OF SLEEP STAGES

| Method | Used <br> signals | Number <br> of <br> Features | Classification <br> Accuracy <br> (\%) |
| :--- | :--- | :--- | :--- |
| Decision tree classifier | EEG | 4 | 37.84 |
| Decision tree classifier | EEG and <br> chin EMG | 8 | 41.85 |
| Combination of k-means <br> clustering based feature | EEG | 4 | 92.40 |
| weighting and decision <br> tree classifier |  | 8 | $\mathbf{9 3 . 3 9}$ |
| Combination of k-means <br> clustering based feature <br> weighting and decision <br> tree classifier | EEG and |  |  |



Fig. 4. The data distribution of sleep stages dataset including raw EEG frequency domain without KMCFW according to first three features (1st, 2nd, and 3rd)


Fig. 5. The data distribution of sleep stages dataset including EEG frequency domain weighted by KMCFW according to first three features.

As can be seen from these figures, the linearity of sleep stages dataset was increased by means of KMCFW method. Thanks to KMCFW method, the distribution of non-linearly separable sleep stage dataset was transformed to a linear
separable distribution. These results have demonstrated that the proposed weighting method called KMCFW is an effective and superior method on determining of sleep stages.

## V. Conclusion

In this paper, a novel feature weighting called K-means clustering based feature weighting was proposed for automatic scoring of sleep stages including awake, REM, N-REM 1 , N-REM 2, and N-REM 3 stages. While decision tree has obtained worse results on automatic scoring of sleep stages without KMCFW, the combination of decision tree and KMCFW has achieved better results than only decision tree classifier. The advantage of this weighing method is that a non-linearly separable dataset can be transformed to a linearly separable dataset and in this way; the classification ability of classifier algorithms can be increased. The proposed method could be confidently used in automatic scoring of sleep stages.
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#### Abstract

In this paper we present the operation results of a portable computer-based measurement equipment conceived to perform non-destructive testing of suspicious termite infestations. Its signal processing module is based in the Spectral Kurtosis (SK) and it can be applied to numerous kinds of transients' detection. We introduce the de-noising complement of the discrete wavelet transform (DWT) and we study how can it serves to reduce subjectiveness. The SK pattern allows the targeting of alarms and activity signals. The DWT complements the SK, by keeping the successive approximations of the termite emissions, supposed more non-Gaussian (less noisy) and with less entropy than the detail approximations. For a given mother wavelet, the maximum acceptable level, in the wavelet decomposition tree, which preserves the insects' emissions features, depends on the comparative evolution of the approximations details' entropies, and the value of the global spectral kurtosis associated to the approximation of the separated signals. The paper explains the detection criterion by showing different types of real-life recordings (alarms, activity, and background).


Index Terms-Acoustic Emission, Higher-Order Statistics, Insect detection, Spectral Kurtosis.

## I. Introduction

BIOLOGICAL transients gather all the natural complexity of their associated sources, and the media through which they propagate. As a consequence, finding the most adequate method to get a complete characterization of the emission implies the selection of the appropriate model, which better explains the processes of generation, propagation and capture of the emitted signals. This description matches the issue of measurement termite activity.

This paper deals with the improved equipment whose previous prototype's performance, based in the time-frequency domain analysis of the kurtosis, was described in [1].

In this final version, the measurement method is mainly based in the interpretation of the spectral kurtosis graph, along with the wavelet analysis, which is thought as an aid. At the same time, we use a simple data acquisition unit, the sound card (maximum sampling speed at $44,100 \mathrm{~Hz}$ ), which simplifies the hardware unit and the criterion of detection.

[^6]The instruments for plague detection are thought with the objective of decreasing subjectiveness of the field operator. On-site monitoring implies capturing the natural phenomenon of insect emissions with high accuracy. As a consequence it is imperative the use of a deep storage device, and high sensitive probes with a selective frequency response. These features make the price paid high, and do not guarantee the success of the detection.

Regarding the procedures, the prior detection methods are very much dependent on the detection of the excess of power in the signals; these are the so-called second-order methods. For example, the RMS calculation can only characterize the intensity, and does not provide information regarding the envelope of the signal nor the amplitude fluctuations. Another handicap of the second-order principle, e.g. the power spectrum, attends to the preservation of the energy during data processing. Consequently, the eradication of additive noise lies in filter design and sub-band decomposition, like wavelets and wavelet packets.
As an alternative to improve noise rejection and complete characterization of the signals, in the past ten years, a myriad of higher-order methods are being applied in different fields of Science and Technology, in scenarios involving signal separation and characterization of non-Gaussian measurements. Concretely, the area of diagnostics-monitoring of rotating machines is also under our interest due to the similarities of the signals to be monitored with the transients from termites. Many time-series of faulty rotating machines consist of more-or-less repetitive short transients of random amplitudes and random occurrences of the impulses.

This paper describes a method based in the SK (related to the fourth-order cumulant at zero lags) to detect infestations of subterranean termites in a real-life scenario (southern Spain). Wavelet decomposition is used as an extra tool to aid detection from the preservation of the approximation of the signal, which is thought to be more Gaussian than the details.

The interpretation of the results is focused on the peakedness of the statistical probability distribution associated to each frequency component of the signal, to get a measure of the distance from the Gaussian distribution. The SK serves as a twofold tool. First, it enhances non-Gaussian signals over the background. Secondly, it offers a more complete characterization of the transients emitted by the insects, providing the user with the probability associated to each frequency component.

The paper is structured as follows: in the following Section

II a review on termite detection and relevant HOS experiences sets the foundations. Then we make a brief report on the definition of kurtosis in Section III; we use an unbiased estimator of the SK, successfully used in [1]. Results are presented thereinafter, and finally, conclusions are drawn.

## II. Subterranean termites: Detection project TOWARDS HOS

Termite detection has been gaining importance within the research community in the last two decades, mainly due to the urgency of avoiding the use of harming termiticides, and to the joint use of new emerging techniques of detection and hormonal treatments, with the aim of performing an early treatment of the infestation. A localized partial infestation can be exterminated after two or three generations of the colony's members with the aid of these hormones, which stop chitin synthesis.
The primary method of termite detection consists of looking for evidence of activity. But only about 25 percent of the building structure is accessible, and the conclusions depend very much on the level of expertise and the criteria of the inspector [2], [1]. As a consequence, new techniques have been developed to remove subjectiveness and gain accessibility.

User-friendly equipment is being currently used in targeting subterranean infestations by means of temporal analysis of the vibratory data sequences. An acoustic-emission (AE) sensor or an accelerometer is fixed to the suspicious structure. This class of instruments is based on the calculation of the RMS value of the vibratory waveform. The RMS value comprises information of the AE raw signal power during each timeinterval of measurement (averaging time). This measurement strategy conveys a loss of potentially valuable information both in the time and in the frequency domain [1]. A more sophisticated family of instruments makes use of spectral analysis and digital filtering to detect and characterize vibratory signals [3], [4]. Other second-order tools, like wavelets and wavelet packets (time-dependent technique) concentrate on transients and non-stationary movements, making possible the detection of singularities and sharp transitions, by means of sub-band decomposition.

Higher-order statistics are being widely used in several fields. The spectral kurtosis has been successfully described and applied to the vibratory surveillance and diagnostics of rotating machines [5], [6]. In the field of insect detection, the work published in [1] set the foundations of the present paper. The combined used of the SK and the time-domain sliding kurtosis showed marked features associated to termite emissions. In the frequency domain (sample frequency 64,000 $\mathrm{Hz})$ three frequency zones were identified in the spectral kurtosis graph as evidence of infestation; two in the audio band (which will be also checked in the present paper) and one in the near ultrasound (roughly equal to 22 kHz ). In the present paper the sample frequency was fixed to $44,100 \mathrm{~Hz}$ and the sound card was directly driven by MATLAB. Results are presented in the user interface, which is forwarded in Fig. 1; in this measurement situation, the time-raw data contains alarms an activity signals from termites. This is a clear example of positive detection.


Fig. 1. The graphical user interface which presents the results to the field operator. The spectral kurtosis is in the bottom-right corner.

The developed virtual instrument also calculates and presents the power spectrum (up-right graph) and the raw data (bottom-left). The field operator adds therefore visual information to the classical audio-based criterion, which was by the way very subjective and very expertise-dependent.

## III. Kurtosis, SK and de-noising strategy via WAVELETS

Kurtosis is a measure of the "peakedness" of the probability distribution of a real-valued random variable. Higher kurtosis means more of the variance is due to infrequent extreme deviations, as opposed to frequent modestly-sized deviations. This fact is used in this paper to detect termite emissions in an urban background. Kurtosis is more commonly defined as the fourth central cumulant divided by the square of the variance of the probability distribution, which is the so-called excess kurtosis, according to Eq. (1) [1], [7], [8]:

$$
\begin{equation*}
\gamma_{4, x}=E\left\{x^{4}(t)\right\}-3\left(\gamma_{2, x}\right)^{2}=C_{4, x}(0,0,0) \tag{1}
\end{equation*}
$$

Normalized kurtosis is defined as $\gamma_{4, x} /\left(\gamma_{2, x}\right)^{2}$. We will use and refer to normalized quantities because they are shift and scale invariant.
Ideally, the spectral kurtosis is a representation of the kurtosis of each frequency component of a process (or data from a measurement instrument $x_{i}$ ). For estimation issues we will consider $M$ realizations of the process; each realization containing $N$ points; i.d. we consider $M$ measurement sweeps, each sweep with $N$ points. The time spacing between points is the sampling period, $T_{s}$, of the data acquisition unit.
A biased estimator for the spectral kurtosis for a number $M$ of $N$-point realizations at the frequency index $m$, is given by Eq. (2):
$\hat{G}_{2, X}^{N, M}(m)=\frac{M}{M-1}\left[\frac{(M+1) \sum_{i=1}^{M}\left|X_{N}^{i}(m)\right|^{4}}{\left(\sum_{i=1}^{M}\left|X_{N}^{i}(m)\right|^{2}\right)^{2}}-2\right]$.

This estimator is the one we have implemented in the program code in order to perform the data computation and it was also used successfully in [1].
We expect to detect positive peaks in the kurtosis's spectrum, which may be associated to termite emissions, characterized by random-amplitude impulse-like events. This nonGaussian behavior should be enhanced over the symmetrically distributed electronic noise, introduced in the measurement system. Speech is perhaps also reflected in the SK, but not in the frequencies were termite emissions manifest. Besides, we assume, as a starting point, that non-Gaussian behavior of termite emissions is more acute than in speech. As a consequence, these emissions would be clearly outlined in the kurtosis spectrum. As a final remark, we expect that constant amplitude interferences are clearly differentiate due to their negative peaks in the SK.
To show the ideal performance of the estimator, which has been described in these lines, and also described in [1], we show an example based in synthetics. A mixture of six different signals has been designed. Each mixture is the sum of a constant-amplitude sine of 2 kHz , a constant-amplitude sine at 9 kHz , a Gaussian-distributed-amplitude sine al 5 kHz , a Gaussian-distributed-amplitude sine at 18 kHz , a Gaussian white noise, and a colored Gaussian noise between 12 and 13 kHz . Each mixture (realization or sample register) contains 1324 points. Negative kurtosis is expected for constantamplitude processes, positive kurtosis should be associated to random-amplitudes and zero kurtosis will characterize both Gaussian-noise processes. A simulation has been made in order to show the influence of the number of sample registers (M) in the averaged results for the SK graph, and to test its performance. Fig. 2 shows a good performance because enough registers have been averaged ( $M=500$ ).


Fig. 2. Performance over a set of synthetics, for $\mathrm{M}=500$ realizations.
The mother wavelet Daubechies 5 has been selected as most similar wavelet mother, because of the highest coefficients in the decomposition tree. Given the wavelet mother, to show the process of selecting the maximum decomposition level in the wavelet tree, we have adopted a criterion based on the calculation of Shannon's entropy (information entropy), which is a measure of the uncertainty associated with a random variable $X$; this entropy denoted by $H(X)$, and defined by Eq.
(3):

$$
\begin{equation*}
H(X):=-\sum_{i=1}^{N} p\left(x_{i}\right) \log _{10} p\left(x_{i}\right) \tag{3}
\end{equation*}
$$

where $X$ is an N-outcome measurement process $\left\{x_{i}, i=\right.$ $1, \cdots, N\}$, and $p\left(x_{i}\right)$ is the probability density function of the outcome $x_{i}$.

We show this strategy via the following example, based on real-life data, which contain activity signals from termites, presented in Fig. 3. The lower sub-figure in Fig. 3 is the result of the de-noising performance at the 4th-decomposition level; using the global thresholding we keep the approximation signal. The entropy of the approximations and the details are compared for each level of comparison and shown in Fig. 4.


Fig. 3. An example of the de-noising performance with dB5 at level 4 for a sample register.

By looking at the graph of Fig. 4, at levels 3 and 4, the entropy of the approximations is less than the entropy of the details. So level 4 is in a sense, a point of inversion. No improvement is obtained for level 5, where the entropies are very similar.


Fig. 4. Evolution of the entropy.
We can also see that the global difference of entropies increases towards zero, at level 5 , as a complementary indication
that further decomposition will not suppose progress in denoising.

## IV. Experimental results

## A. The instrument and the measurement procedure

A piezoelectric probe-sensor (model SP-1L from Acoustic Emission Consulting) is used in the final version of the instrument, and was described in detail in [1]. The sensor is connected to the sound card of a lap-top computer and the acquisition is driven by MATLAB, via the Graphical User Interface (GUI).

The user interface was presented in Fig. 1, in which a clear detection case is shown, and both types of acoustic emissions (alarm and activity - feeding and excavating) are evidenced in the SK graph. The peak near 6 kHz outlines activity and the kurtosis near 16 kHz denotes generic activity - movement, feeding and excavating.

The operator can select the acquisition time and the sample frequency (maximum $44,100 \mathrm{~Hz}$ if the sound card is driven). In the bottom-right corner of Fig. 1, the spectral kurtosis graph is presented. The user can also examine the raw data (timeseries) and the spectrum. After performing the acquisition, the instrument saves the acquired data, labeling the file with the date and exact hour. Additionally, the operator can recall the stored files; this option allows the operator to present a report to the customer.

The electronic transducer is presented in Fig. 5, along with its charge-to-volt conversion modulus (Integrated Circuit Piezoelectric; ICP interface), and the accessory to fix it in the wood that we used to test the sensor's performance in the lab. A bare waveguide has been used for insertion into soil.


Fig. 5. A photograph of the sensor SP-1L with the mounted accessories (drill bit) prepared to couple it into the a test-piece of wood, in our lab. On the left, the charge-to-volt converter according to the Integrated Circuit Piezoelectric (ICP) protocol.

The transducer SP-1L was used to record the data registers in the field experience, and the ICP unit was connected to the sound card of a lap-top computer, configuring an autonomous measurement unit. The sampling frequency was $F_{s}=44,100$ Hz for all the registers analyzed in this paper. The recording stage took place in a garden with evidence of infestation and the bare waveguide of the sensor was introduced in the lawn, over the suspicious zone.

Termite sounds from feeding are like sharp pops and crackles in the audio output. Hit rates of $25-100$ per second are common in infestation locations ${ }^{1}$.

We remember that the main goal of this signal-processing method is to reduce subjectiveness associated with visual or listening inspection of the registers. This means that in a noisy environment, it may be possible to ignore termite feeding activity even with an ad hoc sensor because, despite the fact that the sensor is capable of register these low-level emissions, the human ear can easily ignore them because emissions are buried in the speech, urban or environmental noise, or even may be confused by the steps or other sounds being propagated through the soil, in the moment of the measurement. It has been shown that filtering can only be used as a pre-processing tool, and that the real enhancement is developed using higherorder statistics [1].

Termite emissions are non-stationary, so the instrument treats data by ensemble averaging of the sample registers, following the indications in [9] (pp. 463-465). Each spectrum and spectral kurtosis graph presented in this section is the result of averaging the spectra of the sample registers, or realizations. As a final remark, acquired data is normalized according to the norm: $\|s\|=\left(\sum_{i=1}^{N}\left|s_{i}\right|^{2}\right)^{1 / 2}$.

The virtual instrument does not include the wavelet analysis tool (it is thought to be easy to use by a field operator). Wavelet analysis are introduced here to complement the experimental results, in the sense of achieving further conclusions regarding signal separability and entropy criterion.

## B. Operating cases

We present the signals out of the instrument display in order to be analyzed more precisely. A data acquisition time of 5 seconds and a sample frequency of $44,100 \mathrm{~Hz}$ were selected. So every time the user performs an acquisition (pressing the button "Go" in the interface) 220,500 points are stored. The software-engine is adjusted to calculate the averaged spectral kurtosis (SK) over a set of 220 realizations, each of them containing 1,000 points.

A number of 30 registers, each of them of 5 seconds length, have been analyzed. Each register is supposed to contain evidences of termite activity, where alarm impulses can appear spontaneously as a consequence of the defense mechanism of the insects. Among them a number of 5 were considered as false-positives.

Two couples of graphics (two measurement cases) have been selected in this paper to summarize the results: a clear detection case, and a doubtful situation. Fig. 6 presents a clear detection case, characterized by termite activity signals with almost non-audible alarms. Two peaks are clearly enhanced in the SK graph (near 6 kHz , and near 16 kHz ), which matches the insect-activity frequency pattern associated to the infestation. If a frequency appears below 5 kHz , alarms (headbanging movements [10]) are supposed to be significative in amplitude.
${ }^{1}$ Courtesy of Acoustic Emission Consulting, Inc. The definition os "hit" is related to the instrument AED2000, and refers to the times the voltage rms signal pass the threshold.


Fig. 6. A clear measurement of activity detection.

The de-noised data in the time domain are shown in the upper graph of Fig. 7. Applying the spectral kurtosis to the de-noised time-series, it is seen in the SK graph that all the frequency components are enhanced, specially those in the detection bands of interest. This fact confirms the presence of insects, and it is of special value in doubtful situations, when they are really needed.



Fig. 7. De-noising results for data in Fig. 6. A general enhancement of the spectral kurtosis occurs.

In Fig. 8 a doubtful measurement case is presented. Activity evidence is outlined only near 6 kHz . Once, the wavelets have been applied (shown in Fig. 9), the enhancement near 6 kHz and 16 kHz confirms the detection.

Finally, in order to compare, we present a final couple of figures to show the measurement performance over background. In the time-domain, the impulses that are similar to Dirac deltas ar associated to cracks or little movements of the sensor while attached in the ground.
This last couple of graphics clearly shows the difference between a possible detection case and a background pattern. There's no peaks in the SK pattern for both the original timeregister and the de-noised register.

## V. Conclusion

The kurtosis as a global indicator, considered as the average of the kurtosis computed for each individual frequency


Fig. 8. A doubtful measurement situation. Only one peak appears and confirmation is required.


Fig. 9. De-noising results of data in Fig. 8.
component, is not a valid tool to target termite activity. This is due to the fact that no discrimination is made among the frequency bands of the emissions, which may be originated by different agents. A selective procedure is then required.

The key of the spectral kurtosis detection strategy used in this work lies in the potential enhancement of the nonGaussian behavior of the emissions. If this happens, i.e. if an increase of the non-Gaussian activity (increase in the kurtosis, peakedness of the probability distribution) is observedmeasured in concrete bands (near of 6 kHz and 16 kHz ) of the spectral kurtosis graph, there may be infestation in the surrounding subterranean perimeter, where the transducer is attached.
Thus, assuming the starting hypothesis that the insect emissions may have a more peaked probability distribution than any other simultaneous source of emission in the measurement perimeter, we have design a termite detection strategy and a virtual instrument based in the calculation of the 4 th-order cumulants for zero time lags, which are indicative of the signals' kurtosis. Its frequency domain representation is the SK. The engine of the instrument is an estimator of the SK, which performs a selective analysis of the peakedness of the signal probability distribution. It has been shown that new frequency components gain in relevance in the spectral SK graphs.


Fig. 10. Spectral kurtosis over a background sample register. No activity is seen in the surroundings of the characteristic frequencies.


Fig. 11. De-noising of data in Fig. 10. No information is added.

The repeatability of the instrument is high and helps discriminate when false positives appear.
Regarding the benefits, the main goal of this signalprocessing method is to reduce subjectiveness due to traditional visual or listening inspection of the registers. This means that in a noisy environment, it may be possible to ignore termite feeding activity even with an ad hoc sensor because, despite the fact that the sensor is capable of register these lowlevel emissions, the human ear can easily ignore them. The commercial version of the instrument is actually been planned to appear by a the Spanish Company Natural Connection and Consulting (Konectia).
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#### Abstract

During worldwide new military revolution, every military great power greatly attaches importance to improve mechanization weapon arm, while contending to study new information-based weapon system. During investigating the armament requirements for the future combat system (FCS), a new species of gun propulsion that dramatically reduces recoil momentum imparted to the gun is presented, first conceived by Eric Lee Kathe on 18 March 1999 as part of the Army After Next (AAN) project. It is termed RAVEN for RArefaction waVE guN, and may usher in a new era of lightweight weaponry. The rarefaction wave gun (RAVEN) can achieve much low recoil momentum without decreasing the muzzle velocity of the projectile by means of suddenly opening nozzle while projectile traveling special location in barrel. Base on vent mechanics' work property of RAVEN, the paper research the modeling and simulation of RAVEN applying the inertial breechblock, and then compare the simulation result with same type orthodox gun. It is concluded that RAVEN can extremely reduce recoil impulse and the barrel temperature without effect the muzzle velocity under the same loading condition.

Guns remain heavy, despite advances in material technology, for two principal reasons. Their thermal mass is required to manage the heat generated during burst-fire. Also, the inertia of heavy guns aids in recoil - lighter guns are endowed with more recoil energy during firing than heavier guns. Therefore, RAVEN propulsion is an enabling technology to provide future war fighters with lightweight guns that impose less recoil burden and provide improved thermal management. This will allow the war fighter to engage with maximum firepower and to keep firing longer. RAVEN can achieve much low recoil momentum without decreasing the muzzle velocity of the projectile by means of suddenly opening breechblock while projectile traveling special location in barrel.

Two major different breechblock opening mode are discussed respectively, based on the launch mechanism of rarefaction wave gun (RAVEN). RAVEN which apply the redesigned newly inertial breechblock is emphatically modeled and simulated, and then compare the simulation result with same type orthodox gun. It is concluded that RAVEN can extremely reduce recoil impulse and the barrel temperature without effect the muzzle velocity under the same loading condition.
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#### Abstract

In this paper, we have investigated the effect of Burg AR spectral analysis model degrees to early detection of rheumatoid arthritis (RA) disease using Doppler signals belonging to right ulnar arterial obtained from patient and healthy subjects. This study focuses on the diagnosis of rheumatoid arthritis disease via the analysis of Doppler Signals’ AR Burg power spectral density graphic with the aid of artificial neural network (ANN) on right ulnar arterial. In the feature extraction from Doppler signals belonging to right ulnar arterial, the AR Burg model degrees of 5, $10,15,20$, and 25 were used. After feature extraction, multilayer feed forward ANN trained with a Levenberg Marquard (LM) back propagation algorithm was used to classify the Doppler signals belonging to right ulnar arterial whether the patient has RA disease or not (i.e. healthy). In classification of Doppler signals, the obtained classification accuracies from combination of AR Burg spectral analysis and ANN for AR model degrees of 5, 10, 15, 20 , and 25 were $90 \%, 95 \%, 85 \%, 95 \%$, and $85 \%$, respectively. The integrations of AR Burg model degrees of 10 and 20 with ANN have achieved better results than other combinations of other AR model degrees with ANN on classification of RA disease using Doppler signals belonging to right ulnar arterial. This system can be useful for physicians to make the final decision without hesitation, on early diagnosis of RA disease.


Index Terms- Rheumatoid Arthritis Disease; Autoregressive spectral analysis; Burg Method; Artificial neural network; Back propagation algorithm

## I. INTRODUCTION

Rheumatoid arthritis (RA) is a systemic chronic inflammatory disorder that mainly affects diarthrodial

[^7]joints. It is characterized by inflammatory activity of synovium leading to the destruction of bone and joint cartilage along with periarticular structures like tendons and ligaments. It is the most common form of inflammatory arthritis and the world prevalence of RA might be around 0.3-1.2 \%, in a female/ male ratio of 2-5/1. It is most common in patients at 40-70 years old and its incidence increases with age [1-3].

Disease activity and therapeutic response has predominantly based on clinical assessment and laboratory for serum markers of inflammation like erythrocyte sedimentation rate (ESR) or C reactive protein (CRP). Tender and swollen joint counts are essential for physical examination and evaluating disease activity. These are components of disease activity score 28 (DAS 28) which was developed for evaluating disease activity in RA. However, clinical evaluation of joint pain and swelling has not been sufficiently reliable [4]. Also direct radiography can be used for evaluating established erosions but gives us little information on synovial inflammation and early erosions [5]. However Color Doppler ultrasound (CDU) displays blood flow in the tissues and it can be a marker of the inflammatory response. So the amount of CDU activity in the inflamed synovium may be used to quantify the inflammatory activity in RA [6].

The Doppler effect, which is a resulting from interaction of the ultrasonic wave with moving red blood cells, has been extensively used to determine blood flow velocity [7]. Doppler systems are dependent on the principle that ultrasound, emitted by an ultrasonic transducer, is returned partly towards the transducer by the moving red blood cells, thereby inducing a shift in frequency proportional to the emitted frequency and the velocity along the ultrasound beam [8-10]. The Doppler shift is related to the flow velocity by

$$
\begin{equation*}
f_{\text {Doppler }}=\frac{2 v}{\lambda} \operatorname{Cos} \theta \tag{1}
\end{equation*}
$$

where $f_{\text {Doppler }}$ is the mean frequency of the Doppler spectrum, $v$ is the flow velocity, $\lambda$ is the acoustic wavelength and $\theta$ is the Doppler angle [7]. Since the scatterers within the ultrasound beam does not usually move at the same speed, a spectrum of Doppler frequencies is investigated. By using spectrum analysis techniques, the variations in the shape of the Doppler spectra as a function of time are presented in the form of sonograms in order to acquire medical information [8-10].

Doppler Ultrasound detects the movement of red blood cells
in the vessels by the analysis of the change in frequency of the returning echoes. This information is converted into sound. Additionally, it is possible to delineate flow curves and to designate the direction of the blood flow [11].

In literature, the comparison of healthy and patient subjects having RA disease over Doppler Ultrasound images on RA disease and the resistive index (RI) and pulsalite index (PI) index comparisons calculated on these images have been generally conducted by researchers in recent years. Therefore, this study is a new study using Doppler ultrasound signals on the early diagnosis of RA disease. There are a few studies related to RA disease in literature.

Among these, Kiriş et al. has examined synovial vascularity and flow patterns in hand and wrist joints- metacarpophalangeal joints and ulnar stiloid regions-of patients with RA using power Doppler ultrasonography (PDUS) and spectral Doppler analysis and to assess the accuracy of PDUS in detecting overall disease activity in RA patients [12].

Terslev et al. has evaluated the sensitivity and specificity of Doppler ultrasound in diagnosing arthritis in the wrist and hands, and, if possible, to define a cutoff level for this study ultrasound measures for inflammation, RI, and color fraction [13].

Varsamidis et al. has evaluated the use of spectral Doppler in the assessment of patients with RA. The study group consisted of 32 patients with RA followed up clinically and by ultrasound using the RI measurements in the patients' wrists as indicator of inflammation [14].

In this work, the effect of Burg AR spectral analysis model degrees to early diagnosis of RA disease using Doppler signals belonging to right ulnar arterial achieved from patient and healthy subjects has been searched. The detection of RA disease comprises of two phases: (i) feature extraction using AR Burg power spectral density (PSD) graphic from Doppler ultrasound signals taken from right ulnar arterial and (ii) the classification of RA disease as healthy and patient using ANN. The AR Burg model degrees of $5,10,15,20$, and 25 were used in the part of feature extraction from Doppler signals belonging to right ulnar arterial. Later, multilayer feed forward ANN trained with a LM back propagation algorithm was used to classify the Doppler signals belonging to right ulnar arterial whether the patient has RA or not.

## II. MAtERIAL

## A. Hardware and Demographic Acknowledgments

The study included 24 patients with RA diseases, ( 2 men and 22 women with an age of $38-70$, mean: 48 years) and 16 healthy (1 man and 15 women with an age of $37-64$, mean: 48 years).

Doppler signal acquisition was conducted by General Electric LOGIQ S6 Power Doppler Ultrasound Unit in the Radiology Department, Meram Faculty of Medicine, Selcuk

University. The system hardware was provided of Power Doppler Ultrasound unit that can work in the pulsed mode, linear ultrasound probe ( 12 MHz ), input - output card and a laptop personal computer (Fig. 1). A laptop personal computer was used for storage, displaying and spectral analysis of the acquired Doppler data. Before Doppler data were recorded, a color and pulsed Doppler ultrasound examination of the right ulnar arterial was performed in order to exclude the presence of a hemodynamically significant stenosis. A linear ultrasound probe of 12 MHz was used to transmit pulsed ultrasound signals into the right ulnar arterial. Signals reflected from the arterial were recorded to derive out the Doppler shift frequencies. In all tests performed on the patients and healthy subjects, the insonation angle and the presetting of the ultrasound were kept fixed. The insonation angle was adjusted via electronic steering methods and manually in order to keep a constant value of 60 degrees on a longitudinal view. The sampling volume was placed within the center of the arterial. The amplification gain was carefully set to take a clean spectral output with minimized background noise on the spectral display [15-18]. The audio output of ultrasound unit was sampled at 44100 Hz and then sent to a laptop computer via an I/O card.


Fig. 1. Block diagram of the system hardware used to acquire Doppler data.

(a)


Fig. 2. Doppler signals for (a) a patient subject having RA disease and (b) a healthy subject on the right ulnar arterial

Figure 2 presents the Doppler signals for a patient subject having RA disease and a healthy subject on the right ulnar arterial. As shown in these figures, the difference between healthy Doppler signals and patient Doppler signals is clear. Transforming the Doppler signals from time domain to frequency domain using AR Burg method, RA disease has been diagnosed.

## III. METHOD

In this paper, we have proposed a system which consists of three parts: (i) measurement of right ulnar arterial Doppler signals, (ii) feature extraction from right ulnar arterial Doppler signals using AR Burg spectral analysis method, (iii) classification of right ulnar arterial Doppler signals using neural network. Figure 3 shows the flowchart of proposed method. We have explained the following subsections below.


Fig. 3 The flowchart of proposed method

## A. Feature Extraction using AR Burg Method

AR model is the most widely used model, first it is suitable for representing spectra with narrow peaks and secondly a number of linear equations need to be solved for finding the $A R$ parameters. The Burg method is a least-squares optimization problem with the constraint from which the reflection coefficients obtained. The problem must satisfy

Levinson-Durbin recursion. The Burg method has three advantages. The Burg method has high frequency resolution, it results stable AR model and it uses Levinson-Durbin recursion [19-20].

An AR process model is defined as
$v(n)=x(n)+a_{1}^{*} x(n-1)+\ldots+a_{p}{ }^{*} x(n-p)$
where $\{x(n), x(n-1), \ldots, x(n-p)\}$ is a realization of the process and $v(n)$ is a white-noise process with variance $\sigma^{2}$. Given the AR parameters $\left\{a_{i}\right\}$, the power spectrum density (PSD) of $\{x(n)\}$ is found as
$\hat{P}_{A R}(f)=\frac{\sigma^{2}}{\left|1+\sum_{k=1}^{p} a_{k}^{*} e^{-j 2 \pi j k}\right|^{2}}$
$\min \sum_{n=m}^{N-1}\left[\left|f_{m}(n)\right|^{2}+\left|b_{m}(n)\right|^{2}\right]$
subject to constrain
$a_{m}(k)=a_{m-1}(k)+\lambda_{m} a^{*}{ }_{m-1}(m-k) \quad 1 \leq k \leq m-1$,
$1 \leq m \leq p$
which results as follows:
$\lambda_{m}=\frac{-\sum_{n=m}^{N-1} f_{m-1}(n) b^{*}{ }_{m-1}(n)}{\frac{1}{2} \sum_{n=m}^{N-1}\left[\left|f_{m-1}(n)\right|^{2}+\left|b_{m-1}(n)\right|^{2}\right]}$

## B. Classification of Right Ulnar Arterial Doppler Signals Using ANN

An ANN is a data processing system where data spreads parallel on. An ANN can determine its conditions and adjust itself to enable different responses by using inputs and desired outputs, which are provided to the system. The most charming thing about an ANN is that it works as an expert system that will lastly help the physicians with the decision processing about the existence of the disease. An ANN is trained with the available data samples to discover the association between inputs and outputs [20, 21].

A multilayer feed forward ANN trained with a LM back propagation algorithm was used to classify the Doppler signals belonging to right ulnar arterial as patient having RA disease or healthy. The advantage of using this type of ANN is the rapid execution of the trained network, which is especially advantageous in signal processing applications. ANN training is normally formulated as a non-linear least-squares problem [20].

Figure 4 shows the structure of ANN with LM used in our
experimental studies. In the input layer, hidden layer, and output layer, there are 129 features (neurons), 10 hidden neurons, and 2 outputs (health and patient), respectively.


Fig. 4. The structure of ANN with LM
The back propagation algorithm is a widely used training procedure that adjusts the connection weights of a multilayer perceptron. As a matter of fact, the LM algorithm is a least-squares estimation algorithm based on the maximum neighborhood idea. A multilayer perceptron consists of three layers: an input layer, an output layer, and one or more hidden layers. Each layer is composed of a predefined number of neurons [22].

## IV. Experimental Results and Discussion

In this study, the effect of the model degrees of Burg AR spectral analysis method to early diagnosis of RA disease has been examined. First, the Burg AR spectral analysis method was used to extract the relevant features from Doppler signals belonging to healthy and patient subjects having RA disease. In this part, we have used the various model degrees in Burg AR method and applied to Doppler signals. For each model degree, the power spectral density (PSD) values were obtained. And these obtained PSD values were applied to input of ANN to classify the Doppler signals as healthy and patient subject having RA disease.

In training and testing of ANN, the data partition of $50-50 \%$ train-test has been used. In our dataset, there are 24 patients with RA diseases and 16 healthy subjects. Totally, 40 subjects were used to diagnose the RA disease. In order to evaluate the performance of ANN models, the classification accuracy, ROC (Receiver Operating Characteristic) curves, sensitivity and specificity values have been used. Table 1 shows the obtained results for model degrees of $5,10,15,20$, and 25 in Burg AR method in the early diagnosis of RA disease. And also, we have given the obtained ROC curves for $5,10,15,20$, and 25 in Burg AR method and showed in Figure 5.

These results have shown that the model degrees of 10 and 20
in Burg AR method have obtained best classification results in classification of right ulnar arterial Doppler signals.


Fig.5. ROC curves for model degrees of 5,10,15,20 and 25 of AR Burg spectral analysis method on the early diagnosis of RA diseases

TABLE I
THE OBTAINED RESULTS FOR MODEL DEGREES OF 5, 10, 15, 20, AND 25 IN BURG AR METHOD IN THE EARLY DIAGNOSIS OF RA DISEASE FROM ANN CLASSFIER

| Model Degree in Burg <br> AR method | Classification <br> Accuracy <br> $(\%)$ | Sensitivity <br> $(\%)$ | Specificity <br> $(\%)$ |
| :---: | :---: | :---: | :---: |
| 5 | 90 | 100 |  |
| $\mathbf{1 0}$ | $\mathbf{9 5}$ | $\mathbf{9 2 , 3 0}$ | $\mathbf{1 0 0}$ |
| 15 | 85 | 80 | 100 |
| $\mathbf{2 0}$ | $\mathbf{9 5}$ | $\mathbf{9 2 , 3 0}$ | $\mathbf{1 0 0}$ |
| 25 | 85 | 80 | 100 |

V. Conclusion

In this paper, we have examined the effect of model degrees in Burg AR spectral analysis to early detection of RA disease using Doppler signals belonging to right ulnar arterial obtained from patient and healthy subjects. For model degrees of 5, 10, 15, 20, and 25 in Burg AR method, the RA disease has been diagnosed by using ANN classifier. In the obtained results, the best prediction accuracy has been achieved for model degrees of 10 and 20. This study is a new work related to diagnosis of RA disease using right ulnar arterial Doppler signals belonging to healthy and patient subjects. In future, we will increase the number of patient and healthy subjects to further evaluate proposed method. Therefore, this study is the preliminary study conducted by us. This system can be useful for physicians to make the final decision without hesitation, on early diagnosis of RA disease.
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#### Abstract

A technique of nonlinear mathematical programming good for grounding an optimal technological process of nitrogenization in a distributed environment of electrostatic field is proposed. The technique is based on the quadratic approximation for deviations of the vector argument of deviations of the vector argument of physics-chemical factors of metal working from some given regime of nitrogenization and imposes minimal requirements to experimental data in the process of identification of the mathematical model of the process of obtaining an nitrogenized layer.


Identification, Nitrogenization, Optimization, Regression Analysis

## I. Introduction

Aclassical view to mathematical modeling implies a descriptive approach characteristic of a physicist: the functions bound up with natural phenomena are subject to definite universal principles (laws), and the problem is to discover them. But the practice of descriptive sciences is different. The central conception sooner presumes that mathematical modeling consists in following the principle: the desired optimal model is simply the most exact model within the limits of a given admissible level of complexity or the least complex model, which approximates the (experimental) data observed with a precision up to a given admissible discoordination. The idea of formalization of considerations of model's complexity, which relates to the theory of identification of systems, was investigated in [1,2]. From the viewpoint put forward by L. Ljung [3,4], the idea that identification algorithms (by all means) have interpretation in the language of optimal approximation, is the main one. In the present paper have we essentially employed both of the indicated approaches, i.e. we have outline a combined methodology, which forms the ground of the procedure of optimal nonlinear approximation in the process of mathematical modeling of the process of nitrogenization of a mechanical part's surface to be processed under the conditions of effect of some inversive electrostatic field (with a non-stationary potential), within the frames of some linear-quadratic representation of vector regression equations.

This work was supported by Basic Research Program No. 22 of the Presidium of the Russian Academy of Sciences (Project No. 2.5), by the Russian Foundation for Basic Research (Project No. 05-01-00623), and by the Program "Leading Scientific Schools" (Project No. NSh-1676.2008.1).
II. Statement of the problem of synthesis of optimal MULTI-DIMENSIONAL REGRESSION

In principle, static models of the type "input-output" may be obtained from dynamic ones by applying experimental stationary finite values (or, what is equivalent, for the zero frequency). Unfortunately, the dynamic model is generally linearized, what is inadmissible for the static model, when this model is to be used for the purpose of optimization within a substantial band. Furthermore, the static model must be more detailed than the dynamic one (optimization, which improves the productivity by some $1 \%$, already represents a substantial interest from the application viewpoint), so, the structural-parametric identification of the multi-dimensional static nonlinear system of the type "input-output" in the absence of complete a priori understanding (knowledge) of the physics-mathematical principles of its functioning, a so called mathematical model of "black box", deserves an attentive deep consideration, especially when we have to ground the admissible level of complexity of the process under scrutiny.

From now on, $R$ is the field of real numbers; $R^{n}$ is an $n$-vector space over $R$ (with the Euclidean norm denoted by $\|\cdot\|_{R}{ }^{n}$ ); $M_{n, m}(R)$ is the space of all the $n \times m$-matrices (i.e. the matrices of dimension $n \times m$ ) with the elements from $R$ and with the Frobenius matrix norm $\|D\|_{F}:=\left(\sum d_{i j}{ }^{2}\right)^{1 / 2}, D=\left[d_{i j}\right]$ (what is equivalent to $\left.D \in M_{n, m}(R) \Rightarrow\|D\|_{F}=\left(\operatorname{tr} D^{\mathrm{T}} D\right)^{1 / 2}\right)$; as usually, the symbol := denotes the equality by definition; det is a matrix determinant; $\operatorname{tr} G:=\sum g_{i i}$ is the trace of quadratic matrix $G$ (the sum of its diagonal elements); «${ }^{\mathrm{T}}$ 》 is the operation of transposition of a matrix; $E_{n}$ is a unit $n \times n$-matrix; $\operatorname{col}\left(a_{1}, \ldots, a_{n}\right)$ is a column vector with real elements $a_{1}, \ldots, a_{n}$.
A normal approach in the theory of identification of complex systems of the type of "input-output" methodologically consists in [5] a priori fixation of some partially parameterized class of stationary models and then, on the basis of fixed a posteriori data, to choose the parameters of the model's equations, which would minimize some formal criterion. In essence, this approach may be considered as application of the first method (denoted in the Introduction), in which "adjustment of the model's parameters" (under a fixed number of free coefficients in its equations) is conducted. In this case, the criterion is defined by the model's complexity chosen a priori. So, for the purpose of further consideration, let us identify a class of stationary static interconnected nonlinear systems of the type
"input-output", which are described by the vector-matrix regression equation of the form

$$
\begin{equation*}
y=c+A u+\operatorname{diag}\left[u^{\mathrm{T}} B_{1} u, \ldots, u^{\mathrm{T}} B_{n} u\right] \operatorname{col}(1, \ldots, 1)+\varepsilon(u) ; \tag{1}
\end{equation*}
$$

$y \in R^{n}$ is the vector of system's output signals, $u \in R^{m}$ is the vector of system's assigning influences, $c \in R^{n}, \quad A \in M_{n, m}(R)$, $B_{i} \in M_{m, m}(R), B_{i}^{\mathrm{T}}=B_{i}(1 \leq i \leq n)$ and diag [...] is the diagonal $n \times n$-matrix of corresponding bi-linear controlling influences $u^{\mathrm{T}} B_{i} u$. As far as the vector function $\varepsilon(u)$ is concerned, we presume that the structure of its analytical representation is $a$ priori unknown, but on the whole, it inexplicitly depends on the choice of the linear $c+A u$ and bi-linear $\operatorname{diag}\left[u^{\mathrm{T}} B_{1} u, \ldots, u^{\mathrm{T}} B_{n} u\right]$ components of the input signal - because the nonlinear component $\varepsilon(u)$ of equation (1) may always be considered as a residual ("under-modeled") term of the expansion of its right-hand side.

It is clear, the result $y$, predicted by the linear-quadratic form (LQF) $c+A u+\operatorname{diag}\left[u^{\mathrm{T}} B_{1} u, \ldots, u^{\mathrm{T}} B_{n} u\right]$ of the right-hand side of equation (1), shall differ from the real signal, because the nonlinear law $\varepsilon(u)$ introduces some influence. On the other hand, as noted above, the analytical representation of the term $\varepsilon(u)$ depends on the choosing (fixation) of coefficients of the LQF. As a result, on the stage of identification, correction consists in varying the parameters of the LQF so that the results obtained, and those predicted on the basis of the LQF, would maximally coincide with each other. Obviously, new forecasts and parametric correction may then be conducted operatively (furthermore, additional information is used mainly for conducting partial or complete analysis of adequacy of the model on the basis of the latest current measurements). In other words, speaking more formally, the methodological paradigm of the a posteriori-optimal parametric synthesis of LQF shall provide for $\min \|\varepsilon(u)\|_{R}{ }^{n}$ on the family of the representative sample of the field experiments conducted. When we proceed to the "language of formulas", this paradigm acquires the form of the following optimization problem.

Statement of the problem of a posteriori-optimal parametric synthesis of LQF for the equation of nonlinear regression: find a vector-matrix solution $c, A, B_{i}, i=1, \ldots, n$ bi-criterion problem

$$
\begin{align*}
& \int \min \left(\sum _ { l = 1 , \ldots , k } \left(\| y(l)-c-A u(l)-\operatorname{diag}\left[u^{\mathrm{T}}(l) B_{1} u(l), \ldots, u^{\mathrm{T}}(l) B_{n} u(l)\right]\right.\right. \\
& \left.\left\{\min \left(\|c\|_{R}{ }^{2}+\|A\|_{F}^{2}+\sum_{i=1, \ldots, n}\left\|B_{i}\right\|_{F}^{2}\right)^{1 / 2}, \quad \cdot \operatorname{col}(1, \ldots, 1) \|_{R}{ }^{n}\right)^{2}\right)^{1 / 2}, \tag{2}
\end{align*}
$$

$y(l) \in R^{n}, u(l) \in R^{m}$ are vectors of experimental data (here $y(l)$ is the "reaction" to the input influence $u(l)), k$ is the number of experiments completed; noteworthy, there are no methodological constraints imposed on the value of $k$.

Remark 1. The first condition $-\min \sum \ldots$ in the mathematical statement (2) guarantees - by the general sample of $k$ field experiments - the optimal linear-quadratic approximation of the scrutinized physical process in terms of the nonlinear regression model (1); the second condition provides (in the case of non-uniqueness of the solution for the
first $\min \sum \ldots$ ) for parametric concretization of such a model with the property of the minimal matrix norm.

## III. Parametric identification of the LQF-structure of EQUATIONS OF NONLINEAR VECTOR REGRESSION

Let us relate the identification algorithm in the multi-criterion problem statement (2) for the interconnected stationary nonlinear system "input-output" of class (1) to the concept of normal pseudo-solution (or, what is equivalent, of canonical solutions by the method of least squares) for the system of linear algebraic equations.

Definition 1 [6, p. 501]. Vector $x \in R^{p}$ is called the normal pseudo-solution of the system of linear equations $D x=d$, $D \in M_{q, p}(R), d \in R^{q}$. This vector has the smallest Euclidean norm $\|x\|_{R}{ }^{p}$ among all the vectors, which make minimum the value of $\|D x-d\|_{R}{ }^{q}$.

Let $D \in M_{q, p}(R)$ and $D^{+}$be the inverted reciprocal (pseudo-inverse) Moore-Penrose matrix [6, p. 500] for matrix $D$. The asymptotic construction of the pseudo-inverse matrix has the following analytical form: $D^{+}=\lim \left\{D^{\mathrm{T}}\left(D D^{\mathrm{T}}+\tau E_{q}\right)^{-1}\right.$ : $\tau \rightarrow 0\}$. From now on, the mnemonic sign « ${ }^{+} »$ denotes the operation of pseudo-inverting of the respective matrix.

Lemma 1 [7, p. 35]. Vector $x=D^{+} d$ represents a normal pseudo-solution of the linear system $D x=d, D \in M_{q, p}(R), d \in R^{q}$.

For the purpose of "interrelation" between the variables of input effects on the data of the general sample, let us denote by $\hat{u}(l)$ the $(1+m(m+3) / 2)$-vector, which has the following coordinate representation:
$\hat{u}(l):=\operatorname{col}\left(1, u_{1}(l), \ldots, u_{m}(l), u_{1}(l) u_{1}(l), \ldots\right.$,

$$
\begin{equation*}
\left.u_{r}(l) u_{s}(l), \ldots, u_{m}(l) u_{m}(l)\right) \in R^{m(m+3) / 2}, 1 \leq r \leq s \leq m \tag{3}
\end{equation*}
$$

$\operatorname{col}\left(u_{1}(l), \ldots, u_{m}(l)\right):=u(l) \in R^{m}, 1 \leq l \leq k$.
Let us call $U:=[\hat{u}(1), \ldots, \hat{u}(k)]^{\mathrm{T}} \in M_{k, 1+m(m+3) / 2}(R)$ the full matrix of experimental data related to input effects, respectively, $\beta_{i}:=\operatorname{col}\left(y_{i}(1), \ldots, y_{i}(k)\right) \in R^{k}-$ the fill vector of experimental data related to output signal $y_{i}(i=1, \ldots, n)$. Next, orienting to the linear-parametric description of the coefficients for the nonlinear model of the type "input-output" for the output signal $y_{i}$, let us write down - due to system (1) - the linear-quadratic form of its regression equation

$$
\begin{equation*}
c_{i}+\sum_{1 \leq j \leq m} a_{i j} u_{j}+\sum_{1 \leq q \leq p \leq m} b_{i q p} u_{q} u_{p},(i=1, \ldots, n) . \tag{4}
\end{equation*}
$$

Now introduce the $(1+m(m+3) / 2)$-vector of regression model's parameters. Obviously, due to (4), any fixed set of $n$ such vectors completely defines the representation of the LQF with respect to some "input-output" model of type (1): $z_{i}:=\operatorname{col}\left(c_{i}, a_{i 1}, \ldots, a_{i m}, b_{i 11}, \ldots, b_{i q p}, \ldots, b_{i m m}\right) \in R^{1+m(m+3) / 2}, 1 \leq q \leq p \leq m$.

Proposition 1. The optimization problem (2) has the solution

$$
\begin{equation*}
z_{i}^{*}=U^{+} \beta_{i}, i=1, \ldots, n \tag{5}
\end{equation*}
$$

here $U$ is a complete matrix of experimental data related to
input effects, $\beta_{i}$ is the full vector of experimental data related to output signal $y_{i}(i=1, \ldots, n)$.

Remark 2. Qualitative estimates $a$ ), b) from Corollary 1 depend mainly on the volume of a posteriori information (number of experiments $k$ ), i.e. if $k>1+m(m+3) / 2$, then, as a rule, realized is item $a$ ); if $k \leq 1+m(m+3) / 2$ then it is quite probable that realized is item $b$ ).

## IV. MODELING OF THE LINEAR-QUADRATIC STRUCTURE OF EQUATIONS OF VECTOR REGRESSION FOR THE PROCESS OF NITROGENIZATION

Without any loss of generality, in the capacity of the initial (zero) position of the vector of input control influences $u$ it is possible to accept some empirically identified (from the general set of experimental data) point $\omega$ of space $R^{m}$; obviously, in this case, coordinates $u_{1}, \ldots, u_{m}$ of vector $u$ shall be considered as deviations with respect to the regime $\omega$.
The process of nitrogenization in the environment of inversive electrostatic field in a series of field experiments $(k=12)$ may be described in terms of the following variables:
vector $y=\operatorname{col}\left(y_{1}, y_{2}, y_{3}\right) \in R^{3}$ of controlled characteristics of nitrogenization:
$y_{1}-$ Vickers surface hardness number $10^{-1}[\mathrm{HV}]$,
$y_{2}$ - specific wear $10^{-1}\left[\mathrm{mg} / \mathrm{cm}^{2}\right]$,
$y_{3}$ - depth of the nitrogenized layer $10^{2}[\mathrm{~mm}]$;
vector $u=\operatorname{col}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \in R^{4}$ of variations of the regime's parameters $\omega=\operatorname{col}\left(\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right)$ :
$u_{1}$ - variation (w.r.t. $\omega_{1}$ ) of the degree of dissociation of ammonium $10^{-1}$ [\%],
$u_{2}$ - variation (w.r.t. $\omega_{2}$ ) of the temperature of the process $10^{-1}\left[{ }^{0} \mathrm{C}\right]$,
$u_{3}$ - variation (w.r.t. $\omega_{3}$ ) of the duration of the process $10^{-1}[\mathrm{~h}]$, $u_{4}-$ variation (w.r.t. $\omega_{4}$ ) of the voltage on the electrodes $10^{-3}[\mathrm{~V}]$.

TABLE I

| Exper iment | Assigning influences |  |  |  | Nitrogen layer parameters |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| № | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ |
| 1 | 0 | 0 | -1 | 0,4 | 80,3 | 6,0 | 14 |
| 2 | 1 | 5 | -1 | 0,4 | 93,3 | 3,4 | 22 |
| 3- $\omega$ | 0 | 0 | 0 | 0 | 97,4 | 13,1 | 17 |
| 4 | 1 | 0 | 0 | 3,4 | 84,7 | 12,2 | 18 |
| 5 | 0 | 5 | 0 | 3,4 | 79,2 | 10,3 | 28 |
| 6 | 1 | 0 | -1 | 3,8 | 54,8 | 42,4 | 11 |
| 7 | 0 | 5 | -1 | 3,8 | 87,0 | 11,9 | 25 |
| 8 | 1 | 5 | 0 | 0 | 89,4 | 3,5 | 33 |
| 9 | 0,4 | 3 | -0,4 | 0,18 | 87,0 | 4,2 | 22 |
| 10 | 0,3 | 3,5 | -0,3 | 0,16 | 92,0 | 3,8 | 24 |
| 11 | 0,2 | 4 | -0,2 | 0,14 | 98,8 | 4,0 | 28 |
| 12 | 0 | 5 | 0 | 0,1 | 89,4 | 3,6 | 34 |

Note, direct application of analytical methods developed above, results in not very complex but bulky computations
(below the computation was conducted in the environment of MATLAB [8]); for example, according to Table 1, matrix $U$ has the dimension of $k \times 1+m(m+3) / 2=12 \times 15$, and the matrix pseudo-inverse with respect to $U^{+}$has, respectively, the dimension of $15 \times 12$.

Taking into account the solution of the parametric optimization problem (4)-(6) and equation of the model of linear-quadratic vector regression (which describes in terms of a multi-dimensional polynomial approximation the interconnected process of nitrogenization in the environment of inversive electrostatic field, which possesses the variation of the potential due to the parametric representation of the vector structure $U^{+}$, and also, according to Table 1 , of vectors $\beta_{i}$, $i=1, \ldots, 3$ ) have the form:

$$
\begin{aligned}
& y_{1}(u)= 97,4-65,075 u_{1}-3,706 u_{2}+9,369 u_{3}+5,991 u_{4}-64,313 u_{1}^{2} \\
&+25,339 u_{1} u_{2}+11,2136 u_{1} u_{3}+7,159 u_{1} u_{4}+0,529 u_{2}^{2} \\
&-8,346 u_{2} u_{3}-6,161 u_{2} u_{4}-8,607 u_{3}^{2}+6,29 u_{3} u_{4}+6,227 u_{4}^{2} ; \\
& y_{2}(u)= 13,1-9,098 u_{1}-2,232 u_{2}+4,435 u_{3}-2,235 u_{4}-8,648 u_{1}^{2} \\
&+3,531 u_{1} u_{2}-15,604 u_{1} u_{3}+5,491 u_{1} u_{4}+0,067 u_{2}{ }^{2} \\
&+2,361 u_{2} u_{3}+0,502 u_{2} u_{4}-3,986 u_{3}^{2}-5,336 u_{3} u_{4}+0,5 u_{4}{ }^{2} ; \\
& y_{3}(u)=17+0,398 u_{1}+0,964 u_{2}+1,388 u_{3}-0,437 u_{4}+0,226 u_{1}{ }^{2} \\
&-0,424 u_{1} u_{2}+5,264 u_{1} u_{3}-1,84 u_{1} u_{4}+0,507 u_{2}^{2}+0,091 u_{2} u_{3} \\
&-0,772 u_{2} u_{4}-1,56 u_{3}^{2}-0,027 u_{3} u_{4}+0,702 u_{4}^{2} .
\end{aligned}
$$

Critical analysis of the "predicted efficiency" of the proposed model intended for nonlinear mathematical description of the physics-chemical properties of the process of nitrogenization expressed in terms of quasi-linear vector-matrix regression equations (1), i.e. by the system (7), allows to conduct the relative comparison of the latter three columns of Table 1 with the following table obtained due to (7).

| TABLE II |  |  |  |
| :---: | ---: | ---: | ---: |
| Number in <br> the forecast | Forecast for the nonlinear <br> regression model |  |  |
| № | $y_{1}(u)$ | $y_{2}(u)$ | $y_{3}(u)$ |
| 1 | 80,3 | 6,0 | 14 |
| 2 | 93,3 | 3,4 | 22 |
| 3 | 97,4 | 13,1 | 17 |
| 4 | 84,7 | 12,2 | 18 |
| 5 | 79,2 | 10,3 | 28 |
| 6 | 54,8 | 42,4 | 11 |
| 7 | 87 | 11,9 | 25 |
| 8 | 89,4 | 3,5 | 33 |
| 9 | 86,226 | 4,129 | 21,782 |
| 10 | 94,066 | 3,989 | 24,582 |
| 11 | 97,251 | 3,858 | 27,564 |
| 12 | 89,658 | 3,624 | 34,073 |

In the next section, we are going down to the multi-dimensional geometric investigation of "minimax" properties of solutions for the nonlinear vector regression, which describes electrostatic nitrogenization of the processed part surface, to the end of finding the regime of wear resistance and corrosion resistance for the geometry of its part. An
interesting trait of the analytical results obtained is their explicit algebraic dependence on the parameters of (7).

## V. InTERPOLATION OF THE PHYSICS-TECHNOLOGICAL CHARACTERISTICS OF THE NITROGEN LAYER. OPTIMIZATION OF THE PROCESS OF NITROGENIZATION

After all, the main objective of mathematical modeling is to answer the question "How it can the scrutinized physical process proceed and how it must proceed actually under some external controlling influence?". The answer to the second part of the question gives the solution of the optimization problem (9), while the answer to the first presumes the following fact:

Proposition 2. The indicator of quality of nitrogenization $J_{i}(u):=y_{i}(u),(i=1, \ldots, n)$ may have the internal maximum or minimum in the identified LQF-structure of equations of nonlinear regression only at point $u_{i}{ }^{*} \in R^{m}$ :

$$
\begin{equation*}
u_{i}^{*}=-B_{i}^{-1} A^{\mathrm{T}} e_{i} / 2 \tag{8}
\end{equation*}
$$

$\left\{e_{1}, \ldots, e_{n}\right\}$ - basis in $R^{n}$. Furthermore, when $u^{\mathrm{T}} B_{i} u$ is a negative definite quadratic form, the indicator $J_{i}(u)$ has maximum at point (8); when $u^{\mathrm{T}} B_{i} u$ is a positive definite quadratic form, the indicator $J_{i}(u)$ has minimum at $u_{i}{ }^{*}$. In the case, when $u^{\mathrm{T}} B_{i} u$ assume both positive and negative values, we encounter the stationary point of more complex type, i.e. the so called saddle point.

Corollary 2. If matrix $B_{i}$ is positive definite (similarly, negative definite) then the minimum (resp. maximum) value of the quality indicator $J_{i}(u)$ is $c_{i}-e_{i}^{\mathrm{T}} A B_{i}^{-1} A^{\mathrm{T}} e_{i} / 4$.

Now we can solve the analytical problem, which has been the stimulus to investigation of positiveness (or negativity) of quadratic forms from equation (7), i.e. to answer the question when the stationary point (8) is the point of relative minimum, maximum or the saddle point. Speaking more formally, the problem of defining the positive (or negative) algebraic definiteness of the quadratic forms $u^{\mathrm{T}} B_{i} u$ has been reduced to the geometric problem of rather general type - computing of eigenvalues $\lambda_{i j}(i=1, \ldots, 3 ; j=1, \ldots, 4)$ of symmetric matrices $B_{i}$ $(i=1, \ldots, 3)$ :

- $\lambda_{11}=-67,5644, \lambda_{12}=-9,2743, \lambda_{13}=1,8251, \lambda_{14}=8,8491$, what speaks about the existence of a stationary saddle point for the goal functional $y_{1}(\cdot): R^{4} \rightarrow R$;
- $\lambda_{21}=-14,7856, \lambda_{22}=-2,6697, \lambda_{23}=0,362, \lambda_{24}=5,0252$, what speaks about the existence of a stationary saddle point for the goal functional $y_{2}(\cdot): R^{4} \rightarrow R$;
- $\lambda_{31}=-3,5248, \lambda_{32}=0,0847, \lambda_{33}=0,8665, \lambda_{34}=2,4482$, what speaks about the existence of a stationary saddle point for the goal functional $y_{3}(\cdot): R^{4} \rightarrow R$.
While combining previous results, the standard regime of nitrogenization, which provides for maximum hardness, wear resistance and the thickness of the physical structure of nitrogen layer of the processed surface of a mechanical part, let us relate them to the solution of the optimization problem of the following form
$\max \left\{F(u)=r_{1} J_{1}(u)+r_{2} J_{2}(u)+r_{3} J_{3}(u): u \in R^{4}\right\}$, $J_{i}(u):=y_{i}(u)(i=1, \ldots, 3)$
where the weighting coefficients $r_{i}, i=1, \ldots, 3$ of the goal functional $F(u)$ must be chosen, while proceeding from the considerations of proper expert assessment of the differentiated effect of the quality indicators $J_{i}(u), i=1, \ldots, 3$ [9]. We have considered the following weighting coefficients: $r_{1}=0,5$; $r_{2}=-0,3 ; r_{3}=0,2$; the sign 《-» with the coefficient $r_{2}$ means that the problem statement (9) actually provides for relative minimization (!) of the parameter of specific wear $y_{2}$ (what is equivalent, displacement to the point of $\min J_{2}(u)$ in the linear structure of functional $F(u)$ ). This allows us to write down the goal functional (9) in the following analytical form:

$$
\begin{align*}
F(u)= & 48,17-29,729 u_{1}-0,99 u_{2}+3,632 u_{3}+3,579 u_{4}-29,517 u_{1}{ }^{2} \\
& +11,526 u_{1} u_{2}+11,341 u_{1} u_{3}+1,564 u_{1} u_{4}+0,346 u_{2}{ }^{2}  \tag{10}\\
& -4,863 u_{2} u_{3}-3,4 u_{2} u_{4}-3,42 u_{3}{ }^{2}+4,74 u_{3} u_{4}+3,1 u_{4}{ }^{2} .
\end{align*}
$$

In this case, parameters of the variations have constituted the following intervals (in terms of relative physics units): $u_{1}= \pm 40 \%, u_{2}= \pm 50{ }^{\circ} \mathrm{C}, u_{3}= \pm 5 \mathrm{~h}, u_{4}= \pm 1000 \mathrm{~V}$.

Development of new techniques of alloying metals necessitates existence of an adequate mathematical model, which would be capable of predicting the reciprocal influence of different factors of the physics-chemical environment on the process of metal working, as well as revealing the influence of mechanical and geometric characteristics of the processed part's surface upon the results obtained. As far as the multi-factor process of nitrogenization is concerned, the mathematical model of optimization (9) gives such a possibility, i.e. the possibility to reveal the most critical parameters and give the defining directions of improving the exploited and developed technological installations intended for obtaining the nitrogenized layer. Proposition 2, and also formula (8), which allow to compute the geometric coordinates of the stationary point for the optimization problem (9), define (in terms of system (1)) the following highly efficient technological parameters of the regime of nitrogenization:

Proposition 3. The stationary point $u^{*} \in R^{4}$ in the problem related to optimization of the regime of electrostatic nitrogenization (9) has the algebraic solution
in this case, the sufficient condition (that the given point ensures satisfaction of $\left.\max \left\{F(u): u \in R^{4}\right\}\right)$ is the requirement that it is elliptic:
$\operatorname{det}\left[b_{i j}\right]_{q}<0, \quad q=1, \ldots, 4$
or, what is equivalent, for the eigen-numbers $\lambda_{i}$ of matrix $\left(r_{1} B_{1}+r_{2} B_{2}+r_{3} B_{3}\right)$ we have $\lambda_{i}<0, i=1, \ldots, 4$; here $\left[b_{i j}\right]_{q} \in M_{q, q}(R)$ are the main sub-matrices [6, c. 30] of matrix $\left(r_{1} B_{1}+r_{2} B_{2}+r_{3} B_{3}\right)$.

## VI. Discussion

Let us start from the remark that if condition (12) is not satisfied the stationary point (11) is possibly the saddle (hyperbolic) point of functional $F(u)$ and, consequently, additional analysis of coordinates (11) is required; when speaking more formally, the availability of the saddle point is guaranteed by the replacement - at least in one relation (but not in all relations) - of the inequality «<»» from (12) with «>». In this case, a similar replacement of «<» with «<» possible provokes the structure of the parabolic point.

Due to system (1) (or, what is equivalent, due to equation (10)) the stationary point (11) in the coordinate representation (of the vector-row) writes $u^{* T}=[0,1761 \quad 3,7794-0,5622$ 1,8787], or, the same, in terms of physical dimensions and "counting" from the regime $\omega$, we have: $u^{* T}=[46,76 \% 537,794$ ${ }^{\circ} \mathrm{C}$ 19,378 h -21,3 V].

Let us show that the mathematical result (in particular, the coordinates of the stationary point of the regime of nitrogenization (11)) obtained above are in good correspondence with the logic of our physics related reasoning.

Since the eigen-numbers of matrix $\left(r_{1} B_{1}+r_{2} B_{2}+r_{3} B_{3}\right)$ are, respectively, $\lambda_{1}=-31,8762, \lambda_{2}=0,5298, \lambda_{3}=-3,276, \lambda_{4}=5,1355$, this gives evidence that functional $F(u)$ has a stationary saddle point: $R^{4} \rightarrow R$ for the weighting coefficients $r_{i}, i=1, \ldots, 3$, chosen above.

According to (10), at the stationary point $u^{*}$ obtained the functional $F(u)$ reaches its "max" with respect to variables $u_{1}$ and $u_{3}$ and "min", respectively, with respect to $u_{2}$ and $u_{4}$. The physical sense of this proposition implies the following: as far as the structure $F(u)$ is concerned, it is not possible to exceed (make larger) the degree of dissociation of ammonium by more than $46,76 \%$, and the duration nitrogenization by more than 19,378 hours, and, furthermore, in this case, simultaneously, it is better not to decrease the temperature of the gas mixture below the level of $537.794^{\circ} \mathrm{C}$, it is also better not to make the general potential of the electrostatic field smaller than 21.3 V . Otherwise, violation of these parameters shall provoke the reduction of efficiency of the process of nitrogenization in the aspect of reaching the technological indicator $F(u)$, which provides for the maximum surface hardness and the depth of the nitrogenized layer side by side with minimization of specific wear of the part processed.

If computed (predicted) coordinates of the stationary point (11) go beyond the confidence region of adequacy of the mathematical model (7) in virtue of some physics-technological factors-parameters, than it is necessary to conduct an additional practical experiment bound up with nitrogenization, which is "maximally close" to the coordinates (11) and introduce (in the capacity of the regime $\omega$ ) the data of this experiment into the extended matrix of experimental data $U$, after what it is possible to conduct recomputation of all the stages of optimization of the process of obtaining the nitrogenized layer, which is described above (if there is the need, such an experiment and the process of identification of model (1) are to be repeated); this important improvement, in essence, methodologically extends the
standard [10] procedure of planning the experiment.

## VII. CONCLUSION

We have described the process of constructing a nonlinear mathematical model of the type "input-output" for the process of nitrogenization in the distributed environment of electrostatic field. This model is used for technological computation of hardness parameters for the material of the metal part, whose surface is processed. It can be used for assessment of the specific mechanical wear, the depth of the nitrogenized layer, etc. This regression model uses the identified (on the basis of experimental data obtained) multi-dimensional quadratic equations, what allows the researcher to adequately describe the process of nonlinear diffusion in the process of "nitrogen-alloying" within a wide band of variations of i) the degree of dissociation of ammonium, ii) the temperature, iii) the duration of the process and iv) the electric voltage at the pair "anode-cathode".

Deviations in the computed (predicted) values of the synthesized nitrogenized layer and experimental data revealed are hardly ever of principal character. This has given us the opportunity to propose an efficient mathematical technique ("a finite chain" of algebraic formulas) for computing optimal properties and parameters of nonlinear multi-factor regime of nitrogenization. The ideas explicated in the present paper may be developed in several directions of theoretical-applied investigations oriented to improvement of the algorithms of computing an optimal technology of nitrogenization in an electrostatic field proposed above, as well as to extending the frames of adequacy of regression equations of nitrogenization at the expense of additional investigation of the factors of its nonlinearity; these can be oriented to:

- determination and algorithmization of the procedure of choosing the weighting coefficients $r_{i}, 1 \leq i \leq 3$ in (9), while proceeding from satisfaction of the algebraic conditions (12), which provide for the elliptic character of the stationary point of the goal functional (9);
- extension of the linear-quadratic form of regression equations (1) by the "Taylor expansion" of the vector function $y$ of higher order;
- account (in the capacity of extended coordinates of the vector function $y$ of the regression model) of such physics-mechanical parameters of the synthesized nitrogenized layer in the environment of some electrostatic field, such as the coefficient of dry friction for the surface processed and for the brittle nitrogenized layer obtained;
- constructing the process of identification of a nonlinear a posteriori-adaptive mathematical model of nitrogenization with an additional condition of presence of high-frequency electromagnetic field; determination (under such a problem statement) of high technological multi-factor parameters of the process of nitrogenization, and also obtaining optimal values for the length and the amplitude of the waves of electromagnetic oscillations.
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#### Abstract

Engineering physical systems can be represented using different mathematical modeling tools with finite dimensional models. However, the resulting models are usually complex and of high order. The complexity of these models imposes computational and implementation difficulties in simulation, analysis and control design. Several optimal model reduction methods that are mainly based on conventional analytical optimization techniques, either in time domain or in frequency domain, are available. However, these techniques do not usually lead to globally optimized reduced order models and, at best, converge to local optimal solutions. Thus, the use of an Evolutionary Algorithm, namely Particle Swarm Optimization (PSO) is adopted in this paper for its robustness in global optimization.


It is demonstrated in this work that, in the absence of analytic formulations to these challenging optimization problems, PSO leads to tractable solutions.

Keywords- Model Reduction; Optimal Approximation; $\boldsymbol{H}_{\infty}$ Norm; Particle Swarm Optimization; Global Solution.

## I. INTRODUCTION

Most physical systems require complex high order mathematical models to well represent them. The complexity of these models imposes a lot of difficulties on simulation, analysis and control design.

Optimal model reduction reduces the order of the models representing the physical systems whilst ensuring high time and frequency response resemblance to the original high order models. Hence, reducing difficulties on simulation, analysis and control design.

Large number of techniques have been developed in the last few decades to approximate high order systems by low order models.

The model reduction problem is stated as follows: consider a general state space model representation of a single input single output (SISO) time-invariant linear continuous time system:

$$
\begin{gather*}
\dot{\mathrm{x}}(\mathrm{t})=\mathrm{Ax}(\mathrm{t})+\mathrm{Bu}(\mathrm{t})  \tag{1}\\
\mathrm{y}(\mathrm{t})=\mathrm{Cx}(\mathrm{t})
\end{gather*}
$$

where $x(t)$ is the state, $u(t)$ is the input, and $y(t)$ is the output. This state space model can be represented by the following $n{ }^{\text {th }}$ order transfer function:

$$
\begin{equation*}
G(s)=\frac{b_{1} s^{n-1}+b_{2} s^{n-2}+\cdots+b_{n-1} s+b_{n}}{s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}} \tag{2}
\end{equation*}
$$

The aim of optimal model reduction is to obtain a reduced order state space model representation or a reduced order transfer function of the system that well represents the original system:

$$
\begin{align*}
& \dot{x}_{\mathrm{r}}(\mathrm{t})=\mathrm{A}_{\mathrm{r}} \mathrm{X}_{\mathrm{r}}(\mathrm{t})+\mathrm{B}_{\mathrm{r}} \mathrm{u}(\mathrm{t}) \\
& \quad \mathrm{y}_{\mathrm{r}}(\mathrm{t})=\mathrm{C}_{\mathrm{r}} \mathrm{X}_{\mathrm{r}}(\mathrm{t})  \tag{3}\\
& \mathrm{G}_{\mathrm{r}}(\mathrm{~s})=\frac{\mathrm{d}_{1} s^{r-1}+d_{2} s^{r-2}+\cdots+d_{r-1} s+d_{r}}{s^{r}+c_{1} s^{r-1}+\cdots+c_{r-1} s+c_{r}} \tag{4}
\end{align*}
$$

In this paper, the $\mathrm{H}_{\infty}$ Norm model reduction problem will be investigated using Genetic Algorithms (GA) and Particle Swarm Optimization (PSO).

Let $\mathrm{E}(\mathrm{s})=\mathrm{G}(\mathrm{s})-\mathrm{G}_{\mathrm{r}}(\mathrm{s})$, then the $\mathrm{H}_{\infty}$ norm is defined as follows:

$$
\begin{align*}
\|E\|_{\infty} & =\max |E(j \omega)| \\
& =\max \frac{\|E \cdot u\|_{2}}{\|u\|_{2}} \tag{5}
\end{align*}
$$

Classical early model reduction techniques are summarized in [1]. The classical approach to model reduction dealt only with eigenvalues. However, in 1981, Moore published a paper presenting a revolutionary way of looking at model reduction by showing that the ideal platform to work from is that when all states are as controllable as they are observable [2]. This gave birth to "Balanced Model Reduction", where the concept of dominance is no longer associated with eigenvalues, but rather with the degree of controllability and observability of a given state.

Moore's approach aims at changing the form of the system's state space model representation, by the use of a certain transformation matrix, into a balanced model with the transformed states being as controllable as they are observable, and ordered from strongly controllable and observable to weakly controllable and observable.

Since the output depends on both the controllability and the observability of a state, the states which are weakly controllable and observable will have little effect on the output, and thus, discarding them will not affect the output very much. This is what motivated Moore to develop his approach. Pernebo and Silverman [3] showed that the stability of this reduced model is assured if the original system was also stable. However, Moore's approach still suffered from steady state errors [1].

Hankel-norm reduction [4-7] on the other hand is optimal. It has a closed form solution and is computationally simple employing standard matrix software [1]. The singular values of the Hankel Matrix are called the Hankel Singular Values (HSV) of the system G(z) and they are defined as follows [47]:

$$
\begin{equation*}
\sigma_{i}(G)=\lambda_{i}^{\frac{1}{2}}(P Q) \tag{6}
\end{equation*}
$$

where P and Q are the controllability and observability Gramians respectively. The Hankel norm of a transfer function $\mathrm{G}(\mathrm{z})$, denoted by $\|G\|_{H}$ is defined to be the largest HSV of $\mathrm{G}(\mathrm{z})$ [4-7]:

$$
\begin{equation*}
\|G\|_{H}=\sigma_{1} \tag{7}
\end{equation*}
$$

The balanced model reduction realizations and the optimal Hankel-norm approximations changed the status of model reduction dramatically. Those two techniques made it possible to predict the error between the frequency responses of the full and the reduced order models [1].

Starting at 1992, Kavaranğlu and Bettayeb [8-20] studied the $\mathrm{H}_{\infty}$ norm approximation of a given stable, proper, rational transfer function by a lower order stable, proper, rational transfer function. They found that the $\mathrm{H}_{\infty}$ norm model reduction problem can be converted into a Hankel norm model reduction problem, and therefore they based their approach on this finding [8].

A comparison between Hankel norm approximation and $\mathrm{H}_{\infty}$ norm model reduction in the $\mathrm{H}_{\infty}$ norm sense was conducted in [9]. Kavaranğlu and Bettayeb found that the $\mathrm{H}_{\infty}$ approximation method can be much better or, in some cases, comparable to the Hankel norm approximation scheme.

Kavaranğlu and Bettayeb then studied Hankel norm model reduction, and $\mathrm{H}_{\infty}$ approximation schemes where they explored some further properties related to the $\mathrm{H}_{\infty}$ norm [10]. In 1994, they presented a simple state-space suboptimal $\mathrm{L}_{\infty}$ norm Model reduction computational algorithm [11].

In 1995, Kavaranğlu and Bettayeb developed a suboptimal computational scheme for the problem of constant $\mathrm{L}_{\infty}$ approximation of complex rational matrix functions, based on balanced realization for unstable systems [12]. They also derived an $\mathrm{L}_{\infty}$ error bound for unstable systems and obtained optimal solution for a class of symmetric systems [12].

In [13-15], they studied the $L_{\infty}$ norm optimal simultaneous system approximation problem and explored various LMI based approaches to solve the simultaneous problem. On the other hand, $\mathrm{L}_{\infty}$ norm constant approximation of unstable systems was studied in [16].

Kavaranğlu and Bettayeb [17] also presented an overview on $\mathrm{H}_{\infty}$ filtering, estimation, and deconvolution approaches, where they considered the problem of reduced order $\mathrm{H}_{\infty}$ estimation filter design. They then presented an iterative scheme for rational $\mathrm{H}_{\infty}$ approximation in 1995 [18].

Kavaranğlu and Bettayeb also investigated $\mathrm{L}_{\infty}$ norm approximation of simultaneous muitivariable systems by a rational matrix function with desired number of stable and unstable poles in [19].

A case study was presented in [20] where Sahin, Kavaranğlu and Bettayeb applied four different model reduction schemes, namely, balanced truncation, singular perturbation balanced truncation, Hankel norm approximation, and $\mathrm{H}_{\infty}$ norm approximation; to a two-dimensional transient heat conduction problem.

Assunção et al. [21-22] addressed the $\mathrm{H}_{\infty}$ model reduction problem for uncertain discrete time systems with convex bounded uncertainties [21] and proposed a branch and bound algorithm to solve the $\mathrm{H}_{2}$ norm model reduction problem for continuous time linear systems [22].

Ebihara et al. [23] noted that the lower bounds of the $\mathrm{H}_{\infty}$ Model Reduction problem can be analyzed by using Linear Matrix Inequality (LMI) related techniques, and thus, they reduce the order of the system by the multiplicity of the smallest Hankel Singular value which showed that the problem is essentially convex and the optimal reduced order models can be constructed via LMI optimization.

Wu et al. [24] investigated a frequency-weighted optimal $\mathrm{H}_{\infty}$ Model Reduction problem for linear time-invariant (LTI) systems. Their approach aimed to minimize the $\mathrm{H}_{\infty}$ norm of the frequency-weighted truncation error between a given LTI system and its lower order approximation. They proposed a model reduction scheme based on Cone Complementarity Algorithm (CCA) to solve their $\mathrm{H}_{\infty}$ Model Reduction problem.

In 2005, Xu et al. [25] studied $\mathrm{H}_{\infty}$ Model Reduction for 2D Singular Roesser Models. However more recently in 2008 and 2009, Zhang et al. investigated the $\mathrm{H}_{\infty}$ Model Reduction problem for [26] a class of discrete-time Markov jump linear systems (MJLS) with partially known transition probabilities and for [27] switched linear discrete-time systems with polytopic uncertainties.

The main problem with the above analytical optimization techniques is that they result in non-linear equations in the parameters of the reduced order model. In order to solve those non-linear equations, one will have to go through computationally demanding iterative minimization algorithms, that suffer from many problems such as the choice of starting guesses, convergence, and multiple local minima, not to mention the huge amount of time it demand to reach a solution [1].

## II. Particle Swarm Optimization

Researchers observed that some living creatures tend to perform swarming behavior. Examples of swarms include flocks of birds, schools of fish, herds of animals, and colonies
of bacteria. Such a corporative behavior has certain advantages as avoiding predators and increasing the chance of finding food, but it requires communication and coordinated decision making [28-31].

Particle Swarm Optimization simulates the behavior of bird flocking. When a group of birds are randomly searching food in an area, that has only one piece of food, all birds have no idea where the food is, but rather know how far the food is in each iteration; and thus tend to follow the bird that is nearest to the food.

Similarly, in PSO, each single solution is a particle (bird) in the search space. All particles have fitness values evaluated by the fitness function to be optimized, and have velocities which direct the flying of the particles.

The PSO algorithm is simple in concept, easy to implement and computationally efficient. The procedure for implementing a PSO is as follows [30]:

1. Initialize a population of particles with random positions and velocities on D dimensions in the problem space.
2. For each particle, evaluate the desired optimization fitness function in D variables.
3. Compare particles fitness evaluation with pbest. If current value is better than pbest, then set pbest equal to the current value, and $p_{i}$ equals to the current position $x_{i}$ in Ddimensional space. Where pbest is the best fitness value a particle has achieved so far.
4. Identify the particle in the neighborhood with the best success so far, and assign its position to the variable $G$ and its fitness value to variable gbest.
5. Change the velocity and position of the particle according to the bellow equations [31]:

$$
\begin{align*}
v_{i}(k+1)= & \emptyset v_{i}(k)+c_{1} \gamma_{1 i}\left(p_{i}-x_{i}(k)\right) \\
& +c_{2} \gamma_{2 i}\left(G-x_{i}(k)\right)  \tag{8}\\
x_{i}(k+1)= & x_{i}(k)+v_{i}(k+1) \tag{9}
\end{align*}
$$

where:

| $i$ | is the particle index <br> $k$ |
| :--- | :--- |
| is the discrete time index |  |
| $x$ | is the velocity of the $i^{\text {th }}$ particle <br> is the position of the $i^{i h}$ particle |
| $G$ | is the best position found by the $i^{\text {th }}$ particle <br> (personal best) |
| $\gamma_{1 i} \& \gamma_{2 i}$is the best position found by swarm (global <br> best, best of personal bests) <br> are random numbers on the interval $[0,1]$ <br> applied to the $i^{\text {th }}$ particle |  |
| $\emptyset$ | is the inertial weight function <br> $\mathrm{c}_{1} \& \mathrm{c}_{2}$ |
| are acceleration constants |  |

6. Loop to step 2 until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations.

A decreasing inertial weight $\emptyset$ of the following form is used in the PSO approach:

$$
\begin{equation*}
\emptyset=w_{i}+\left(w_{f}-w_{i}\right) \frac{k-1}{N-1} \tag{10}
\end{equation*}
$$

where $w_{i}$ and $w_{f}$ are the initial and final inertial weights respectively, k is the current iteration (epoch) and N is the iteration (epoch) when the inertial weight should reach its final value [31]. The decreasing inertial weight is known to improve the PSO performance.

## III. Previous Studies

Model reduction has caught the attention of many researchers in the past few decades. However, most of the existing work relies on tedious analytical solution methods. Minimal work has been done on $\mathrm{H}_{\infty}$ model reduction using Genetic Algorithms whereas no work at all has been done on $\mathrm{H}_{\infty}$ model reduction using Particle Swarm Optimization.

Tan et al. [32] developed a Boltzmann learning enhanced GA based method to solve $L_{\infty}$ identification and model reduction problems, and obtain a globally optimized nominal model and an error bounding function for additive and multiplicative uncertainties. They used their GA to identify $2^{\text {nd }}$ and $3^{\text {rd }}$ order discrete nominal models for a $4^{\text {th }}$ order discrete plant of an industrial heat exchanger. Comparing the frequency responses of the original plant with the two GA defined models; the GA results were proven to give a good fitting over the frequency range concerned and to outperform other techniques yielding the smallest $\mathrm{L}_{\infty}$ norm errors

It is the intent of our work to perform a comprehensive evaluation of GA and PSO for $\mathrm{H}_{\infty}$ optimal model reduction using several benchmark model reduction examples. Both time domain and frequency domain performances are considered in our work.

## IV. Simulation and Results

The $\mathrm{H}_{\infty}$ norm has a finite lower bound. Consider the Hankel singular values of system $G(s)$ defined in eq. (6). In $\mathrm{H}_{\infty}$ Model Reduction [11], if the $n^{t h}$ order transfer function $G(s)$ is reduced into an $r^{\text {th }}$ order transfer function $G_{r}(s)$, then:

$$
\begin{equation*}
\sigma_{r+1} \leq\left\|G-G_{r}\right\|_{\infty} \tag{11}
\end{equation*}
$$

where $\sigma_{\mathrm{r}+1}$ is the $(r+l)^{\mathrm{st}}$ HSV of $\mathrm{G}(\mathrm{s})$. Thus, the $\mathrm{H}_{\infty}$ norm of the reduced order model can never be lower than the highest hankel singular value dropped.

However, it is convenient to mention here that the $\mathrm{H}_{\infty}$ lower bound is almost impossible to achieve; but if one results with a close enough $\mathrm{H}_{\infty}$ norm, this would be a good indication that an optimal solution was reached.

The first model to be reduced is the $4^{\text {th }}$ order Wilson example [33]:

$$
\begin{gather*}
\dot{x}(t)=\left[\begin{array}{cccc}
0 & 0 & 0 & -150 \\
1 & 0 & 0 & -245 \\
0 & 1 & 0 & -113 \\
0 & 0 & 1 & -19
\end{array}\right] x(t)+\left[\begin{array}{l}
4 \\
1 \\
0 \\
0
\end{array}\right] u(t)  \tag{12}\\
y(t)=\left[\begin{array}{llll}
0 & 0 & 0 & 1
\end{array}\right]
\end{gather*}
$$

Hankel Singular Values:
$\sigma_{1}=0.015938, \sigma_{2}=0.002724, \sigma_{3}=0.000127, \sigma_{4}=0.000008$
Eigen Values: $[-1,-3,-5,-10]$

This system was reduced into a $2^{\text {nd }}$ order model (lower bound Hankel singular value $=1.27 \times 10^{-4}$ ) using the following PSO settings:

| Swarm size | $=$ | 100 |
| :--- | :--- | :--- |
| Maximum velocity | $=2$ |  |
| Acceleration Const. c | $=$ | 2 |
| Acceleration Const. c | $=$ | 2 |
| Initial inertia weight | $=$ | 0.9 |
| Final inertia weight | $=0.1$ |  |

Epoch when inertial weight at final value $=1000$
and resulted with the following reduced order model:

$$
\begin{align*}
& \dot{x}(t)= {\left[\begin{array}{ll}
-0.9233 & 0.2375 \\
-1.117 & -2.766
\end{array}\right] x(t)+\left[\begin{array}{c}
0.5446 \\
1.087
\end{array}\right] u(t) }  \tag{13}\\
& y(t)=\left[\begin{array}{ll}
0.04847 & -0.02771] x(t)
\end{array}\right.
\end{align*}
$$

Eigen Values: [-1.0807, -2.6086]

The following model represents the result of the $\mathrm{H}_{\infty} 2^{\text {nd }}$ order model reduction using Genetic Algorithms (GA) obtained in [34]:

$$
\left.\left.\begin{array}{c}
\dot{x}(t)=\left[\begin{array}{cc}
-3.457 & -6.049 \\
0.3239 & -0.2429
\end{array}\right] x(t)+\left[\begin{array}{cc}
-0.2793 \\
0.01254
\end{array}\right] u(t)  \tag{14}\\
y(t)=[-0.05126
\end{array}-1.428\right] x(t)\right]
$$

Eigen Values: $[-1.0604,-2.6395]$

Table 1 compares the steady state errors and norms of the resulting $2^{\text {nd }}$ order model to that reduced with $\mathrm{H}_{\infty}$ Model Reduction using GA in [34]. Figures 1 to 4 show the impulse responses, initial values, step responses and frequency responses of all models respectively.

TABLE I. Wilson System SSE \& Norms of Reduced Models

|  | SS Error | $\mathbf{H}_{\infty}$ Norm |
| :---: | :---: | :---: |
| GA $\mathbf{H}_{\infty}$ model <br> reduction [34] | $2.144 \times 10^{-6}$ | $2.239 \times 10^{-4}$ |
| PSO <br> reduction | $2.144 \times 10^{-4}$ | $2.144 \times 10^{-4}$ |



Figure 1. Impulse Response.


Figure 2. Initial Values.


Figure 3. Step Response.


Note that the impulse responses and the step responses of the reduced order model well resemble the original system. However, due to the two missing states in the reduced order
models, they fail to resemble the frequency response of the original system in high frequencies. This tends to be acceptable since many practical systems operate in low frequencies.

The second system to be reduced is a $9^{\text {th }}$ order Boiler System [35]:

$$
\begin{align*}
& \mathrm{A}=[-0.91000000000 ; 0-4.4490000000 ; 00 \\
& -10.262571 .47900000 ; 00-571.479-10.2620 \\
& 0000 ; 0000-10.9870000 ; 00000-15.214 \\
& 11.62200 ; 00000-11.622-15.21400 ; 0000 \\
& 000-89.8740 ; 00000000-502.665 \text { ] } \\
& B=[-4.336 ;-3.691 ; 10.141 ;-1.612 ; 16.629 ;-242.476 \text {; } \\
& -14.261 ; 13.672 ; 82.187] \\
& \mathrm{C}=\left[\begin{array}{llllll}
-0.422 & -0.736 & -0.00416 & 0.232 & -0.816 & -0.715
\end{array}\right. \\
& 0.546-0.235-0.0806] \tag{15}
\end{align*}
$$

Hankel Singular Values:
$\sigma_{1}=6.2115 \quad \sigma_{2}=0.8264 \quad \sigma_{3}=0.6770 \quad \sigma_{4}=0.0593$
$\sigma_{5}=0.0568 \quad \sigma_{6}=0.0188 \quad \sigma_{7}=0.0096 \quad \sigma_{8}=0.0031$
$\sigma_{9}=0.0007$
Eigen Values: $[-0.91,-4.45,-10.26 \pm \mathrm{j} 571.48,-10.99,-15.21$ $\pm$ j11.62, -89.87, -502.67]

This system was reduced into a third order system (lower bound Hankel singular value $=5.93 \times 10^{-2}$ ) using the same PSO settings, except the epoch when inertial weight at final value was set to 6000 . The following model represents the result of $3^{\text {rd }}$ order model reduction using PSO:

$$
\begin{gathered}
\dot{x}(t)=\left[\begin{array}{ccc}
-24.01 & -13.71 & 26.67 \\
22.65 & 10.85 & -22.19 \\
2.5 & 9.653 & -22.01
\end{array}\right] x(t)+\left[\begin{array}{c}
13.18 \\
-11.6 \\
1.477
\end{array}\right] u(t) \\
y(t)=\left[\begin{array}{lll}
18.29 & 6.884 & -10.24
\end{array}\right] x(t)
\end{gathered}
$$

Eigen Values: $[-0.8192,-17.1804 \pm j 12.8069]$
and the following model represents the result of the GA approach of [34]:

$$
\begin{gather*}
\dot{x}(t)=\left[\begin{array}{ccc}
-6.449 & -29.73 & 0.3856 \\
3.129 & -21.71 & 10.69 \\
-4.918 & -6.326 & -6.661
\end{array}\right] x(t)+\left[\begin{array}{c}
4.921 \\
-4.127 \\
10.74
\end{array}\right] u(t)  \tag{17}\\
y(t)=\left[\begin{array}{lll}
6.591 & 0.1677 & 10.71
\end{array}\right] x(t)
\end{gather*}
$$

Eigen Values: $[-1.0423,-16.8889 \pm \mathrm{j} 13.0262]$
Table 2 and figures 5 to 8 compare the steady state errors, norms, impulse responses, initial values, step responses and frequency responses the resulting $3{ }^{\text {rd }}$ order model with the GA reduced order model of [34].

TABLE II. BoILER SYstem SSE \& Norms of Reduced Models
$\left.\begin{array}{|c|c|c|}\hline & \text { SS Error } & \mathbf{H}_{\infty} \text { Norm } \\ \hline \begin{array}{c}\text { GA } \mathbf{H}_{\infty} \text { model } \\ \text { reduction }[34]\end{array} & 1.126 \times 10^{-1} & 1.127 \times 10^{-1} \\ \hline \begin{array}{c}\text { PSO H } \\ \infty\end{array} \\ \text { reduction }\end{array}\right] 1.275 \times 10^{-3} \quad 116 \times 10^{-1}$


Figure 5. Impulse Response



Figure 7. Step Response


Figure 8. Frequency Response

Note that the impulse, step and frequency responses of the reduced order model well resemble the original system.

## CONCLUSION

The use of Evolutionary Algorithms in optimal model reduction, such as Particle Swarm Optimization, provide robust search in complex spaces and helps solve complex optimal model reduction problems without the need to go through computationally demanding iterative non-linear mathematical procedures.

The PSO approach of this paper was compared to the GA approach of [34] and it was noted that the PSO outperforms the GA by resulting in better norms. Also, the simplicity of the computations in the PSO Algorithm in comparison to the GA Algorithm makes it much faster.
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#### Abstract

The use of reduced order models of systems makes it easier to implement analysis, simulations and control designs. Several physical systems, including transportation systems, chemical and heat processes, computer and communication networks, have inherent time-delay and high order dynamics. The reduced order time-delay model is generally determined by minimizing a nonlinear quadratic cost function that has multiple local minima. Therefore obtaining global minima using nonlinear optimization techniques is very difficult.


To overcome these difficulties, we use Particle Swarm Optimization (PSO) to solve $\mathbf{H}_{2}$ model reduction problems for high order dynamical systems with time-delay.

The performance of PSO is demonstrated with application examples.

Keywords- Model Reduction; Optimal Approximation; $\mathrm{H}_{2}$ Norm; Time-Delay; Particle Swarm Optimization; Global Solution.

## I. INTRODUCTION

Most physical systems are complex and their transfer function representations are of very high orders. In order to perform simulation, analysis or control design on those high order models, one will face many difficulties.

Therefore it is desirable to represent those physical systems with reduced order models that well resemble the original model in time and frequency domain.

However, many of those physical systems have inherently pure time delays. And in order to ensure high resemblance of the reduced order models to the original system we introduce time delay into the reduced order models.

The model reduction problem is stated as follows: consider a general $n^{\text {th }}$ order transfer function representation of a single input single output (SISO) time-invariant linear continuous time system:

$$
\begin{equation*}
G(s)=\frac{b_{1} s^{n-1}+b_{2} s^{n-2}+\cdots+b_{n-1} s+b_{n}}{s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}} \tag{1}
\end{equation*}
$$

The aim of optimal model reduction with time delay is to obtain a reduced order transfer function representation of the
system that well represents the original system of the following form:

$$
\begin{equation*}
\mathrm{G}_{\mathrm{r}}(\mathrm{~s})=\frac{\mathrm{d}_{1} \mathrm{~s}^{\mathrm{r}-1}+\mathrm{d}_{2} \mathrm{~s}^{\mathrm{r}-2}+\cdots+\mathrm{d}_{\mathrm{r}-1} \mathrm{~s}+\mathrm{d}_{\mathrm{r}}}{\mathrm{~s}^{\mathrm{r}+\mathrm{c}_{1} \mathrm{~s}^{\mathrm{r}-1}+\cdots+\mathrm{c}_{\mathrm{r}-1} \mathrm{~s}+\mathrm{c}_{\mathrm{r}}}} \mathrm{e}^{-\tau \mathrm{s}} \tag{2}
\end{equation*}
$$

In this paper, the $\mathrm{H}_{2}$ Norm model reduction problem with time-delay will be investigated using and Particle Swarm Optimization (PSO).

Let $\mathrm{E}(\mathrm{s})=\mathrm{G}(\mathrm{s})-\mathrm{G}_{\mathrm{r}}(\mathrm{s})$, then the $\mathrm{H}_{2}$ norm is defined as follows:

$$
\begin{equation*}
\|E\|_{2}=\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}|E(j \omega)|^{2} d \omega\right\}^{\frac{1}{2}} \tag{3}
\end{equation*}
$$

The $\mathrm{H}_{2}$ norm can also be represented in time domain as follows:

$$
\begin{equation*}
\|e\|_{2}=\left\{\int_{0}^{\infty}\left|y(\tau)-y_{r}(\tau)\right|^{2} d \tau\right\}^{\frac{1}{2}} \tag{4}
\end{equation*}
$$

where $\mathrm{y}(\tau)$ and $\mathrm{y}_{\mathrm{r}}(\tau)$ are the impulse responses of the original model and the reduced order model respectively.

Classical early model reduction techniques are summarized in [1]. The classical approach to model reduction dealt only with eigenvalues. However, in 1981, Moore published a paper presenting a revolutionary way of looking at model reduction by showing that the ideal platform to work from is that when all states are as controllable as they are observable [2]. This gave birth to "Balanced Model Reduction", where the concept of dominance is no longer associated with eigenvalues, but rather with the degree of controllability and observability of a given state. However, Moore's approach still suffered from steady state errors [1].

Hankel-norm reduction [3-6] on the other hand is optimal. It has a closed form solution and is computationally simple employing standard matrix software [1].

The balanced model reduction realizations and the optimal Hankel-norm approximations changed the status of model reduction dramatically. Those two techniques made it possible to predict the error between the frequency responses of the full and the reduced order models [1].

Modern $\mathrm{H}_{2}$ model reduction was studied in [7-14], for earlier classical least squares model reduction, see ([1] and
references therein). Hyland et al. [7] used optimal projection to derive $\mathrm{H}_{2}$ reduced models. Yan et al. [8] proposed an $\mathrm{H}_{2}$ optimal model reduction approach that uses orthogonal projections to reduce the $\mathrm{H}_{2}$ cost over the stiefel manifold so that the stability of the reduced order model is assured.

Assunção et al. [9-10] addressed the $\mathrm{H}_{2}$ and $\mathrm{H}_{\infty}$ model reduction problems for uncertain discrete time systems with convex bounded uncertainties [9] and proposed a branch and bound algorithm to solve the $\mathrm{H}_{2}$ norm model reduction problem for continuous time linear systems [10].

In 2001, Huang et al. [11] proposed a globally convergent $\mathrm{H}_{2}$ model reduction algorithm in the form of an ordinary differential equation. Then, in 2002, Marmorat et al. [12] proposed an $\mathrm{H}_{2}$ approximation approach using shur parameters. An $\mathrm{H}_{2}$ optimal model reduction case study is given in [13].

More recently, in 2007, Beattie et al. [14] proposed an $\mathrm{H}_{2}$ model reduction technique, based on Krylov method, suitable for dynamical systems with large dimension.

Model Reduction with Time-Delay was studied in [15] where a procedure for approximating a high-order system with a rational transfer function by a low-order system with a rational transfer function together with a pure time delay. The procedure introduced a delay into the system output and computed the low-order transfer function using truncation of a certain balanced realization.

The main problem with the above analytical optimization techniques is that they result in non-linear equations in the parameters of the reduced order model. In order to solve those non-linear equations, one will have to go through computationally demanding iterative minimization algorithms, that suffer from many problems such as the choice of starting guesses, convergence, and multiple local minima, not to mention the huge amount of time it demand to reach a solution [1].

## II. Particle Swarm Optimization

Researchers observed that some living creatures tend to perform swarming behavior. Examples of swarms include flocks of birds, schools of fish, herds of animals, and colonies of bacteria. Such a corporative behavior has certain advantages as avoiding predators and increasing the chance of finding food, but it requires communication and coordinated decision making [16-25].

Particle Swarm Optimization simulates the behavior of bird flocking. When a group of birds are randomly searching food in an area, that has only one piece of food, all birds have no idea where the food is, but rather know how far the food is in each iteration; and thus tend to follow the bird that is nearest to the food.

Similarly, in PSO, each single solution is a particle (bird) in the search space. All particles have fitness values evaluated by the fitness function to be optimized, and have velocities which direct the flying of the particles.

The PSO algorithm is simple in concept, easy to implement and computationally efficient. The procedure for implementing a PSO is as follows [16]:

1. Initialize a population of particles with random positions and velocities on D dimensions in the problem space.
2. For each particle, evaluate the desired optimization fitness function in D variables.
3. Compare particles fitness evaluation with pbest. If current value is better than pbest, then set pbest equal to the current value, and $p_{i}$ equals to the current position $x_{i}$ in Ddimensional space. Where pbest is the best fitness value a particle has achieved so far.
4. Identify the particle in the neighborhood with the best success so far, and assign its position to the variable $G$ and its fitness value to variable gbest.
5. Change the velocity and position of the particle according to the bellow equations [25]:

$$
\begin{align*}
v_{i}(k+1)= & \emptyset v_{i}(k)+c_{1} \gamma_{1 i}\left(p_{i}-x_{i}(k)\right) \\
& +c_{2} \gamma_{2 i}\left(G-x_{i}(k)\right)  \tag{5}\\
x_{i}(k+1)= & x_{i}(k)+v_{i}(k+1) \tag{6}
\end{align*}
$$

where:

| $i$ | is the particle index |
| :---: | :---: |
| $k$ | is the discrete time index |
| $v$ | is the velocity of the $i^{\text {th }}$ particle |
| $x$ | is the position of the $i^{\text {th }}$ particle |
| $p$ | is the best position found by the $i^{\text {th }}$ particle (personal best) |
| G | is the best position found by swarm (glob best, best of personal bests) |
| $\gamma_{1 i} \& \gamma_{2 i}$ | are random numbers on the interval [0, applied to the $i^{\text {th }}$ particle |
| $\emptyset$ | is the inertial weight function |
| \& | are acceleration constants |

6. Loop to step 2 until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations.

A decreasing inertial weight $\emptyset$ of the following form is used in the PSO approach:

$$
\begin{equation*}
\emptyset=w_{i}+\left(w_{f}-w_{i}\right) \frac{k-1}{N-1} \tag{7}
\end{equation*}
$$

where $w_{i}$ and $w_{f}$ are the initial and final inertial weights respectively, k is the current iteration (epoch) and N is the iteration (epoch) when the inertial weight should reach its final value [25]. The decreasing inertial weight is known to improve the PSO performance.

## III. Previous Studies

Model reduction has caught the attention of many researchers in the past few decades. However, most of the existing work relies on tedious analytical solution methods. Some work has been done on $\mathrm{H}_{2}$ model reduction with time-
delay using Genetic Algorithms whereas no work at all has been done on $\mathrm{H}_{2}$ model reduction with time-delay using Particle Swarm Optimization.

Yang et al. [26] proposed a GA based $\mathrm{H}_{2}$ Norm model reduction approach for SISO continuous time systems that introduces time delay into the reduced order model.

Given an $n^{\text {th }}$ order SISO time delay system with transfer function:

$$
\begin{equation*}
G(s)=\frac{\beta_{1} s^{m-1}+\beta_{2} s^{m-2}+\cdots+\beta_{m}}{s^{n}+\alpha_{1} s^{n-1}+\alpha_{2} s^{n-2}+\cdots+\alpha_{n}} \exp (-\tau s) \tag{8}
\end{equation*}
$$

where its rational part is stable and strictly proper, they tried to find a strictly proper $1^{\text {th }}$ order reduced model with the time delay:
$\tilde{G}(s)= \begin{cases}\frac{d_{1} s^{k-1}+d_{2} s^{k-2}+\cdots+d_{k}}{\prod_{i=1}^{\left(\frac{l}{2}\right)}\left(s^{2}+a_{i} s+b_{i}\right)} \exp (-T s) & \text { (l even) } \\ \frac{d_{1} s^{k-1}+d_{2} s^{k-2}+\cdots+d_{k}}{\prod_{i=1}^{\left(\frac{l}{2}\right)}\left(s^{2}+a_{i} s+b_{i}\right) \cdot(s+c)} \exp (-T s) & \text { (l odd) }\end{cases}$
Their cost function was defined as:

$$
\begin{equation*}
V=\int_{-\infty}^{+\infty}|\{G(j \omega)-\tilde{G}(j \omega)\} W(j \omega)|^{2} d \omega \tag{10}
\end{equation*}
$$

where $W(j \omega)$ is a frequency weighing function introduced to obtain better approximation over a pre-specified frequency range.

## IV. Simulation and Results

Yang et al. [26] used the following $6^{\text {th }}$ order academic example from [15] to test their GA approach:

$$
\begin{equation*}
G(s)=\frac{s^{4}-20 s^{3}+180 s^{2}-840 s+1680}{s^{6}+22.5 s^{5}+231 s^{4}+1310 s^{3}+3960 s^{2}+5040 s+1680} \tag{11}
\end{equation*}
$$

Yang, Hachino and Tsuji reduced the above system into $1^{\text {st }}$ order, $2^{\text {nd }}$ order, $3^{\text {rd }}$ order, and $4^{\text {th }}$ order systems with time delay, and resulted with the following transfer functions respectively:
The $1^{\text {st }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{1}(s)=e^{-1.2654 s} * \frac{0.37279}{s+0.36011} \tag{12}
\end{equation*}
$$

The $2{ }^{\text {nd }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{2}(s)=e^{-0.96755 s} * \frac{-0.00029434 s+0.91327}{s^{2}+2.2827 s+0.91490} \tag{13}
\end{equation*}
$$

The $3^{\text {rd }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{3}(s)=e^{-0.66144 s} * \frac{0.000016679 s^{2}-0.73837 s+4.5827}{\left(s^{2}+3.5884 s+1.5133\right)(s+3.0262)} \tag{14}
\end{equation*}
$$

The $4^{\text {th }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{4}(s)=e^{-0.34760 s} * \frac{-0.0016844 s^{3}+0.87950 s^{2}-6.8437 s+21.542}{\left(s^{2}+2.3031 s+0.90710\right)\left(s^{2}+6.8039 s+23.716\right)} \tag{15}
\end{equation*}
$$

Using PSO with the following settings we obtained the $1^{\text {st }}$ order, $2^{\text {nd }}$ order, $3^{\text {rd }}$ order, and $4^{\text {th }}$ order reduced order models of the same $6^{\text {th }}$ order system:

| Swarm size | $=$ | 100 |
| :--- | :--- | :--- |
| Maximum Velocity | $=$ | 4 |
| Acceleration Const. $c_{1}$ | $=$ | 2 |
| Acceleration Const. $c_{2}$ | $=$ | 2 |
| Initial inertia weight | $=$ | 0.9 |
| Final inertia weight | $=$ | 0.1 |

Epoch when inertial weight at final value $=10,000$
The $\mathrm{H}_{2}$ fitness function defined in (4) was computed using trapezoidal integration to perform the reduction in PSO.

The $1^{\text {st }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{1}(s)=e^{-1.28 s} * \frac{0.3459}{s+0.3045} \tag{16}
\end{equation*}
$$

The $2^{\text {nd }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{2}(s)=e^{-s} * \frac{-0.02225 s+0.9308}{s^{2}+2.3214 s+0.9363} \tag{17}
\end{equation*}
$$

The $3{ }^{\text {rd }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{3}(s)=e^{-0.67 s} * \frac{-0.01081 s^{2}-0.6451 s+4.37}{s^{3}+6.32 s^{2}+11.88 s+4.339} \tag{18}
\end{equation*}
$$

The $4^{\text {th }}$ order reduced order model:

$$
\begin{equation*}
\tilde{G}_{4}(s)=e^{-0.35 s} * \frac{-0.007101 s^{3}+0.7993 s^{2}-6.462 s+20.4}{s^{4}+8.551 s^{3}+38.48 s^{2}+57.38 s+20.5} \tag{19}
\end{equation*}
$$

Table I compares the $\mathrm{H}_{2}$ Norms of the above eight reduced order models:

TABLE I. $\quad \mathrm{H}_{2}$ Norm of Reduced Models

|  | $\mathbf{1}^{\text {st }}$ order | $\mathbf{2}^{\text {nd }}$ order | $\mathbf{3}^{\text {rd }}$ order | $\mathbf{4}^{\text {th }}$ order |
| :---: | :---: | :---: | :---: | :---: |
| Yang et <br> al.'s GA <br> Approach | $1.0330 \times 10^{-1}$ | $1.8286 \times 10^{-2}$ | $1.3084 \times 10^{-2}$ | $8.5880 \times 10^{-3}$ |
| Proposed <br> PSO <br> Approach | $9.9326 \times 10^{-2}$ | $1.8094 \times 10^{-2}$ | $1.2937 \times 10^{-2}$ | $8.2235 \times 10^{-3}$ |

Table I proves that the proposed PSO approach yields better results than Yang et al.'s proposed GA approach. Figures 1 to 12 show the impulse responses, step responses, and frequency responses of the eight reduced order models in comparison to the original $6^{\text {th }}$ order system.


Figure 1. $1^{\text {st }}$ order ROMs Impulse Responses.


Figure 2. $1^{\text {st }}$ order ROMs Step Responses.


Figure 3. $1^{\text {st }}$ order ROMs Frequency Responses.


Figure 4. $2^{\text {nd }}$ order ROMs Impulse Responses.


Figure 5. $2^{\text {nd }}$ order ROMs Step Responses.


Figure 6. $2^{\text {nd }}$ order ROMs Frequency Responses


Figure 7. $3^{\text {rd }}$ order ROMs Impulse Responses.


Figure 8. $3^{\text {rd }}$ order ROMs Step Responses.


Figure 9. $3^{\text {rd }}$ order ROMs Frequency Responses


Figure 10. $4^{\text {th }}$ order ROMs Impulse Responses.


Figure 11. $4^{\text {th }}$ order ROMs Step Responses.


Figure 12. $4^{\text {th }}$ order ROMs Frequency Responses.

From Figures 1 to 12, it is noted that the $4^{\text {th }}$ order reduced model provides the best approximation to the original system amongst all the reduced order models. It is also shown in figure 3 from the Bode plot of the $1^{\text {st }}$ order reduced model that the approximating error is quite large at low frequencies.

## CONCLUSION

Particle Swarm Optimization proved to be a very strong optimization tool in the past few decades. In this paper PSO was used to find optimum reduced models for complex high
order SISO models using $\mathrm{H}_{2}$ norm with time-delay. The PSO results were compared to the GA results of previous authors. PSO was found to outperform the GA resulting in better norms.
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#### Abstract

A power system operation at minimum cost is no longer the only criterion for electrical power dispatch. Combined economic emission dispatch problem is obtained by considering both the economy and emission objectives with required constraints. This problem can be solving optimization techniques. Many optimization techniques are slow for such complex optimization tasks and are not suitable for on-line use. This paper presents an optimization algorithm, for solving security constrained combined economic emission dispatch problem, through the application of programming method. The proposed method has been tested on IEEE 30-bus test system and found to be suitable for on-line combined economic emission dispatch.


Index Terms-Economic dispatch, emission dispatch, combined economic emission dispatch.

## I. INTRODUCTION

ECONOMIC load dispatch is one of the main functions electrical power management system [1]. Electrical power system operation should be characterized by security, reliability and economy. The main objective of economic load dispatch (ELD) is to minimize the fuel cost while satisfying the required equality and inequality constraints.

Nowadays, a large part of energy production is done with thermal sources. Thermal electrical power generating is one of the most important sources of carbon dioxide $\left(\mathrm{CO}_{2}\right)$, sulfur dioxide $\left(\mathrm{SO}_{2}\right)$ and nitrogen oxides $\left(\mathrm{NO}_{\mathrm{x}}\right)$ which create atmospheric pollution [2]. Emission control has received increasing attention owing to increased concern over environmental pollution caused by fossil based generating units and the enforcement of environmental regulations in recent years [3]. Numerous studies have emphasized the importance of controlling pollution in electrical power systems [4-14].

Which is the best for optimal solution? Economic load dispatch (ELD), emission dispatch (ED) or combined economic emission dispatch (CEED). To find the correct answer to this question, a good power management strategy is required. Several optimization techniques such as lambda iteration, linear programming (LP), non-linear programming (NLP), quadratic programming (QP) and interior point method (IPM) are employed for solving the security constrained economic dispatch and unit commitment problem [15]. Among these
methods, the lambda iteration method has been applied in many software packages due to its ease of implementation and used by power utilities for ELD [16]. Most of the time, alone lambda method does not find optimal solution because of power system constraints. Therefore, the lambda method is used in conjunction with other optimization techniques.

The solution of ELD problem using genetic algorithm required large number of iterations/generations when the power system has large number of units. In order to minimize the number of generations and avoid the loss of useful chromosome for further generation micro genetic algorithm (MGA) was developed [17].

Combined economic and emission dispatch (CEED) has been proposed in the field of power generation dispatch, which simultaneously minimizes both fuel cost and pollutant emissions. When the emission is minimized the fuel cost may be unacceptably high or when the fuel cost is minimized the emission may be high.

In literature as environmental economic dispatch or economic emission dispatch, many algorithms are used to solve CEED problem. Literature [18] proposed a cooling mutation technique in EP algorithm to solve CEED problem for nine units system. Literature [19] validated EP algorithm to solve optimal power flow problem with quadratic and sine component cost functions.

Proposed methods in [20, 21] convert a multiobjective problem into a single objective problem by assigning different weights to each objective. This allows a simpler minimization process but does require the knowledge of the relative importance of each objective and the explicit relationship between the objectives usually does not exist.

In this study two objectives considered are minimizing both fuel cost and environmental impact of emission by using programming based algorithm.

## II. Problem Formulation

## A. Economic Dispatch

The ELD problem is to find the optimal combination of power generation that minimizes the total fuel cost while satisfying the total demand and power system constraints. The fuel costs for power generation units should be defined. The total fuel cost function of ELD problem is defined as follows:

$$
\begin{align*}
& F_{T}=\sum_{i=1}^{n} f_{i}\left(P_{i}\right)=\sum_{i=1}^{n}\left(a_{i} P_{i}^{2}+b_{i} P_{i}+c_{i}\right)  \tag{1}\\
& F_{T}=F_{1}+F_{2}+\ldots .+F_{K}=\sum_{i=1}^{n} F_{i}  \tag{2}\\
& P_{T}=P_{1}+P_{2}+\ldots+P_{K}=\sum_{i=1}^{n} P_{i} \tag{3}
\end{align*}
$$

where $f_{i}\left(P_{i}\right)$ is the cost of $i$ th generator in $\$ / \mathrm{h} ; P_{i}$ is the power output of generator $i$ in MW; $a_{i}, b_{i}$ and $c_{i}$ are the cost coefficients of the $i$ th generator.

The total fuel cost function including valve point loading of ELD problem is defined as follows:

$$
\begin{equation*}
F_{T}=\sum_{i=1}^{n}\left(\left(a_{i} P_{i}^{2}+b_{i} P_{i}+c_{i}\right)+\left|d_{i} \sin \left(e_{i}\left(P_{i . \min }-P_{i}\right)\right)\right|\right) \tag{4}
\end{equation*}
$$

where $F_{T}$ is the total fuel cost of electrical power generation in $\$ / \mathrm{h} ; P_{i . \text { min }}$ is min. power constraint for $i$ th unit in MW; $d, e$ are the fuel cost coefficients of the ith generating unit reflecting the valve-point effect.

## B. Emission Dispatch

The solution of ELD problem will give the amount of active power to be generated by different units at a minimum fuel cost for a particular demand. But the amount of emission or is not considered in pure ELD problem. The amount of emission from a fossil-based thermal generator unit depends on the amount of power generated by the unit. Total emission generated also can be approximated as sum of a quadratic function and an exponential function (5) of the active power output of the generators. The emission dispatch problem can be described as the optimization of total amount of emission release defined by as:

$$
\begin{equation*}
E_{T}=\sum_{i=1}^{n}\left(\left(\alpha_{i} P_{i}^{2}+\beta_{i} P_{i}+\gamma_{i}\right)+\xi \exp \left(\zeta_{i} P_{i}\right)\right) \tag{5}
\end{equation*}
$$

where $E_{T}$ is total amount of emission $(\mathrm{lb} / \mathrm{h}) ; \alpha_{i}, \beta_{i}, \gamma_{i}, \xi_{i}$ and $\zeta_{i}$ are coefficient of generator emission characteristics.

The total emissions of $\mathrm{SO}_{2}, \mathrm{CO}_{2}$ and $\mathrm{NO}_{\mathrm{x}}$ are represented as follows:

$$
\begin{align*}
& E_{\mathrm{SO}_{2}}=\sum_{i=1}^{n} E_{\mathrm{SO}_{2} i}=\sum_{i=1}^{n}\left(\alpha_{\mathrm{SO}_{2} i} P_{i}^{2}+\beta_{\mathrm{SO}_{2} i} P_{i}+\gamma_{\mathrm{SO}_{2} i}\right)  \tag{6}\\
& E_{\mathrm{CO}_{2}}=\sum_{i=1}^{n} E_{\mathrm{CO}_{2} i}=\sum_{i=1}^{n}\left(\alpha_{\mathrm{CO}_{2} i} P_{i}^{2}+\beta_{\mathrm{CO}_{2} i} P_{i}+\gamma_{\mathrm{CO}_{2} i}\right)  \tag{7}\\
& E_{\mathrm{NO}_{X}}=\sum_{i=1}^{n} E_{\mathrm{NO}_{X} i}=\sum_{i=1}^{n}\left(\alpha_{\mathrm{NO}_{X} i} P_{i}^{2}+\beta_{\mathrm{NO}_{X} i} P_{i}+\gamma_{\mathrm{NO}_{X} i}\right) \tag{8}
\end{align*}
$$

## C. Combined Economic and Emission Dispatch

The economic dispatch and emission dispatch are two different problems. Emission dispatch can be included in conventional economic load dispatch problems by the addition of emission cost to the normal dispatch cost. In this method different types of emissions are modeled as a cost in addition to the fuel cost. Actually, CEED problem have two objectives. But CEED can be converted into single objective optimization
problem by introducing a price penalty factor $h(\$ / \mathrm{lb})$ as follows:

$$
\begin{equation*}
h=\frac{F_{T}\left(P_{i, \text { max }}\right) / P_{i, \text { max }}}{E_{T}\left(P_{i . \max }\right) / P_{i . \max }} \tag{9}
\end{equation*}
$$

where $P_{i \text {.max }}$ is max. power constraint for $i$ th unit in MW.
Minimize $\phi_{T}=F_{T}(P)+h . E_{T}(P)$
where $\phi_{T}$ is the total operational cost of the system subject to the required constraints.
Minimize $\phi_{T}=w_{1} \cdot F_{T}(P)+w_{2} \cdot h \cdot E_{T}(P)$
where $w_{1}$ and $w_{2}$ are weight factors. The weight factors $w_{1}$ and $w_{2}$ have many implications. For $w_{1}=1$ and $w_{2}=0$ the solution will yield results for pure economic dispatch. For $w_{1}=0$ and $w_{2}=1$. results for pure emission dispatch and for $w_{1}=w_{2}=1$ results for combined economic emission dispatch can be obtained. The problem can be formulated other form [3, 22] as:

$$
\begin{equation*}
\phi_{T}=w \cdot F_{T}(P)+(1-w) \cdot h \cdot E_{T}(P) \tag{12}
\end{equation*}
$$

## D. Equality constraint

$$
\begin{equation*}
\sum_{i=1}^{n} P_{i}-P_{D}-P_{L}=0 \tag{13}
\end{equation*}
$$

where $P_{D}$ is the total power demand and $P_{L}$ is the total transmission loss.

The transmission loss $P_{L}$ can be calculated by using $B$ matrix technique and is defined by as:

$$
\begin{equation*}
P_{L}=\sum_{i=1}^{n} \sum_{j=1}^{n} P_{i} B_{i j} P_{j} \tag{14}
\end{equation*}
$$

where $B_{i j}$ 's are the elements of loss coefficient matrix $B$.

## E. Inequality constraints

The cost is minimized with the following generator capacities and active power balance constraints as;

$$
\begin{equation*}
P_{i . \min } \leq P_{i} \leq P_{i . \max } \tag{15}
\end{equation*}
$$

where, $P_{\text {i.min }}$ and $P_{i . m a x}$ are the minimum and maximum power generation by $i$ th unit respectively.

$$
\begin{equation*}
P_{m} \leq P_{m \cdot \max } \quad m=1, \ldots n l \tag{16}
\end{equation*}
$$

where $P_{m}$ is magnitude of the line flow in $m$ th line, $n l$ is number of lines.

## III. Proposed Algorithm for Combined Economic and Emission Dispatch

Mathematical calculations and comparisons to be done very quickly with Delphi, that's why the proposed algorithm in this paper is written in Delphi programming language.

At first power system data and required constraint must be entered into the program. ELD and ED are solved separately. Suitable generating unit's powers are leaved the total demand power after making the ELD and ED. According to the rest of total demand power, ELD and ED are made solution. When the total power demand and required constraints are suitable for all power system, CEED is done. The total fuel cost and emission are calculated with together in CEED step. When the
convergence is done the problem will be solved. There is a convergence on the change of circumstances of cost increase or cost decrease. Then, generating unit's powers are saved.


Fig. 1. Flowchart for the proposed CEED method

## IV. Simulation Results and Discussion

The proposed combined economic and emission dispatch (PCEED) was solved for IEEE 30 bus and 6 generating unit system.

The cost coefficients and power generation limits for the test system are given in Table I. The $\mathrm{NO}_{\mathrm{x}}$ emission coefficients are given in Table II. Test system data are taken from [23].

## TABLE I

Generator cost coefficients for IEEE 30 bus system

| Unit | $a$ | $b$ | $c$ | $d$ | $e$ | $P_{\min }$ | $P_{\max }$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 100 | 200 | 10 | 15 | 6,283 | 0,05 | 0,5 |
| 2 | 120 | 150 | 10 | 10 | 8,976 | 0,05 | 0,6 |
| 3 | 40 | 180 | 20 | 10 | 14,784 | 0,05 | 1 |
| 4 | 60 | 100 | 10 | 5 | 20,944 | 0,05 | 1,2 |
| 5 | 40 | 180 | 20 | 5 | 25,133 | 0,05 | 1 |
| 6 | 100 | 150 | 10 | 5 | 18,48 | 0,05 | 0,6 |

Table II
Generator emission coefficients for IEEE 30 bus system

| Unit | $\alpha$ | $\beta$ | $\gamma$ | $\xi$ | $\zeta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 6,490 | $-5,554$ | 4,091 | $2,0 \mathrm{e}^{-4}$ | 2,857 |
| 2 | 5,638 | $-6,047$ | 2,543 | $5,0 \mathrm{e}^{-4}$ | 3,333 |
| 3 | 4,586 | $-5,094$ | 4,258 | $1,0 \mathrm{e}^{-6}$ | 8,000 |
| 4 | 3,380 | $-3,550$ | 5,326 | $2,0 \mathrm{e}^{-3}$ | 2,000 |
| 5 | 4,586 | $-5,094$ | 4,258 | $1,0 \mathrm{e}^{-6}$ | 8,000 |
| 6 | 5,151 | $-5,555$ | 6,131 | $1,0 \mathrm{e}^{-5}$ | 6,667 |

Table III
Results of best fuel cost for the PCEED and 3 approaches

| Unit | PCEED | $[23]$ | $[29]$ | $[30]$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0,1098 | 0,1281 | 0,1086 | 0,1168 |
| 2 | 0,2998 | 0,2702 | 0,3056 | 0,3165 |
| 3 | 0,5244 | 0,5552 | 0,5818 | 0,5441 |
| 4 | 1,0160 | 1,0053 | 0,9846 | 0,9447 |
| 5 | 0,5240 | 0,4544 | 0,5288 | 0,5498 |
| 6 | 0,3598 | 0,4453 | 0,3584 | 0,3964 |
| Best Cost | $\mathbf{6 0 0 , 1 8}$ | 606,66 | 607,807 | 608,245 |
| Emission | 0,2537 | 0,2207 | 0,22015 | $\mathbf{0 , 2 1 6 6 4}$ |

Table IV
Results of best emission for the PCEED and 3 approaches

| Unit | PCEED | $[23]$ | $[29]$ | $[30]$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0,3918 | 0,3713 | 0,4043 | 0,4113 |
| 2 | 0,4603 | 0,4665 | 0,4525 | 0,4591 |
| 3 | 0,5252 | 0,5642 | 0,5525 | 0,5117 |
| 4 | 0,3810 | 0,3650 | 0,4079 | 0,3724 |
| 5 | 0,5467 | 0,5223 | 0,5468 | 0,5810 |
| 6 | 0,5528 | 0,5783 | 0,5005 | 0,5304 |
| Cost | $\mathbf{6 4 4 , 4 0}$ | 648,01 | 642,603 | 647,251 |
| Best Emis. | 0,2125 | 0,1945 | $\mathbf{0 , 1 9 4 2 2}$ | 0,19432 |

Table V
CEED solutions

| Unit | PCEED | $[23]$ | $[29]$ | $[30]$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0,2245 | 0,17613 | 0,2594 | 0,2699 |
| 2 | 0,3324 | 0,28188 | 0,3848 | 0,3885 |
| 3 | 0,5682 | 0,54079 | 0,5645 | 0,5645 |
| 4 | 0,7066 | 0,76963 | 0,7030 | 0,6570 |
| 5 | 0,5917 | 0,65019 | 0,5431 | 0,5441 |
| 6 | 0,4269 | 0,44569 | 0,4091 | 0,4398 |
| Cost | $\mathbf{6 1 1 , 6 3 5}$ | 612,35 | 616,069 | 618,686 |
| Emission | 0,22915 | 0,20742 | 0,20118 | $\mathbf{0 , 1 9 9 4 0}$ |

The fuel costs of PCEED are found to be better than other methods which are shown in Table III, IV and V. The maximum differences between the PCEED fuel costs with the other method's costs are $8.065,3.61$ and 7.051 respectively. But the emission is not the best. The differences between the best emissions with PCEED are $0.03706,0.01828$ and 0.02975 respectively. PCEED solutions for IEEE 30 bus test system are given in Fig. 2.

The PCEED method is used to simulate the cases on an Intel (R) Core (TM) 2 Duo T7300 2GHz laptop computer with 1 GB RAM. Computation time is only about 0.6 s .


Fig. 2. PCEED solutions for IEEE 30 bus test system

## V. CONCLUSION

The proposed multiobjective computer programming based algorithm has been developed to solve CEED problem. The performance of the proposed algorithm is demonstrated for IEEE 30 bus, 6 unit test system. The performance of proposed algorithm is compared with literature [23, 29 and 30]. The results showed that the PCEED method is well suited for obtaining minimum fuel cost. The differences between the emissions are not very important values. Calculation time of the PCEED algorithm is very less according to genetic algorithm and neural network applications in literature. As a result, PCEED algorithm is acceptable and applicable for CEED problem solution.
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#### Abstract

Nowadays, the development of mobile communications and the miniaturization of radio frequency transceivers are experiencing an exponential growth, hence increasing the need for small and low profile antennas. As a result, new antennas have to be developed to provide larger bandwidth and this, within small dimensions. The challenge which arises is that the gain and bandwidth performances of an antenna are directly related to its dimensions. The objective is to to find the best geometry and structure giving best performance while maintain the overall size of the antenna small.

This paper presents the bandwidth optimization of a PIFA (Planar Inverted-F Antenna) antenna in order to achieve an optimal bandwidth in the 2 GHz band, using optimization techniques based upon Genetic Algorithms (GA). This work involves the Binary Coded Genetic Algorithms (BCGA) as the main optimization engine and the Real Coded Genetic Algorithms (RCGA) as an alternative. The optimization process has been enhanced by using a Hybrid Genetic Algorithm by Clustering. The different PIFA models are evaluated using the finite-difference time domain (FDTD) method.


## I. INTRODUCTION

The Planar Inverted-F Antenna (PIFA) is the most widely used antenna owing to its low profile, ease of fabrication, and high efficiency. PIFAs are nowadays being experimented for Multiple Input Multiple Output (MIMO) antenna arrays as well [1]. High gain of antennas, which is an important characteristic, may be attained through proper design and structure. However, there are many constraints, like the overall size, that prevent engineers from designing such antennas. To achieve optimal performance from the antenna, the geometry has to be optimized. This work describes the performance evaluation and optimization of the PIFA antenna via Modeling methods and Optimization techniques.

## A. Modeling methods

A variety of three-dimensional full-wave methods are available for electromagnetic propagation in space. Of these, three particular methods have become the most popular:

- the Finite Element Method (FEM)
- the Transmission Line Matrix (TLM)
- the Finite Difference Time Domain (FDTD) method

The application of these methods requires the use of powerful computers and delivers good approximation of electric and magnetic field propagation. To evaluate the performance of the antenna and observe the three-dimensional propagation of the electric and magnetic fields, the FDTD method was used.

## B. Optimization techniques

Traditional optimization techniques can be classified into two distinct groups: direct and gradient-based methods [2]. Direct search methods use only objective function and constraint values to guide the search strategy, whereas gradient-based methods use the first and second-order derivatives of the objective function and constraints to guide the search process. Since derivative information is not used, the direct search methods are usually slow, requiring many function evaluations for convergence. For the same reason, they can also be applied to many problems without a major change of the algorithm. On the other hand, gradient-based methods quickly converge to an optimal solution, but are not efficient in non-differentiable or discontinuous problems.

Because of the nonlinearities and complex interactions among problem variables, the search space may have more than one optimal solution. When solving these problems, there is no escape if traditional methods get attracted to any of these locally optimal solutions.

The technique which can fortunately alleviate some of the above difficulties is the Genetic Algorithm (GA) technique which can constitute an efficient optimization tool. In this work, the GA used has also been modified for fitness evaluation by clustering.

## II. Methodology

The method used in this work involves the modeling of the PIFA using the FDTD technique whereby bandwidth of the antenna is calculated. The bandwidth is optimized by varying parameters in the antenna and then allowing the optimization tool to converge to the optimal solution, that is, the best bandwidth performance. Further experimentation has been done to analyze the convergence towards the best solution.

## A. Implementation of FDTD

FDTD starts by discretizing a three-dimensional space into rectangular cells, which are called Yee Lattice [3]. The Yee lattice is specially designed to solve vector electromagnetic field problems on a rectilinear grid. The grid is assumed to be uniformly spaced, with each cell having edge lengths $\Delta x, \Delta y$ and $\Delta z$. Fig. 1 shows the positions of fields within a Yee cell.


Fig. 1 An FDTD cell or Yee cell showing the positions of electric and magnetic field components

Every $\mathbf{E}$ component is surrounded by four circulating $\mathbf{H}$ components. Likewise, every $\mathbf{H}$ component is surrounded by four circulating $\mathbf{E}$ components. In this way, the curl operations in Maxwell's equations can be performed efficiently.

Arrays must be used to represent the discrete space into a high-level programming language. One-dimensional space is represented by a 1D array, similarly 2D and 3D discrete spaces are represented by 2D and 3D arrays respectively. However, the discrete fields must satisfy Gauss's laws to avoid spurious charge which can corrupt the solution [4].

The cell size is an important aspect of FDTD. It has to be properly chosen for the well-running of the simulation. A wrongly chosen cell size may cause the simulation to display rough and imprecise curves. The cell size is usually determined by calculations involving the frequency of the excitation pulse. In this project, frequencies in the 2 GHz band are studied and since no dielectric has been used, the velocity of the propagating waves has been chosen to be the same as the velocity of free-space that is $300,000 \mathrm{~km} / \mathrm{s}$. In accordance to the wavelength used, a cell size of 2 mm has been used in this work for better resolution of the simulated fields.

## 1) FDTD onto PIFA

After having discretized the computational space and time, the FDTD has to be applied to the PIFA in order to simulate the propagating $\mathbf{E}$-fields and $\mathbf{H}$-fields. The structure of the PIFA varies according to the different context in which it is used. This work deals only with the basic geometry of a

PIFA which normally consists of a ground plate, a radiating plate and a feeding wire.

To excite the PIFA with a wide range of frequencies, a Gaussian pulse implemented as soft source has been used as the excitation source. The source is represented by the feeding wire of the PIFA. The structure to be modeled is shown in Fig. 2 below.


Fig. 2 Geometry of the PIFA to be modeled

## 2) Absorbing Boundary Condition

Various absorbing boundary conditions have been used for truncating the FDTD mesh in this project, and among those, the Higdon boundary condition, the Dispersive boundary condition and the Mur's second-order boundary condition provide minimal reflection. However the Higdon boundary and Dispersive boundary do not provide significant attenuation over the frequency range of interest. Thus, because of its effectiveness, the Mur's second order boundary condition has been used in this work.

## 3) Voltage Standing Wave Ratio

The Voltage Standing Wave Ratio (VSWR) is the key to obtaining the bandwidth of the PIFA and thus, the key to achieve the objective of this project. In order to obtain the VSWR, the input impedance of the PIFA has first to be determined. The generalized input or line impedance can be simply calculated using the line voltage and current at a fixed point on the transmission line. These are obtained by Fourier transforming the time-dependent voltages and currents. Using the input impedance calculated, the $S_{11}$ parameter can be evaluated and consequently the VSWR is calculated as

$$
\begin{equation*}
V S W R=\frac{1+\left|S_{11}\right|}{1-\left|S_{11}\right|} \tag{1}
\end{equation*}
$$

## 4) Performance evaluation

VSWR is calculated for several frequencies in the 2 GHz band, ranging from 1.9 GHz to 2.5 GHz . A graph of VSWR against frequencies can be plotted to observe the parabolic shape of the curve. The performance of the antenna is then evaluated by determining the bandwidth from the range of frequencies where the VSWR is less than 2, which is recommended by most telemetry applications.

## B. Implementation of the GA

GA is applied to the whole FDTD process which acts as the main component for the fitness evaluation. GA begins its search with a random set of solutions, analyses the solutions and selects the best ones to afterwards converge to the optimal solution, which will result to the best bandwidth performance. The set of solutions was first coded in binary string structures and Binary-Coded GA was used for this purpose. Then RealCoded GA was used for improvement in convergence and precision to the optimal solution. The GA was then modified to a hybrid version using Clustering technique.

## 1) Binary-Coded GA

The basic block of the genetic algorithm is the chromosome. Each chromosome is composed of genes described as a binary sequence of zeros and ones. Each gene is associated with a parameter to be optimized. For the PIFA dealt in this project, three parameters were used: the coordinates of the feeding wire, ' $\mathrm{f}_{\mathrm{x}}$ ' and ' $\mathrm{f}_{\mathrm{z}}$ ', and the height ' h ' of the radiating plate as shown in Fig. 2. For the parameters $f_{x}$ and $f_{z}$, only four discrete possible values were assigned to them and thus, only 2 bits were used to represent each of them. For the height h , only 1 bit was enough to quantify it as only two discrete possible values were assigned to it. Hence, 5 bits represent each chromosome associated with the PIFA and in any case, each chromosome describes a particular geometry.

The population strings are represented as shown in Fig. 3 below:


Fig. 3 Population string known as the chromosome
where $X_{i}$ is a binary digit ( 0 or 1 ) and $i$ taking values from 1 to 5. As illustrated in Fig. 3, the first 2 bits represent the parameter $f_{x}$, the next 2 bits the parameter $f_{z}$ and the last bit the height $h$ of the radiating plate.

The population used for the GA is of size 10 . Those 10 strings are chosen at random out of all the possible combinations of the parameters and form the population. Each string is then decoded and evaluated.

To start the GA simulation, the initial population is created at random, each string is evaluated and the three GA operators are used. The operators used are the proportionate selection reproduction operator, the single-point crossover operator with a probability of 1 and the bit-wise mutation operator with a probability of 0.01 .

Each string is decoded, mapped and evaluated. The evaluation process involves the FDTD method mentioned in the previous section. This explains the long simulation time of
this project: For each chromosome, the GA evaluates the fitness of the string by applying the FDTD method to evaluate the performance of the antenna with the predefined parameters $f_{x}, f_{z}$ and $h$. It should be noted that using all possible values for the parameters, the computational time to end up with an optimal solution may go up to months of simulation. Consequently, the parameters have been restricted to few discrete values, thus reducing the simulation time to 3 to 5 weeks depending on the processing speed of the computer.

## 2) Real-Coded GA

Handling continuous search space with binary coded GA has several difficulties. Real coded GA represents parameters without coding, which makes representation of the solutions very close to the natural formulation of many problems. Realworld optimization problems often involve a number of characteristics, which make them difficult to solve up to a required level of satisfaction [5]. After experimenting the BCGA, RCGA was experimented to compare the convergence and precision of the optimization process.

In RCGA, decision variables are used directly to form chromosome-like structure. Chromosome represents a solution and population is a collection of such solutions. The operators modify the population of the solution to create new one.

For implementing the RCGA in order to solve problems developed in this model, the following basic components are considered: Parameters of GA, Representation of chromosomes, Initialization of chromosomes, Evaluation of fitness function, Selection process, Genetic operators like crossover [6] and mutation [7].

The real-coded GA depends on some parameters like population size, maximum generation number, probability of crossover and probability of mutation. According to genetics, the probability of crossover is always greater than that of mutation. Generally, the probabilities of crossover and mutation are taken as 0.75 to 0.9 and 0.05 to 0.2 respectively.

## 3) Clustering GA

GA can sometimes get stuck on sub optimal solution without any progress to the real optimal solution. Previous work has shown that this might be caused by the fact that GA optimizes the whole population out of a whole search space. One of the possible solutions to this problem is to maintain a population size as large as possible. However, maintaining large population involve high cost to evaluate each individual. Therefore to reduce the cost of evaluation and accelerate the convergence the Hybrid Clustering GA [8] is applied in this work. Fig. 4 illustrates the concept behind the conventional GA and the modified clustered GA.


Fig. 4 Conventional GA vs. Clustered GA

As illustrated in Fig. 4, clustering is a simple method of grouping the population into several small groups, called as clusters [9]. The algorithm evaluates only one representative for each cluster. The fitness of other individuals are estimated from the representatives' fitness. Using this method, large population can be maintained with relatively less evaluation cost. One of the important factors to take into consideration for clustering is the similarity measure. This is commonly achieved using distance measures such as Euclidean distance, City block distance and Minkowski distance [10]. Computation of the distance is generally done using equation

$$
\begin{equation*}
d_{y}=d\left(X_{i}, X_{j}\right)=m \sqrt{\sum_{k=1}^{p}\left|x_{i k}-x_{j k}\right|^{m}} \tag{2}
\end{equation*}
$$

where $m=1, m=2$ and $m \geq 3$ for City block distance, Euclidean distance and Minkowski distance respectively.

There exist other clustering techniques namely the Hierarchical clustering, Overlapping clustering and Partitional clustering. A hybrid GA with clustering based on the k-means algorithms [11] from Partional clustering had been used in the presented work because of its applicability and flexibility of specifying the number of clusters required.

## III. EXPERIMENTAL RESULTS

A series of tests were carried out throughout the work to check whether the implementation of the FDTD was appropriate to evaluate the performance of the PIFA. These tests were carried out using different boundary conditions, different excitation pulses and different computational space size.

The PIFA was excited using a Gaussian waveform of frequency ranging from 1.9 GHz to 2.5 GHz . The feeding point, that is, the source location was varied by adjusting the parameters $f_{x}$ and $f_{z}$. The height of the radiating plate from the ground plate was also varied by changing the value of another parameter ' $h$ '.

The mesh was tested with various ABCs for comparison purposes. The Mur's Absorbing Boundary Condition has been observed to provide "reflection less" boundary over broad
spectrum and for all angles of incidence and polarization. Moreover, it achieves minimal in computational cost and memory requirement.

The FDTD mesh size was defined large enough for the waves to propagate smoothly. A very large mesh size would obviously give better approximation of the fields propagation since the reflection from the boundaries would be farther from the source. However, a very large mesh size would automatically increase the simulation time considerably.

The bandwidth was evaluated from the input impedance and different VSWR values obtained for the set of frequencies used. A graph of VSWR against frequencies, as shown in Fig. 7, is plotted to show how the bandwidth is obtained.


Fig. 7 Graph of VSWR v/s frequency

The BCGA and RCGA has shown to be very good optimization methods. However, it has been observed that both may get stuck to sub optimal solution. To improve the optimization engine, the hybrid GA by clustering was used. The distance from the representatives has been used in the clustered GA. The representative is evaluated and fitness of each representative is calculated. The fitness for the remaining individuals is calculated from the fitness of the representatives in proportion to their respective distance. Using the Euclidean distance as in equation (2) with $m=2$, the distance measure and fitness of remaining individuals can thus be estimated.

Table I shows the comparison of the different GA techniques used in this work after 100 iteration of the optimization. The experiment has been repeated 5 times. The figures in the table show that the conventional GAs may tend towards sub optimal zones and may also get stuck in the wrong zones. BCGA in this case has the worst results in terms of convergence to real optimal zone. RCGA comes to the second position with a significant improvement on the convergence while the hybrid GA by clustering is the clear winner and has proved to have better chance of converging to the optimal solution.

TABLE I
COMPARISON OF GAS OPTIMIZATION - 100 ITERATIONS

|  | BCGA | RCGA | Hybrid |
| ---: | ---: | ---: | ---: |
| 1 | 1.0000 | 1.0000 | 1.0000 |
| 2 | 0.9093 | 1.0000 | 1.0000 |
| 3 | 0.9093 | 1.0000 | 1.0000 |
| 4 | 1.0000 | 0.9996 | 1.0000 |
| 5 | 0.9093 | 1.0000 | 1.0000 |

## IV. CONCLUSION

## A. FDTD Outcome

The results show that at different positions of the feeding wire of the PIFA, different waveforms are generated and therefore different values of the input impedance and of the VSWR are obtained. The simulated results also show how the E-fields in between the radiating plate and the ground plate are highly concentrated and how they attenuate and fade out as they propagate in the surroundings.

The FDTD technique was found to be a very powerful tool for the analysis of electromagnetic propagation. However, the FDTD method is limited by the amount of computational memory storage required, which depends on the complexity of the problem structure. The total storage requirement for a given computation can be determined by considering that each three-dimensional FDTD cell requires six real number storage places for the six field components, and an additional large storage for the number of iterations.

## B. GA Outcome

The bandwidth obtained from the simulation is approximately 420 MHz . This is the optimal solution generated by the GA. The ground and radiating plates' dimensions were set to $50 \times 26 \mathrm{~mm}$ and $22 \times 14 \mathrm{~mm}$ respectively. The values of the parameters achieving this particular bandwidth are $f_{x}=3$ cells $(6 \mathrm{~mm}), \mathrm{f}_{\mathrm{z}}=3$ cells $(6 \mathrm{~mm})$ and $h=4$ cells ( 8 mm ). The results could be enhanced if the population size of the GA was bigger and if the number of discrete values used for the parameters were larger. However, as mentioned earlier, this would cause the simulation to last much longer.

The RCGA has proved to converge better to the optimal solution. However, owing to the large number of combination using real values, the RCGA took more time to simulate.

The Hybrid GA by clustering, on the other hand, has shown to converge faster to the optimal solution. Population size could be increased to some extent without affecting the performance of the optimization using the Hybrid GA by clustering.

## C. Improving Outcome

The FDTD simulation has been observed to take really very long before generating the required output. As such, most of the time is spent in the simulation and the future work regarding the FDTD is to optimize the FDTD logic such that processing is faster.

The BCGA has proved to be a very good optimizing tool and if used properly, it may serve to solve various problems of search and optimization. However, the optimization does not always converge to the optimal solution and sometimes get diverted to some other sub-optimal solution. RCGA on the other hand has proved to be a very good convergence tool. Coupled with the clustering method, the GA has shown to be a very powerful optimization tool.

The next step is to test the simulation and optimization using the following:

- Optimized FDTD technique.
- Real-Coded GA with different combination of operators.
- Binary String Fitness Characterization.
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# Artificial Neural Network Training Models in Prediction of Concrete Compressive Strength Using Euclidean Normalization Method 
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#### Abstract

Concrete is the most important material in civil engineering. The concrete compressive strength is a highly nonlinear function of ingredients. Several studies have shown that concrete strength is not only related to water-to-cement ratio, but also is influenced by the other additive materials. The concrete compressive strength is a complex non-linear regression problem for construction engineering. It is highly difficult to predict the concrete strength due to non-linearity. For nonlinear problems, artificial neural network is widely used to solve and easy to create for any nonlinear problem. Although it is easy to apply, there are some parameters to set carefully to obtain more accuracy. Selection of training method, transfer function, number of nodes and hidden layer are crucial to solve the problem. According to these parameters, normalization method, kind of preprocessing way, is important to improve the accuracy of the solution. Euclidean based normalization method uses Euclid distance to normalize dataset through the attribute. In this study, artificial neural network training methods were employed using euclidean normalization method on prediction of concrete compressive dataset. The best result for concrete compressive dataset was obtained using Levenberg-Marquardt training algorithm. To compare the ANN training methods, mean square error and average deviation have been used as performance measure using two-fold cross validation. Euclidean normalization method composed with artificial neural network with Levenberg-Marquardt training algorithm has better results than the other training methods, namely gradient descent training method, gradient descent with momentum training method, gradient descent momentum and adaptive learning rate training method and gradient descent with adaptive learning rate training method. For proposed method, Euclidean normalization merged with artificial neural network with Levenberg-Marquardt training algorithm, the obtained results for mean square error and average deviation are 0.000197 and 4.564 , respectively.
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## I. Introduction

Concrete has high importance in civil engineering. It is widely used for many kinds of structures. Day by day different structures have been designed and constructed. Earthquake is the most important obstacle to be overcome and taken into account by the experts. In order to simulate behavior of the structure, concrete compressive strength must be known. But it can not be guessed easily due to its ingredients and processes [1]. Concrete compressive dataset has been obtained from data repository of University of California, Irvine [2]. Concrete compressive strength is a nonlinear problem and artificial neural network (ANN) is a way to present a solution [3,4]. ANN has a huge background and many studies have proven that it can present solutions on nonlinear problems [5-7]. ANN has a simple and comprehensible structure. Although a few parameters are present to be adjusted in ANN, it requires expert knowledge and extreme care must be given. ANN has five different training methods widely used in literature. Five common training methods are Levenberg-Marquardt training algorithm, gradient descent training algorithm, gradient descent with momentum training algorithm, gradient descent momentum and adaptive learning rate training algorithm and gradient descent with adaptive learning rate training algorithm abbreviated as trainlm, traingd, traingdm, traingdx, traingda, respectively.

In addition to training algorithms, transfer functions, number of nodes and number of layers must be determined before the processing of ANN. In this study, transfer function was chosen as logsig transfer function for all training algorithms. Number of nodes and hidden layer were chosen as 20 and 1, respectively.

Before the processing of ANN, Euclidean normalization method was performed to normalize concrete compressive dataset. Euclidean normalization method uses Euclid distance to normalize the dataset [8,9]. Euclidean distance is a way to measure similarity and accuracy between predicted and measured value.
In this paper, we have discussed different artificial neural network training methods using real concrete compressive dataset to evaluate the concrete compressive dataset.

Firstly, concrete compressive dataset was performed using Euclidean base normalization method (EBNM) to normalize the dataset as pre-processing. After the normalization, normalized
dataset, which is concrete compressive strength, was applied to ANN using different training algorithms.

In this paper, we have discussed different training algorithms for ANN application using concrete compressive dataset. Artificial neural network with Levenberg-Marquardt training algorithm has given the best results in terms of mean squared error (MSE) and average deviation (AD). MSE and AD values are 0.000197 and 4.564 , respectively. Levenberg-Marquardt training algorithm has given approximately 8.36 times better MSE result and 4.33 times better AD result than that of the closest training algorithm, which is gradient descent momentum and adaptive learning rate training algorithm.

## II. MATERIAL

The concrete compressive strength is a highly nonlinear function of age and ingredients. Concrete compressive dataset was obtained from data repository, which belongs to University of California, Irvine. The dataset includes 1030 real observation and nine attributes. Concrete compressive dataset has real numbers and no missing value. Table 1 presents the attributes details belonging to concrete compressive dataset.

TABLE I

| CONCRETE COMPRESSIVE DATASET DETAILS |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Attributes | Unit | Minimum | Maximum | Average |
|  |  |  |  |  |
| Cement | $\mathrm{Kg} / \mathrm{m}^{3}$ | 540 | 102 | 281.2 |
| Blast Furnace Slag | $\mathrm{Kg} / \mathrm{m}^{3}$ | 359.4 | 0 | 73.9 |
| Fly Ash | $\mathrm{Kg} / \mathrm{m}^{3}$ | 200.1 | 0 | 54.2 |
| Water | $\mathrm{Kg} / \mathrm{m}^{3}$ | 247 | 121.8 | 181.6 |
| Superplasticizer | $\mathrm{Kg} / \mathrm{m}^{3}$ | 32.2 | 0 | 6.2 |
| Coarse Aggregate | $\mathrm{Kg} / \mathrm{m}^{3}$ | 1145 | 801 | 972.9 |
| Fine Aggregate | $\mathrm{Kg} / \mathrm{m}^{3}$ | 992.6 | 594 | 773.6 |
| Age | Day | 365 | 1 | 45.7 |
| Concrete <br> compressive strength | Mega <br> pascal <br> (MPa) | 82.6 | 2.3 | 35.8 |

Concrete compressive strength not only belongs water to cement ratio but also belongs to other materials which is used in the mix. There are six ingredients in the concrete except cement and water. Computing of the concrete compressive strength is not easy due to large number of inputs and nonlinearity of the concrete structure.

## III. METHOD

In this paper, we have proposed Euclidean normalization method merged with ANN to predict the concrete compressive strength. Proposed method starts with Euclidean based normalization method (EBNM). After the normalization, normalized concrete compressive dataset was applied to ANN using different training algorithms to obtain the best accuracy.

Mean square error and average deviation were used as performance criteria after the two fold cross validation. Mean square error and average deviation are widely used in literature
to evaluate performance of the system [10, 11].
Two fold cross validation is a common method to present any solution validity [12, 13].

Figure 1 presents the proposed method.


Fig. 1 The flowchart of proposed method
Proposed method includes Euclidean based normalization method and artificial neural network. Firstly, dataset is normalized according to Euclid distance. In second and third stages, artificial neural network is performed and two fold cross validation is applied to improve proposed methods' validity.

## A. Euclidean Based Normalization Method

Euclidean based normalization uses Euclid distance to normalize the dataset. Euclidean distance is widely used to measure the similarity and distance between predicted and current value [14]. For every attribute, there is an Euclid distance to compute the new values. Euclidean normalization can be calculated by Equation 1 .

$$
\begin{equation*}
a^{\prime}=\frac{a}{\sqrt{a_{1}^{2}+a_{2}^{2} \ldots a_{n-1}^{2}+a_{n}^{2}}} \tag{1}
\end{equation*}
$$

where $a^{\prime}$ is the new computed values normalized and $a_{1}, a_{2} \ldots a_{n}$ are member of the same attributes of the dataset, $a \in \mathfrak{R}^{n}$. After the normalization, obtained matrix and raw matrix have the same dimension.
In addition to training methods, Euclidean based normalization method has been compared to Tchebytchev Norm to make a comparison.

## B. Artificial neural Network and training algorithm

Artificial neural network is one of the most famous artificial intelligence methods studied in literature, which has learning ability. It has over fifty years of background and there are many studies on ANN, in which it has been employed to solve nonlinear problems [15]. ANN uses nodes to calculate the output. Performing of ANN resembles neurons in brain. There are different transfer functions in the nodes to simulate the
neurons. In this study, logsig transfer function was chosen for all training algorithms and logsig transfer function was not changed through the experiment. Learning ability of ANN was hidden in the neurons and the weights of the net. As depicted in Figure 2, multi layer perceptron (MLP) ANN structure, which is a common configuration, includes one input, one hidden and one output layer [16].


Fig. 2 Structure of ANN
This is miniature of an ANN. The back propagation algorithm is widely used to adjust connection weights and bias values using training.

Each MLP layer is formed by a number of predefined neurons. The neurons in the input layer can be explained as a buffer which distributes the input signals $x_{i}$ to following neurons in the hidden layer without decaying the signal. Each neuron $j$ in the hidden layer sums the input signals $x_{i}$ after weighting them with the strengths of the respective connections $w_{i j}$ from the input layer, and computes its output $y_{j}$ as a function f of the sum as given in Equation 2.
$y_{i}=f\left(\sum w_{i j} x_{i} i\right)$
where $f$ is the activation function which is needed to transform the weighted sum of all signals influencing a neuron. Although there are many activation functions for ANN application due to different data set groups, logsig is a very common activation function. All activation functions have different transfer curves that may be threshold, linear tangent etc. In the end, the output neuron in the output layer can be calculated similarly [16-17].

The training parameters and structure of the MLP was set as logsig and tried 10 times each for 2000 epoches. In this study, the experimental studies were performed on the MATLAB $\left({ }^{\mathrm{TM}}\right)$ 6.5 environment.

In this study, five training algorithms, namely Levenberg-Marquardt training algorithm, Gradient descent training algorithm, Gradient descent with momentum training algorithm, Gradient descent momentum and adaptive learning rate training algorithm, were used.

Gradient descent search method is listed below. Gradient descent search method uses derivatives to reach the target. Gradient can be computed by Equation 3.

$$
\begin{equation*}
\nabla E(w)=\partial E / \partial w_{0}, \ldots \partial E / \partial w_{n} \tag{3}
\end{equation*}
$$

Fig. 3 Presents computing of gradient descent

```
- Until
- Initialize each \(\Delta w i\) to zero
- For each \(\langle x, t\rangle\) in \(S\) Do
- Compute \(o=\langle x, w\rangle\)
- For each weight \(w_{i}\)
- Do
- \(\Delta w_{i}=\Delta w_{i}+\eta(t-o)\) \(x_{i}\)
For each weight wi Do
```

Fig. 3 Gradient descent flow chart

## Gradient descent training algorithm (traingd):

Traingd is a network training function that updates weight and bias values according to output error. This learning method is the basic form of back propagation method.

Gradient descent with adaptive learning rate training algorithm (traingda):

For standard gradient descent, the learning rate is held constant throughout training. The performance of the algorithm is very sensitive to the exact setting of the learning rate. If the learning rate is set too high, the algorithm may oscillate and become unstable. If the learning rate is too small, the algorithm takes too long to reach the solution. It is not practical to determine the optimal setting for the learning rate before training. Traingda is a network training function that updates weight and bias values according to adaptive learning rate.

Gradient descent with momentum training algorithm (traingdm):

Another technique that can help the network out of local minima is the use of a momentum term. This is probably the most popular extension of the back propagation algorithm; it is hard to find cases where this is not used. With momentum $m$, the weights can be updated at a given time $t$ using Equation 4.

$$
\begin{equation*}
\Delta w_{(i, j)}(t)=\mu_{i} \delta_{i} y_{i}+m w_{(i, j)}(t-1) \tag{4}
\end{equation*}
$$

Traingdm is a network training function that updates weight and bias values according to gradient descent with momentum.

Gradient descent momentum and adaptive learning rate training algorithm (traingdx): Traingdx is a network training function that updates weight and bias values according to error surface using momentum and an adaptive learning rate.

Levenberg Marquardt training algorithm (trainglm): Levenberg-Marquardt algorithm was designed to approach second-order training speed without having to compute the Hessian matrix. Levenberg-Marquardt uses approximated Hessian matrix computed from Jacobian Matrix. The Levenberg-Marquardt algorithm uses this approximation to the Hessian matrix in Equation 5 Newton-like update [18]:

$$
\begin{equation*}
x_{k+1}=x_{k}-\left[J^{T} J+\mu I\right]^{-1} J^{T} e \tag{5}
\end{equation*}
$$

When the scalar $\mu$ is zero, this is just Newton's method, using the approximate Hessian matrix. When $\mu$ is large, this becomes gradient descent with a small step size.

In Levenberg-Marquardt method, the change ( $\Delta$ ) in the weights $\left(w_{i}\right)$ are obtained by solving Equation 6 [19].

$$
\begin{equation*}
\alpha \Delta=-\frac{1}{2} \nabla E \tag{6}
\end{equation*}
$$

where $E$ is the mean-squared network error and can be computed by Equation 7.

$$
\begin{equation*}
E=\frac{1}{N} \sum_{k=1}\left[\vec{y}\left(x_{k}\right)-\vec{d}_{k}\right]^{2} \tag{7}
\end{equation*}
$$

$N$ is the number of samples, $\vec{y}\left(x_{k}\right)$ is the network output corresponding to the sample $x_{k}$, and $\vec{d}_{k}$ is the desired output for the sample.

Adjusting the $\mu$ changes the behavior of the Levenberg-Marquardt between Newton method and gradient descent method.

Five training methods have been performed using real concrete compressive strength data set to evaluate ANN performance. The obtained performance results have been given in Section IV.

## C. Two-Fold cross validation

Two-fold cross validation is widely used to improve validity of the any proposed system [18]. The data set is divided into two subsets as $50 \%$ training and $50 \%$ testing and the two-fold cross validation method is two times. Each time, one of the one subsets is used as the test set and the other subset is used a training set. Then the average error across two trials is computed. The advantage of this method is that it matters less how the data gets divided and every data is used test and train.

## D. Performance Criteria

There are several ways to measure performance of any system. In this study, mean squared error and average deviation were used as performance criteria after the two fold cross validation.

Mean squared error (MSE) is a widely used method to evaluate the performance of any system. As the name suggests,

MSE error can be explained as a measure of the center distribution quality. MSE is average of the squares of the distances between target and the predicted values [19]. MSE can be calculated by Equation 8.

$$
\begin{equation*}
M S E=\frac{1}{n} \sum_{i=1}^{n}\left(T_{(i)}-P_{(i)}\right)^{2} \tag{8}
\end{equation*}
$$

Average deviation (AD) Average deviation can be explained as a percentage of the average error, as shown in Equation 9 [20].

$$
\begin{equation*}
A D=\frac{1}{n} \sum_{i=1}^{n} \frac{\left|T_{(i)}-P_{(i)}\right|}{P_{(i)}} \times 100 \tag{9}
\end{equation*}
$$

In order to demonstrate the performance of proposed method, two-fold cross validation was used. Dataset was divided into two groups as $50 \%$ training and $50 \%$ testing. After training and testing was performed in ANN, testing and training datasets were re-located and ANN was performed again.

## IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this study, Euclidean based normalization merged with artificial neural network was discussed for different ANN training methods to predict concrete compressive strength. Concrete compressive data set has real observation. For training methods, Levenberg Marquardt has given the best results among the five training methods to predict the concrete compressive strength. Figure 4 presents error graphics of the Levenberg Marquardt training method for concrete compressive dataset. For the best fitting, the obtained results must be closer to diagonal line.


Fig. 4 Error graphics of the Levenberg-Marquardt training method

Figure 5 presents outputs for all inputs in the normalized axis.


Fig. 5 The results graphics of Levenberg-Marquardt training method
Table 2 presents five training methods and their mean squared error and average deviations for Euclidean normalization based ANN performing. In addition to Euclidean based normalization method.

It can be seen in the Table 2, Levenberg-Marquardt training method has the best results among all the training methods. MSE and AD values for Levenberg-Marquardt training method are 0.000197 and 4.564 , respectively.

TABLE II
THE PERFORMANCE RESULTS OF THE DIFFERENT TRAINING METHODS FOR THE PREDICTION OF CONCRETE COMPRESSIVE STRENGTH USING EUCLIDEAN NORMALIZATION

| NORMALIZATION |  |  |
| :---: | :---: | :---: |
| Training method | Mean Squared Error | Average Deviation |
| Levenberg Marquardt | 0.000197 | 4.564 |
| Triangd | 0.033742 | 66.58 |
| Traingdm | 0.052518 | 89.32 |
| Traingda | 0.002474 | 23.34 |
| Traingdx | 0.001648 | 19.77 |

Table 3 presents same five training methods and their mean squared error and average deviations for Tchebytchev normalization to make a comparison.

TABLE III
THE PERFORMANCE RESULTS OF THE DIFFERENT TRAINING METHODS FOR THE PREDICTION OF CONCRETE COMPRESSIVE STRENGTH USING TCHEBYTCHEV NORMALIZATION

| NORMALIZATION |  |  |
| :---: | :---: | :---: |
| Training method | Mean Squared Error | Average Deviation |
| Levenberg Marquardt | 0.888465 | -12.729 |
| Triangd | 0.931183 | -26.836 |
| Traingdm | 0.811167 | -30.465 |
| Traingda | 0.774674 | -17.45 |
| Traingdx | 0.677321 | -25.504 |

From the Table 3, MSE and AD values belonging to concrete compressive strength data set which is normalized using Tchebytchev norm are worse than Euclidean normalization method.

## V. Conclusion

In this paper, five common ANN training methods were discussed to predict concrete compressive dataset using Euclidean normalization method. Among the five methods, Levenberg-Marquardt training method has the best results in terms of mean squared error and average deviation. The obtained results of MSE and AD are 0.000197 and 4.564, respectively. In addition to Euclidean normalization method, Tchebytchev norm was used as normalization and compared to Euclidean normalization for same training methods and same data set, concrete compressive strength data set. The obtained results of MSE and AD are 0.888465 and -12.729 , respectively.
The test results have shown that Levenberg-Marquardt training method for ANN has the best result for predicting concrete compressive dataset and it encourages us to use Levenberg-Marquardt training method to predict the concrete compressive dataset.
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# Concept Clustering on Interval Concept Lattice for Web Exploring 

ZHOU Wen, ZHAO Yan, LIU Wei, XU Dong, LIU Zongtian, ZHANG Bofeng, XIN Mingjun


#### Abstract

A concept clustering method on interval concept lattice is introduced in this paper. Based on the distance between two formal concepts defined, the clustering method is presented. Clustering can reduce the size of interval concept lattice to get better interval lattice structure which can be easier to understand. Experimental results show that the reduction algorithm has reasonable performance on the complexity.


Index Terms-interval concept lattice, interval clustering, interval FCA, reduction of interval lattice

## I. INTRODUCTION

Formal Concept Analysis (FCA) is a data analysis technique based on the ordered lattice theory firstly introduced by Wille [1]. It defines formal contexts to represent relations between objects and attributes and interprets the corresponding concept lattice. Actually classical formal concept analysis just can deal with the context with Boolean value. Burusco introduced the interval data into FCA at the first time [2]. Combining with interval analysis method [4-7], An interval concept lattice model is introduced in [8] which is inspired by Scaling [3] to process interval attributes by interval attribute scaling. Interval concept lattice (abbr. interval lattice) extends the data process ability of FCA to interval data.

In interval lattice, the objects which have very small different attribute will be separated into different formal concept. In fact, people think they are similar, and normally not divide them into different classes. Base on this observation, a clustering method is proposed for the reduction of interval concept lattice. There are researches on interval clustering [9-12]. The most important thing is to define the distance between intervals and the dissimilarity (or similarity) between interval vectors. On interval lattice, the concept is represented by the attributes of the concept. The attributes can be transformed into interval vector, the dissimilarity between interval concepts are measured by the dissimilarity between interval vectors. Then the clustering algorithm on the interval concept lattice is
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introduced for the reduction of concepts based on the dissimilarity. Actually, the concept lattice is used for web exploring because it's different from the tree structure. A concept note in the lattice can have more than one parent note. When exploring the web, the user can get the target through several routes. And the reduced lattice can help the user get the target faster.

The rest of the paper is organized as following. Section 2 introduces Interval Formal Concept Analysis. Section 3 presents the definition of dissimilarity between interval concepts. Section 4 gives the clustering algorithm for the reduction of interval lattice. The experiment is in Section 5 and Section 6 concludes.

## II. Interval Formal Concept Analysis

This section concisely introduces the Interval Formal Concept Analysis (IFCA) which was proposed in [8]. Its core data structure is interval concept lattice, which incorporates attribute decomposition based interval scaling to make FCA has the capacity of representing interval information.

An interval $[a, b]$ is the set of all real numbers $\{x: a \leq x \leq b\}$. A natural definition of arithmetic for intervals, represented as pairs of real numbers [13]. The interval [a, b] with $a=b$ is called degenerate interval which degenerate to a real number a. interval decomposition denoted as $\odot$. There are two rules in decomposition process:
i. The degenerate intervals do not participate in the decomposition process.
ii. The decomposition process does not generate degenerate intervals.
Firstly the two intervals decomposition process is analyzed. Both [ $a_{1}, b_{1}$ ] and [ $a_{2}, b_{2}$ ] are not degenerate intervals. Without missing the generality, we assume $a_{1} \leq a_{2}$.

$$
\begin{align*}
& {\left[a_{1}, b_{1}\right] \odot\left[a_{2}, b_{2}\right]=I_{1}, I_{2}, I_{3}=\left[a_{1}, a_{2} \wedge b_{1}\right],\left[a_{2},\left(a_{2} \vee b_{1}\right)\right.}  \tag{1}\\
& \left.\wedge b_{2}\right],\left[\left(a_{2} \vee b_{1}\right) \wedge b_{2}, b_{1} \vee b_{2}\right]
\end{align*}
$$

If the interval $I_{i}=\left[a^{-}, a^{+}\right](\mathrm{i}=1,2,3)$ with $a^{-}=a^{+}\left(a^{-}\right.$and $a^{+}$are the lower bound and the upper bound of $I_{i}$ respectively), it does not satisfy rule 2 , and will be deleted from the result. There exists eight conditions of the two interval $\left[a_{1}, b_{1}\right]$ and $\left[a_{2} b_{2}\right]$ shown in Table 1.

| Type | Condition | $\left[a_{1}, \mathrm{~b}_{1}\right] \odot\left[\mathrm{a}_{2}, \mathrm{~b}_{2}\right]$ | Example |
| :---: | :---: | :---: | :---: |
| 1 | B1 - | [ $\mathrm{a}_{1}, \mathrm{~b}_{1}$ ] | [2,5]®[2,5]=[2,5] |
| 2 | A1 B2 C3 | $\left[a_{1}, b_{1}\right],\left[b_{1}, b_{2}\right]$ | $\begin{gathered} {[2,8] \odot[2,12]} \\ =[2,8],[8,12] \end{gathered}$ |
| 3 | B3 - | $\left[\mathrm{a}_{1}, \mathrm{~b}_{2}\right],\left[\mathrm{b}_{2}, \mathrm{~b}_{1}\right]$ | $\begin{aligned} & {[2,8] \odot[2,5]} \\ & =[2,5],[5,8] \\ & \hline \end{aligned}$ |


| 4 |  |  |  | $\left[a_{1}, a_{2}\right],\left[a_{2}, b_{2}\right]$ | $\begin{aligned} & {[2,6] \odot[3,6]} \\ & =[2,3],[3,6] \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 |  |  |  | [ $\left.a_{1}, \mathrm{~b}_{1}\right],\left[\mathrm{a}_{2}, \mathrm{~b}_{2}\right]$ | $[2,4] \odot[4,6]$ |
| 6 | A2 | B2 |  | $\left[\mathrm{a}_{1}, \mathrm{~b}_{1}\right],\left[\mathrm{a}_{2}, \mathrm{~b}_{2}\right]$ | $\begin{aligned} & {[2,3] \odot[4,6]} \\ & =[2,3],[4,6] \end{aligned}$ |
| 7 |  |  | C3 | $\begin{aligned} & {\left[a_{1}, a_{2}\right],\left[a_{2}, b_{1}\right],} \\ & {\left[b_{1}, b_{2}\right]} \end{aligned}$ | $\begin{aligned} & {[2,5] \odot[4,7]} \\ & =[2,4],[4,5],[5,7] \end{aligned}$ |
| 8 |  | B3 |  | $\begin{aligned} & {\left[a_{1}, a_{2}\right],\left[a_{2}, b_{2}\right],} \\ & {\left[b_{2}, b_{1}\right]} \\ & \hline \end{aligned}$ | $\begin{aligned} & {[2,11] \odot[5,9]} \\ & =[2,5],[5,9],[9,11] \\ & \hline \end{aligned}$ |

(The condition $A 1$ and $A 2$ denote $a_{l}=a_{2}, a_{l}<a_{2}$ respectively, $B 1, B 2$ and $B 3$ denote $b_{1}=b_{2}, b_{1}<b_{2}$, and $b_{1}>b_{2}$, and C1, C2, C3 denote $b_{1}=a_{2}, b_{1}<a_{2}$ and $b_{1}>a_{2}$ respectively.)

The information table $(G, M, R)$ (the relation of $R(g, m)$ ( $(g \in G, m \in M)$ has the value of $u(g, m)$ ) can be represented as a cross-table shown in Table 2. The information table has three objects representing three doctors, namely $D_{1}, D_{2}$ and $D_{3}$. In addition, it also has four attributes, "working day" (A), "working time" (B), "registration fee" (C) for out-patient, "physician level" (D) of the doctors. The relation between an object and an attribute is represented by interval data as showing in Table 2.

| Table 2. Information table of interval. |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | A | B | C | D |
| $D_{1}$ | $[1,3]$ | $[8,12]$ | $[20,100]$ | $[9,10]$ |
| $D_{2}$ | $[2,5]$ | $[14,17]$ | $[10,50]$ | $[1,6]$ |
| $D_{3}$ | $[6,7]$ | $[9,11]$ | $[20,50]$ | $[7,8]$ |

Interval attribute decomposition is for $m(m \in M)$, the intervals $u(g, m)$ of $R(g, m)$ in $(G, M, R)$ is decomposed as $W_{m}$. The information table can be transferred to interval context by interval attribute scaling.

Definition 1 interval attribute scaling. After interval attribute decomposition the information table $(G, M, R)$ is extended to $\left(G, M,\left(W_{m}\right)_{m \in M}, R, I\right)$, each $W_{m}$ is a set of decomposed intervals of $\mu(g, m)$ for the attribute $m$ ( $m \in M$, $g \in G \quad), \quad(g, m, w) \in I$ if and only if there exists $w \subseteq \mu(g, m)\left(w \in W_{m}, \mu(g, m)\right.$ is the value of $R(g, m)$ of information table ( $G, M, R$ )).

Definition 2 interval formal context. It is a tuple $\mathrm{K}:=\left(G, M,\left(W_{m}\right)_{m \in M}, I\right)$ where $G$ is a set of objects, $M$ a set of attributes, and $I \subseteq G \times\left\{(m, w) \mid m \in M, w \in W_{m}\right\}$, a relation with $\left(g, m, w_{1}\right) \in I,\left(g, m, w_{2}\right) \in I \Rightarrow w_{1}=w_{2} .(g, m, w) \in I$ is read "object $g$ has value $w$ for attribute $m$ ".

The set of W shown in Table 3 is generated from the attribute M from Table 2.

| Table 3. W generated by interval attribute decomposition |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{a}_{1}$ | $[1,2]$ | $a_{2}[2,3]$ | $\mathrm{a}_{3}[3,5]$ | $\mathrm{a}_{4}[6,7]$ |
| $\mathrm{b}_{1}$ | $[8,9]$ | $\mathrm{b}_{1}[9,11]$ | $\mathrm{b}_{3}[11,12]$ | $\mathrm{b}_{4}[14,17]$ |
| $\mathrm{c}_{1}$ | $[10,20]$ | $\mathrm{c}_{1}[20,50]$ | $\mathrm{c}_{1}[50,100]$ |  |
| $\mathrm{d}_{1}$ | $[1,6]$ | $\mathrm{d}_{1}[7,8]$ | $\mathrm{d}_{1}[9,10]$ |  |

The interval formal context is as shown in Table 4 which is obtained from Table 2 by interval attribute scaling after attribute decomposition.

| M | A |  |  |  | B |  |  |  | C |  |  | D |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| W | $\mathrm{a}_{1}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{3}$ | $\mathrm{a}_{4}$ | $\mathrm{b}_{1}$ | $\mathrm{b}_{2}$ | $\mathrm{b}_{3}$ | $\mathrm{b}_{4}$ | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ | $\mathrm{C}_{3}$ | $\mathrm{d}_{1}$ | $\mathrm{d}_{2}$ | $\mathrm{d}_{3}$ |
| $\mathrm{D}_{1}$ | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 |
| $\mathrm{D}_{2}$ | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 0 |
| $\mathrm{D}_{3}$ | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |

Definition 3. for $A \subseteq G$, there are two mapping:

$$
\begin{aligned}
A^{\prime} & :=\left\{w \in W_{m} \mid \forall g \in A, m \in M,(g, m, w) \in I\right\} \\
B^{\prime} & :=\left\{g \in G \mid \forall w \in W_{m}, m \in B,(g, m, w) \in I\right\}
\end{aligned}
$$

Definition 4 interval formal concept (interval concept). $C$ $(A, B)$ is called an interval formal concept of $K:=(G, M, W, I)$ if and if only $A \subseteq G \quad, \quad B\left(M_{B}, W_{B}\right) \quad, \quad M_{B} \subseteq M$, $W_{m}(B)=\left\{\cup w_{m} \mid w_{m} \in B\right\}, A^{\prime}=B$ and $B^{\prime}=A, A$ and $B$ are called the extent and intent of $C$ respectively.

Definition 5 interval concept lattice (interval lattice). The concepts of a given context are naturally ordered by the partial relation defined by
$C_{1}\left(A_{1}, B_{1}\right) \leq C_{2}\left(A_{2}, B_{2}\right): \Leftrightarrow A_{1} \subseteq A_{2} \Leftrightarrow W_{m}\left(B_{2}\right) \subseteq W_{m}\left(B_{1}\right) \quad$ where $W_{m} \in B_{2}$. The ordered set of all interval formal concepts of $\mathrm{K}:=(G, M, W, I)$ is denoted by $\underline{\mathcal{B}}(G, M, W, I)$, and is called interval concept lattice of $(G, M, W, I)$. Without ambiguousness, the interval concept lattice is called concept lattice or lattice.
The attribute decomposition is the base of attribute scaling to form the interval context after the attribute decomposition.


Fig. 1. The interval concept lattice
The interval concept lattice is generated as Figure 1 from context shown as Table 4.

## III. DISSIMILARITY BETWEEN TWO INTERVAL FORMAL CONCEPTS

In interval concept lattice, each concept can be represented by a concept vector which is used for calculating the similarities between concepts. The distance function of the two vectors of intervals is the dissimilarity function of two interval formal concepts.

The information in the information table of intervals (like Table 2) and the intents of the concepts are used for the generation of the vectors. Each concept is related to one vector. $|\mathrm{M}|$ which is the cardinal number of attributes in information table of interval is the dimensionality of the vector $|\mathrm{M}|$. The concept vector is defined as Definition 6.

Definition 6 (Concept Vector). Given interval concept $C=(A, B)$ of $\{G, M, I\}(|G|=k,|M|=q)$, the vector of C is defined as $V_{\mathrm{C}}\left(\mathrm{v}_{1}, \mathrm{v}_{2}, \cdots, \mathrm{v}_{\mathrm{i}}, \cdots, \mathrm{v}_{\mathrm{q}}\right), o \in O, m \in M, g \in G$ :

$$
v_{i}= \begin{cases}w_{m_{i}} & m_{i} \in B  \tag{2}\\ \overline{u\left(g, m_{i}\right)} & m_{i} \notin B, g \in A\end{cases}
$$

where $\overline{u\left(g, m_{i}\right)}=\left[\overline{u\left(g, m_{i}\right)^{-}}, \overline{u\left(g, m_{i}\right)^{+}}\right]$and
$\overline{u\left(g, m_{i}\right)^{-}}=\frac{1}{|A|} \sum_{j=1}^{|A|} u\left(g_{j}, m_{i}\right)^{-}, g_{j} \in A$.
$\overline{u\left(g, m_{i}\right)^{+}}=\frac{1}{|A|} \sum_{j=1}^{|A|} u\left(g_{j}, m_{i}\right)^{+}, g_{j} \in A$
$\overline{u\left(g, m_{i}\right)^{-}}$is an average of $u\left(g, m_{i}\right)^{-}$where $g \in A \cdot \overline{u\left(g, m_{i}\right)^{+}}$
is an average of $u\left(g, m_{i}\right)^{+}$where $g \in A$.
The element $v_{i}$ of $V_{C}$ that is corresponding to attribute $m_{i}$ is different according to whether $m_{i}$ is included in the intent $B$ of concept $C$. Concept vector incorporates the fuzziness of concept into concept lattice. It endows the concept with comparable attribute so any two concepts in the concept lattice can be compared with each other. It's the base for the computing of concept dissimilarity. The interval concept vector is derived from information table of intervals according to the extent and intent of the concept, keeping all the information in context and avoiding information lost.

For the comparison between vectors is meaningful, the normalization of vectors of intervals is necessary. Here the normalization process of vectors of intervals is as following: Corresponding to an attribute $\mathrm{m}_{\mathrm{i}}$, the element $v_{i}$ of $V_{C}$ is $\left[a_{i}, b_{i}\right]$. The normalization of $v_{i}$ is $I_{i}$, and $I_{i}=[c, d]$.
$c=(a-\min [i]) /(\max [i]-\min [i])$;
$d=(b-\min [i]) /(\max [i]-\min [i])$;
where $\min [i]=\min \left\{u\left(g_{j}, m_{i}\right)^{-}\right\}, g_{j} \in G$ and
$\max [i]=\max \left\{u\left(g_{j}, m_{i}\right)^{+}\right\}, g_{j} \in G$.
Here the concept dissimilarity is given as following.
Definition 7 (Concept Dissimilarity). The dissimilarity between concept $C_{1}$ and $C_{2}$ of interval concept lattice is defined as the distance of interval vectors of concept $C_{1}$ and $C_{2}$ :

$$
\begin{align*}
& d\left(C_{i}, C_{j}\right)=\sum_{k=1}^{|M|} \phi\left(I_{k}^{i}, I_{k}^{j}\right) \\
& \phi\left(I_{k}^{i}, I_{k}^{j}\right)=  \tag{3}\\
& \sqrt{\frac{1}{3}\left[\left(I_{k}^{i-}-I_{k}^{j-}\right)^{2}+\left(I_{k}^{i+}-I_{k}^{j+}\right)^{2}+\left(\frac{\left(I_{k}^{j-}+I_{k}^{j+}\right)-\left(I_{k}^{i-}+I_{k}^{i+}\right)}{2}\right)^{2}\right.}
\end{align*}
$$

The definition of $\phi\left(I_{k}^{i}, I_{k}^{j}\right)$ is introduced from [14]. When
$C_{1}$ is the parent concept of $C_{2}$, or $C_{2}$ is the parent concept of $C_{1}$, the distance between $C_{1}$ and $C_{2}$ is called parent-child distance.

## IV. CLUSTERING ALGORITHM FOR THE REDUCTION OF INTERVAL FORMAL CONCEPT LATTICE

The distance between two concepts shows the dissimilarity of the two concepts. Dissimilarity threshold $T_{S}$ for Clustering determines by the specific application or specified by the user. If the distance between two concepts is less than $T_{S}$, these concepts are similar with each other and are included in the same concept cluster (CK). If the distance of concepts greater than $T_{S}$, the concept be categorized into different clusters.

Definition 8 (the maximal concept in the Concept Cluster). For $\forall \mathrm{CK} \subseteq \mathrm{B}(\mathrm{K})$, if there is $C_{i}\left(A_{i}, B_{\mathrm{i}}\right) \in \mathrm{CK}$ and there is no $C_{j}\left(A_{j}, B_{j}\right) \in \mathrm{CK}$, which makes $A_{i} \subset A_{j}, C_{i}$ is the maximal concept of CK.

By definition, there is at least one maximal concept in a concept cluster. The concept clustering process just is carried on between the parent and child concepts.

Definition 9 (Conceptual Hierarchy). Concept clusters have hierarchical relationships that can be derived from interval formal concepts on the interval concept lattice. That is, a concept hierarchy.

The interval concept lattice is also very intricate and complicated as a result of producing many interval formal concepts. Objects that have small differences in terms of attribute values are still classified into different formal concepts. However, such objects should belong to the same concept when they are interpreted.

The clustering algorithm on interval concept lattices is shown in Fig. 2.

Algorithm: Interval Concept hierarchy generalization
Input: $T_{S}, \mathrm{~A} / / \mathrm{A}=\mathrm{B}(\mathrm{K})$ - $\{$ top concept, bottom concept $\}$
Output: interval concept hierarchy
Process:
CK=null; //concept cluster
while $\left(\mathrm{CH}_{1}!=\right.$ null $)$
\{ $\mathrm{CH}_{2}=$ null;
for $(\mathrm{i}=0 ; \mathrm{i}<\mathrm{n} ; \mathrm{i}++$ )
\{ sameCluster=null;
judgeConcept $\left(\mathrm{C}_{1 \mathrm{i}}\right.$, sameCluster, $\left.\mathrm{C}_{1 i}, \mathrm{CH}_{2}\right)$;
\}
CK.add(sameCluster);
for(each concept 'sc' in sameCluster)
\{ sc.cluster $\left(\mathrm{C}_{1 i}\right)$; \}
//put cluster sign on " C 1 i " on sc $\mathrm{CH}_{1}=\mathrm{CH}_{2}$;
\}
judgeConcept( $\mathrm{C}_{11}$, sameCluster, $\mathrm{C}_{1 \mathrm{i}}, \mathrm{CH}_{2}$ )
\{ sameCluster.add $\left(\mathrm{C}_{1 \mathrm{i}}\right)$;
$\operatorname{if}\left(\mathrm{C}_{1 \mathrm{i}}\right.$ has no child concept) \{return;\}
else $\left\{\right.$ for (each child concept $\mathrm{C}_{1 \mathrm{ij}}$ of $\mathrm{C}_{1 \mathrm{i}}$ )
$\left\{\operatorname{if}\left(\mathrm{d}\left(\mathrm{C}_{1 \mathrm{i}}, \mathrm{C}_{1 \mathrm{ij}}\right)<=\mathrm{T}_{\mathrm{s}}\right)\right.$
\{ judgeConcept $\left(\mathrm{C}_{1 \mathrm{i}}\right.$, sameCluster, $\left.\mathrm{c}_{1 \mathrm{ij}}, \mathrm{CH}_{2}\right)$; \}
else
\{ If(all the parent concepts of $\mathrm{c}_{1 \mathrm{ij}}$ are
already have cluster sign)
$\left.\left\{\mathrm{CH}_{2} \cdot \operatorname{add}\left(\mathrm{C}_{1 \mathrm{ij}}\right) ;\right\}\right\}$
\}
\}
$\qquad$

Then, form the concept set
Finally, add edges to concepts, and generate interval concept hierarchy

Fig. 2. Concept hierarchy generalization algorithm

The first cycle process of the $2^{\text {nd }}$ step in Fig.2, $\mathrm{CH}_{1}$ is the set of all the child concepts of the top concept in interval concept lattice, $\mathrm{CH}_{2}$ is null. After substituting the clusters with their supremeums and adding edges to concepts, the concept hierarchy is generated.

The conceptual clusters generated have the following properties: each concept cluster is a sub-lattice extracted from the interval concept lattice; a formal concept must belong to at least one concept cluster, but it can also belong to more than one conceptual cluster.

After the clustering based on parent-child concept pairs on interval concept lattice of formal context shown in Table 4, the distance between parent-child concept pairs (not including top and bottom concept of lattice) detected as shown in Fig. 3 When the threshold is set as 0.55 , concept pairs (\#0, \#2) and (\#3, \#4) are clustered respectively as concept cluster $\mathrm{CK}_{1}$ and $\mathrm{CK}_{2}$, concept \#1, top concept, and bottom concept are formed as three different clusters. The concepts in the lattice are totally clustered into five categories. The concept set is formed as $\{\# 1$, \#2, \#4, \#5, \#6\} by substituting the cluster with the supremum. Then the generalization and specialization relations are found out, and the concept hierarchy is generated, shown as Fig. 4.


Fig. 3. Conceptual clustering on interval FCA
Then the generalization and specialization relations are found out, and the interval concept hierarchy is generated, shown as Fig. 4.

The interval concept hierarchy reflects the taxonomy relations between the interval concepts. It has smaller size than interval concept lattice.


Fig. 4. Interval concept hierarchy

## V. EXPERIMENTS

Adopting the data as the test data which is randomly created by JAVA random function, all the algorithms realized with Java running on PC (CPU PIV 2.6G, memory 1.5G) within Windows XP environment. To improve the reality of the experiments, each of experiments with different parameters carries on five randomly generated non-homogeneous data and take the average values of results of five times of experiments as the final result.
The spatial consuming of lattice construction algorithm is tested. Figure 5 expresses the spatial complexity. Curve 1 and Curve 2 show the numbers of lattice nodes changing according to the different number of attributes and the different numbers of objects respectively. The horizontal ordinate indicates both the numbers of objects and attributes are respectively $\{5,10,20,30,40,50\}$. The vertical ordinate indicates the size of lattice. With the ascending of object numbers, the size of the lattice has exponential ascending tendency. The influence of attribute number has very slight impact on the size of lattice.


Fig. 5. Relations between the size of lattice and the numbers of both objects and attributes

—1.the size of IH according to the number of attributes -1 .the size of IH according to the number of attributes

Fig. 6. Relations between the size of interval concept hierarchy and the numbers of both objects and attributes
The curves confirm the results that the numbers of objects have big influence on the lattice in the size and the numbers of attributes haven't so strong impact on the result lattice. Fuzzy lattice spatial consuming character is different. According to the experiments result on fuzzy FCA [15], the numbers of objects has slight influence on lattice size, but the attribute numbers has big impact on it.

The size of reduced interval concept lattice by clustering algorithm is shown in Figure 6 expresses the spatial complexity. Curve 1 and Curve 2 show the size of the reduced interval concept lattice (the interval concept hierarchy) changing according to the different number of attributes and the different numbers of objects respectively. The $T_{S}$ is set to 0.2 . The horizontal ordinate indicates both the numbers of objects and attribute are respectively $\{5,10,20,30,40,50\}$. The vertical ordinate indicates the size of interval hierarchy. With the ascending of object numbers, the size of the lattice is sharply reduced.

## VI. CONCLUSION

Based on the interval concept lattice model produced extend FCA to IFCA which extends the expression capacity of the classical FCA, the clustering based reduction method is
produced in this paper. With the number of objects increasing the size of interval concept lattice is sharply reduced. The future research includes associate rule extracted from the reduced interval concept lattice and the application of this interval concept lattice as the Grid resource management tools.
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# Dagda, a load-balanced middleware to distribute Complex Systems simulations 
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#### Abstract

Complex systems which are modeled and are simulated in computer science become increasingly sophisticated. The computing power of a single machine becomes insufficient to execute these simulations. Therefore, it needs to exploit computing power of a set of machines.

DAGDA, the architecture and the platform which are presented in this paper, offers a layer between simulation of a complex system and the available resources. This layer manages spreading of entities on machines to reduce work-load and network-load of each machine.
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## I. Introduction

PROGRAMS asking increasingly computing ressources, developers create distributed programs that aim to be executed on several computers. This kind of programs raises some problems. There are problems about communication between remote parts of the program: how to realize a layer to process remote calls, what impact this layer will have on the program's performances. There are also problems about computers architecture : is same architecture needed for computers, etc... Finally, there is problem of how distribute tasks or components of the distributed program.

In this paper, we focus on simulations of complex systems and we propose a dedicated platform, DAGDA, for their distribution. This kind of simulations is often composed of a massive set of entities with many interactions between them. Entity is a generic concept which covers for example agent and object concept. Execution of an entity is not deterministic because of interactions existing between the entity and other entities or environment, what explains a distributed approach rather than others methods used in deterministic programs. Execution of such simulations can be modeled by a dynamic graph which allows to describe interactions (edges) existing in a set of elements (nodes).

DAGDA merges a middleware, to allow communication between remote entities, and a load-balancer, to spread these entites on available machines.

Middlewares are a category of programs that creates a layer between a distributed application and computing ressources. They help developers by creating an abstraction of the ressources, so developers do not have to deal with resource problems and can focus on the application. The subsection I-B describes middlewares.

DAGDA uses the load-balancing algorithm AntCo ${ }^{2}$ which is described in II. It has been chosen because it spreads entities considering not only the workload of machines but also interactions existing between entities. The load-balancing concept is described in subsection I-C.

## A. Active Object

An important pattern needing to be presented for this paper is the active object pattern[1]. The difference between a basic object and an active object takes place between method call and its execution. With basic object, calling and execution of a method are synchronous (ie Fig. 1).


Fig. 1. call of an object method

With active objects, calling and execution are asynchronous. Method calls are request which are sent to an active object. This last one stores requests in a queue and executes them according to a scheduler (ie Fig. 2).


Fig. 2. call of active object method

Figure 3 shows this process : caller send a request, with the help of a stub object, to an active object. This active object returns a future with an empty value. When request has been executed, value of the future is set and caller can handle this value.

Interest of active objects is that caller can execute other tasks while it is waiting for a request's result : call is not blocking anymore. Each active object has its own thread to execute received requests. A stub object is used to contact an active object on a method call. This call is done through a proxy which is a bridge between stub objects and the active object.

## B. Middleware

A middleware provides a connection between softwares or between components of a software. This connection allows a communication between process. These process can be located


Fig. 3. Active Object pattern
on different machines, with different operating systems. So, a middleware allows a program to exploit power of several participating computers. It can also manage connection and disconnection of participants. So, it creates a dynamic grid of machines used to distribute tasks.

There is different types of middleware. Some of them provide to developers a way to send a job to a machine and then, when job is done, retrieve the result. In this case, there is no interaction between participants, and it is usually a centralized approach : a server (or a restricted set of servers) distributing job to some slaves. For example BOINC[2], which is used by @home projects like SETI@home ${ }^{1}$.

Others have an object-approach of the distribution using for some of them the active object pattern. It is the case of ProActive[3] developed by INRIA Sophia Antipolis. This kind of middleware allows interactions between different distributed tasks.

With program running on a single machine, there is an addressing space which allows to attribute an unique id to each object. This id is often the memory address of the object. When a program is distributed (it is running on a set of machines), uniqueness of an id is more difficult to assure. Middlewares provide a global addressing space which allow an unique id for each object.

## C. Load-balancing

The concept of load-balancing is that a set of machines $\mathbb{S}$ are grouped as an unique virtual machine $\mathbb{M}$. If $\mathbb{T}$ is the set of all executable tasks, then load-balancer is a function $l: \mathbb{T} \rightarrow \mathbb{S}$ which attributes to a task $t$ a machine $l(t)=m$ that will execute the task $t$. So the load-balancer $l$ defines a policy to distribute tasks on $\mathbb{M}$.

This technique is used by web services, for example, to spread users's requests between servers : several servers look like one for users. When a user sends a request to a web service, load-balancer redirects this request to one of the available servers. This allows to equilibrate work-load of servers and provide a best quality of service.

In distributed programming, it allows to optimize work-load of each machine by establishing a policy to spread tasks on machines. Some load-balancing algorithms can depend on the type of distributed network: this network can be synchronous or asynchronous and its topology can be dynamic.
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## D. Dynamic Graph

Execution of simulations distributed by DAGDA can be described as a dynamic graph, so the concept of graph and then of a dynamic graph need to be defined.

A graph $G$ is a pair $(N, E)$ where $N$ is a set of elements called nodes and $E$ is a set of nodes-pair $(u, v)$ called edges such that $u, v \in N$. A dynamic graph is a sequence $G_{i}=$ $\left(N_{i}, E_{i}\right)$ such that $\forall(u, v) \in E_{i}, u, v \in N_{i}$. So, it is a graph that can change over time, by adding/removing nodes and/or edges, but such that if an edge exists at a time $i$ then its ends also exist at the same time $i$.

Nodes of the graph are the entities of the simulations and edges model interactions between entities. Edges of the graph modeling the execution are weighted : more intensive is an interaction between two entities, more important is the weight of the corresponding edge.

## II. $\mathrm{AnTCo}{ }^{2}$

A$\mathrm{NTCO}^{2}$ is a distributed algorithm dedicated to load balancing and communication minimisation.
AntCo ${ }^{2}$ considers only the dynamic graph of the application to compute the distribution.

As communications and agents appear and disappear, as the importance of communication evolve, the graph changes. Therefore the load balancer should also handle this dynamic process and be able to provide a distribution as the graph evolve.

Each computing resource is associated with a color, then by assigning a color to a node, the algorithm specify the distribution.

One can see the distribution as a weighted partionning of the graph. In this partionning we try to distribute evenly the load (number of entities weighted by their computing demand) and to minimize communications between computing ressources to avoid saturating the network. These two criteria are conflicting, therefore a trade-off must be found.

We see the partionning as a dynamic community detection algorithm. We call such dynamic communities "organizations". Communities are often seen as group of vertices that are more densely connected one with another than with the rest of the graph. An algorithm able to detect organizations is able to follow communities as they evolve when nodes and edges appear, evolve and disappear in the communities.

There exists several graph partionning algorithms ([4], [5], [6]) and community detection algorithms ([7]), but few handle evolving graphs. It is always possible to restart such algorithms each time the graph changes, but this would be computationally intensive. AntCo ${ }^{2}$ is an incremental algorithm that start from the previous partionning to compute a new partionning when the graph changes.

Having a load balancer running on a single machine, to distribute applications that are often very large could be inefficient. Another goal of $\mathrm{AntCo}^{2}$ is to be able to be distributed with the application.

AntCo ${ }^{2}$ uses an approach based on swarm intelligence, namely colonies of ants. This algorithm provides several advantages: ants can act with only local knowledge of the
graph representing the application to distribute. AntCo ${ }^{2}$ tries to avoid any global computation, therefore allowing it to be distributed with few communications and no global control.

In AntCo ${ }^{2}$, each colony represents a computing resource and has its own color. Inside colonies, ants collaborate to colonize organizations inside the graph and assign their color to nodes. Inversely, colonies compete to keep and conquer organizations.
Ants color nodes using numerical colored pheromones corresponding to their colony color. Such pheromones "evaporate" and therefore must be maintained constantly by ants. This allows to handle graph dynamics by forgetting old partionning solutions and discovering new solutions by the constant exploration of ants inside the graph. The details of the algorithm are given in ([8]).
The change of a color for a node indicates a "migration advice", meaning that the corresponding agent should migrate on the computing resource associated to the new color. An inerty mechanism allows to avoid oscillatory advices.

## III. Dagda

DAGDA is a middleware dedicated to the distribution of Complex Systems simulations. It uses an existing middleware as a base which is extended with new features. The final aim is to provide a simple way to create distributed complex system simulation.

The main words of Dagda are decentralized, portable, loadbalanced. Decentralized means that there is no restricted set of machines on which depend all machines. Dagda aims to be as portable as possible, is that any machines (computer,pda,phone,super-calculator,...) can participate to the distribution.
The used middleware is ProActive[3]. This choice is motivated by the active object approach which is used in ProActive.

## A. Entities

Dagda is based on the concept that the distributed application is composed of a massive set of objects. These objects are called entities and are hosted on a machine by an agency. Entities are active objects.

Entities can interact with each other and can migrate from one agency to an other. This rises a problem: how to identify each entity through the network and how to get a remote entity? The second part of this problem, how to get entity, is treated on section III-B. Entities are identified by an id which is unique through time and network. Uniqueness is assumed by the fact that id depends on the agency's address (agency who creates the entity) and on a timestamp.

## B. Communication between agencies

Dagda aims to have a decentralized architecture so there is no master server to reference informations as for example entities location. Therefore, some mechanisms are needed to provide functionalities like entity-search.

Each agency has a dedicated active object whose role is to detect other agencies and to provide to user functionalities through connected agencies.


Fig. 4. Dagda overview

## C. Context

A program may have some parameters which create a context that is used by composants of this program. With programs running on a simple process, this is easy to do by declaring global variables. But with distributed programs, each machine has its own memory and one other can not see changes.

Dagda creates a context divided in two parts. It contains a local part which contains parameters that do not have to be shared. Second part is global and changes on this part will be spread on all machines. Context users can access to parameters without local or global distinctions.

## D. Interactions Graph

Dagda profiles method calls between entities. For example, if an entity A calls a method $m$ () of an entity B, this call will be detected and registered. Then this detection of interactions between entities is used as provider to a dynamic graph which models these interactions through the time. Nodes of this graph are the entities host on the machine and remote entities such that there is an interaction between these remote entities and one of the hosted entities. Edges of the graph represent interactions between entities. Greater is the number of interactions between two entities, greater is the weight of the corresponding edge. There is a mechanism which decreases edges's weight through the time. The GraphStream[9] ${ }^{2}$ API is used to create the graph.

This graph can be used by tools, for example to monitor entities activity and have a look on this activity.
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## E. Load-balancing

Entities are spread on the available machines with the AnTCo ${ }^{2}$ load-balancing algorithm. This choice allows :

- equilibrate the work-load of machines;
- reduce the network-load;
- distribute the load-balancer.

Distribution of the load-balancer is an important thing to have a decentralized platform. In [10], three ways are presented to run the $\mathrm{AntCo}^{2}$ algorithm. The first and the second one run with a restricted set of servers (size of this set is one in the first case). In these two cases, computing-load of server is fully used and $\mathrm{ANTCO}^{2}$ has a global view of the distributed application. The last one uses each machines to run the algorithm. In this case, only a few computing-load is used on each machine and $\mathrm{ANTCO}^{2}$ has just a local view of the distributed application. This case allows to decentralize AntCo ${ }^{2}$, so it has been choosen in DAGDA.

Work-load dedicated to $\mathrm{ANTCO}^{2}$ is function of number of entities, so by balancing entities-load, it balances itself : it is auto-distributed.

## IV. Results

AT this time, DAGDA is still in development. The platform is able to create entities and profile interactions between them. So it is possible to view the graph of the simulation's execution in real time. It is also able to connect agencies and migrate entities from one agency to another.

## A. Test application

To realize some tests, a simple application has been written which aimed to generate interactions between entities and migrate them between agencies. Entities used for this application can be described as follows :

```
TESTENTITY:
    attributes :
        List<TestEntity> neigh
    methods :
        call( TestEntity te ) {
            while( neight.size() > MAX )
                neigh.poll();
            neigh.add(te);
        }
        execute() {
            int i,j;
            i = random() % neigh.size();
            j = random() % neigh.size();
            neigh.get(i).call(neigh.get(j));
            if( random() < P_MIGRATION )
                migrateSomewhere();
            }
```

The application creates a set of TestEntity and inits randomly the neigh attribute of entities. Then each agency run the execute() method of each hosted entity.

Figure 5 shows the graph of the execution of this application with 64 entities.


Fig. 5. Execution of the test program

## V. CONCLUSION

In this paper, concepts of middleware and load-balancing have been described. Then the DAGDA platform which merges a middleware and the load-balancer $\mathrm{ANTCO}^{2}$ has been presented.

DAGDA is still in development but it ables to launch a program and profile execution of this program. Next step is to finalize implementation of the load-balancer and validate the platform making battery of tests.

Then we need to provide an application running on DAGDA and realize tests on performances to show the gain brought by DAGDA.
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RÉSUMÉ.:L'objectif de cette communication est de présenter le projet de développement d'une plate-forme de simulation de processus géographiques (Géocells), permettant de modéliser le comportement des régions européennes en fonction des aides accordées par l'Union Européenne. Le schéma d'ensemble de la plate-forme repose sur l'utilisation des techniques de simulation par automates cellulaires. La prise en compte des disparités régionales par les politiques structurelles de la Commission européenne, l'analyse des positions relatives des régions européennes sous l'angle des indicateurs macroéconomiques et budgétaires, va permettre d'évaluer l'efficacité globale des Fonds structurels européens, de mesurer l'influence des modifications des règles d'attribution sur les trajectoires des différentes régions aidées, évaluées par des indicateurs de convergence.

ABSTRACT : The aim of this paper is about the trends of regional disparities in the European Union who can be considered as a complex system.. For modelling the uncertain efficiency of the regional policy we attempted to use a cellular automata (Geocells) developed by P.Langlois). Methodologically, this cellular automata Geocells is based on interrelated processes between variables (like time periods, growth rates in the GDP per head, flows of public investments) and three geographical levels (european level, national level and regional level). This three levels are used to lay the emphasis on the fact that the EU structural expenditure, and its spatial impact, work as a rules-based system. Simulations were made, in order to evaluate, on the one hand, the specific role of each level and each variable, and on the other hand how some change in one part affects the whole. In this perspective we could underline the role of increasing or decreasing budgets, the weigth of national policies and national economic trends and the contiguity effect according to the geographical location of each eligible region.
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## 1. Introduction.

The aim of this paper is to present the functioning of GeoCells : the geographic simulation platform, as well as a first application enabling to model the European regions' behaviour according to the variation in aid granted by the European Union and to neighbourhood effects. The platform's overall diagram relies on the use of cellular automata techniques.

The taking into account of regional disparities by the European Commission's structural policies, the analysis of European regions relative positions from the angle of macroeconomic and budgetary indicators, will allow an evaluation of the overall effectiveness of the aforementioned policies, and to measure the influence in the modification of granting rules. The different settings offered by the simulation platform ensure to simulate both the impact of aid on the overall evolution of the Europe of the Fifteen regions (measured by indicators such as beta or sigma convergence), as well as on each region's specific future.

The introduction of simulation and forecasting methods in the debates on the European Union's regional policy does not aim to enable to find the one and only response to the problem of European regions' unequal development, but to suggest a range of credible options as a decision support tool for territorial solidarity and economic and social cohesion, in a European space in perpetual evolution. Even though they belong to an interdependent
group such as the European Union, these spatial units each own their specific trajectories, in which the reaction delays, the transformation rhythms strongly vary from one region to another. All of these differentiated laps of time will build a European regional mosaic, making it unlikely to happen a mechanical adjustment between the impulsions of the European Union's regional policy (Structural Funds, Cohesion Funds, etc.) and the regional readjustment initially planned.

## 2. Community solidarity policies and the regions' future

The issue of the solidarity effort between State members and the regions, as well as their adequacy to the cohesion principles displayed in the European texts and treaties is at the centre of the debates on European regional policy. The main questioning is about the European public policies' ability to adjust disparities produced by the single market. How can we improve redistribution and territorial equity in an Union of low economic growth ? In such an economical context, should we limit the solidarity effort of rich countries or on the contrary emphasize it in order to accelerate the catching-up of backward regions ?

## 2. 1 The issue of allocated Funds' effectiveness

In order to evaluated the effectiveness of passed programmes and to discuss the necessity of possible reorientations in the granting
of structural Funds within the European Union, it is essential to recall budgetary stakes and a few functioning principles of European intervention as far as regional policy is concerned. Since the creation of the ERDF in 1975, redistribution rules and amounts granted, within the framework of what we put behind regional policy have changed during the last twenty years and have not affected the same regions during the same periods of time. The general conditions of eligibility have changed over the reforms, and individually for each region, because economic results made them eligible or not from one period to another. Various reforms in 1984, then in 1988, carried along by the imperative of economic and social cohesion, have changed the amount of granted budgets. A Cohesion Fund concerning four countries (Spain, Portugal, Greece, and Ireland), was born subsequently from 1994 onwards, in order to offset these countries' budgetary effort, with the aim of a convergence towards criteria of participation to the Economic and Monetary Union. These so called cohesion countries have received ever since aid of a substantial weight in their GDP.

For many years, surveys have tried to evaluate the consequences of the European economic integration consolidation over regions, as well as the effectiveness of the various European Structural Funds' reforms ${ }^{1}$. They all agree to admit, at country scale, the alternation of catching-up stages, notably for the Cohesion countries (Spain, Portugal, Greece,

[^10]and Ireland), more particularly for Ireland which has reached the European average from 1997, with more uncertain stages. Regional convergence would have known a slowing down in the first half of the 1980's, then an improvement at the end of this same 1980's, followed by an overall divergence period in the 1990's. This changing diagnosis, at European scale, is, in most cases, tempered by a maintaining, ore even an increase in disparities between regions of a same country. Since regional growth dynamics are not exactly the same as the ones at a national level, we have been wondering after the works of Martin (2000), Maurel (1999), and Riou (2002) about the spatial consequences of the European economic integration and about the reasons of an unequally distributed and polarizing growth. The conditions for the reduction of this gap between the scopes of interregional solidarity and territorial cohesion and reality, outlined in many official texts such as the European Spatial Development Perspective or the Second report on economic and social cohesion (Eurostat 2000), as well as in the results of our previous works (Elissalde 2005) were the purpose of different simulations achieved in this paper.
In addition to the issue of
European Structural Funds'
effectiveness, this shift between scale
levels makes it wonder in the future
about the solutions to mobilize in
order to bring down the development
gaps significantly increased by the
progressive transition from fifteen to
twenty seven members in the
European Union. The use of a
simulation platform through cellular automaton aims at answering the question of knowing on which conditions (of settings in terms of budgetary redistribution), according to which duration of financial aid programs, and according to which objective levels of reduction, convergence, or adjustment, European solidarity policies could be effective.

Two hypothesis can be considered: either the results of financial aid programs at European level are due to other factors such as the differentiated effects of each country's particular national situations (lets not forget that regional aid work according to the principle of additionality), either the selectivity of growth dynamics would be due to the region's relative position inside a wider spatial unit, affected itself by a

## 2. 2. The issue of regions' convergence

In order to evaluate the consequences of different parameters settings noted above on simulation results, we have used the concept of convergence and two indicators in order to refine diagnosis on the reality of disparities reducing between European regions. Following other economic works, Beine and Docquier (2000) suggest three declensions of this idea of convergence :

- absolute convergence which supposes that per capita income would converge towards each other
situation of growth or stagnation. With regard to the analysis presented above, we have therefore added the hypothesis that neighbourhood effects between regions played a role in the spreading of growth or in the reduction of disparities.

For all these reasons, we join R. Geyer [2003], in order to consider that the European Union shows certain specific characteristics of a complex system. The European Union's spatial dynamic would thus begin to look like a partly autoorganized system where the reactivity of spatial units would behave in a more ore less autonomous manner in relation to the redistributive impulsions of the European Commission, which on its side assumes and tries to demonstrate in its reports on cohesion, the fundamental importance of regional aid's immediate positive effects
independently from initial conditions and led policies

- conditional convergence which puts forward the hypothesis that identical territories in terms of demographic growth, public policies, but with different initial conditions, are supposed to converge towards the same stationary state the ones according to the others.
- <club» convergence which puts forward the hypothesis that convergence is not achieved in a global manner but by group of regions. Per capita incomes would
not converge at an identical pace for all regions but through groups of regions, which would distance themselves by an original growth dynamic.

As for evaluation, we adopted the distinction of X.Sala-i-Martin (1996) which opposes:

- sigma convergence $C_{\sigma}$ measuring the evolution of the GDP per capita over $n$ years, calculated as the annual variation gap of the coefficient of variation between two periods $t_{0}$ et $t_{n}$, where $m_{i}$ is the GDP mean of the year $i$ and $\sigma_{i}$ its standard deviation. Thus we have:

$$
C_{\sigma}=\frac{\frac{\sigma_{n}}{m_{n}}-\frac{\sigma_{0}}{m_{0}}}{n}
$$

- beta convergence $C_{\beta}$ which measures the relation between the GDP per capita (logarithmical) variation over a given period compared to the initial level.

> If we call:

$$
x_{k}=\log P I B_{k 0}
$$

the GDP neperian log of the region $k$ for the initial year $t_{0}$ and
the GDP logarithmical variation of $k$ between $t_{0}$ and $t_{i}$, beta convergence between two periods $t_{0}$ et $t_{n}$, is then defined by the slope $a$ of the straight line $Y=a X+b$ of the variable $Y=\left\{y_{k}\right\}_{k=1, . ., K}$ in relation to the variable $\quad X=\left\{x_{k}\right\}_{k=1, . . K}$. Therefore, we can write:

$$
C_{\beta}=\frac{\operatorname{Cov}(X, Y)}{\operatorname{Var}(X)}
$$

Lets note that the more these indicators are negative, the more they indicate a better convergence.

The diffusion of wealth between regions (if we suppose it exists) tends to make the regions' standards of living converge. This mechanism is opposed to the regions' internal growth, which increases exponentially from these wide range of wealth levels between regions. This growth then tends to make them diverge. The combination of these two effects is generally to the benefit of growth. Even though the growth of the wealthier improves the wealthiness of the neighbours, the gap deepens nevertheless. The financial aid policy towards the most underprivileged regions seeks therefore to counterbalance the predominant effects of this divergence. Lets note also that the way Europe measures the "convergence" (through betaconvergence) allows in theory to mask the exponential widening of absolute gaps between regions using $y_{k}=\log \left(P I B_{k i}\right)-\log \left(P I B_{k 0}\right)=\log \left(\frac{P I B_{k} \text { ative gap logarithms... However, }}{\left.P I B_{k 0}^{\text {mu }}\right)}\right)_{\text {ations }}$ show that the behaviour
of these indicators are not so simple to interpret.

These indicators were already used in the research works of Charleux (2003) and Le Gallo (2006) and initially in France by F.Maurel's team (1999) from the General Commissariat for National Planning in order to test the hypothesis of an «absolute» catching-up of the most underprivileged regions, then by introducing complementary

## 3. The GeoCells project

## 4.

### 4.1. From the strict notion of cell to the complex spatial agent's one

The GeoCells project is part of the continuity of two experiences developed by our laboratory (MTG Rouen, UMR IDEES) [Langlois et al 02], [Guermond et al 03], [Guermond et al 04].

First of all the SpaCelle software, which is a cellular automaton based on rules dealing only with qualitative spatial variables, followed by another very different cellular model, allowing to simulate continuous flows such as surface flow in hydrology called the RuiCells model.

The strict formal concept of cellular automata defines a cell as purely reactive. A cell in the broad sense does not know how to do anything else but to change its internal state according to the perception of its environment and of its own state. Nevertheless, in a wider sense, the notion of cell can be
explanatory variables (ex: facilities endowment) in order to evaluate their weight in growth regional gaps. These calculations carried out by comparing separately convergence tests at States' level and at regions' level lead simultaneously to the empirical observation of a convergence between countries and of a regional divergence internal to countries.
understood in its analogy with the living world. Moreover, its based on this analogy that von Neumann defined the term of cellular automaton, in order to try to model the phenomenon of living agents' reproduction. In this sense, a cell is not only reactive, but becomes an agent which can own a complex behaviour. A cell must be delimited in space by its membrane, which is both a frontier separating the inside from the outside, and a filter controlling solid, energy, and information flows with its environment.

In addition, we often need to define spatial units of any forms, because this is the way that geographical information is available : agricultural plots, land registry, urban units, etc. Thus we have tried to define directly a behaviour (a dynamic) to spatial units of any forms. The polygonal form must thus be directly usable as a geometric support of a cell in a geographic simulation system.

### 4.2. The GeoCells project, an automaton to simulate the regional policy

The purpose of the GeocCells project is to create a simulation platform based on geographic information layers. Its main driving force is a geographic model generator based on topologic cellular agents. -
(Batty 2005) ( Longley1996)( White 2004)

From a model description considered as representative of an issue in association with a real or virtual geographic environment, the user builds, through this platform, an automated structure allowing this model to live, in order to see its evolution and to check its pertinence level.

The overall functioning principle of GeoCells is given by the following diagram :


Figure 1. GeoCells functioning principle
The different distinct parts visible on the diagram match the following stages :

1 - The user calls for a set of static information used as a support to the model and thus describing its initial physical environment
2 - The user, relying on the above data, provides the desired model dynamic, that is to say the group of action features peculiar to the simulation and relating to the simulator-user interaction,

3 - GeoCells translates this information and generates an automated model and a command interface,
4 - the user communicates by means of the interface in order to change certain parameters relating either to the simulation or else to the ones linked to the results display.

### 4.3. Basic principles

a) Cellular structure

The system is based on a group of geographic information layers. Each
layer is made of features from a same class. To each layer of information, and to each feature of this layer, matches a cell, which main asset is to own, in addition to the feature's physical components (location, shape, size...), the knowledge of its neighbourhood and above all its behaviour dynamic.

Each cellular class owns :

- Behaviour rules giving to the cells of its class the same function in the system (district, plot, department), - properties and attributes (perimeter, surface area, budget...),
- relations with cells from other layers of the system.


## b) Hierarchized structure

The system takes into account the hierarchical relations existing between layers, such as the ones explained on the diagram below (a district [layer 1] belongs to a department [layer 2] and the department is made up of districts...), but nothing prohibits to implement other relations between cells of different layers, such as for example transport connections, etc.


Figure 2. Hierarchy of cellular layers

### 4.4. Generated automata characteristics

## 4.5.

Time definition - In order to scan all cells of all layers, therefore to give them the means to carry out their actions, the system takes a certain (physical) machine time that depends on the performances of the host computer. This proceeding time matches the lapse of time which is the system's temporal reference (logical time). We can therefore build from this reference a time unit adapted to each simulation.

Synchronization - One of the difficulties of this type of mechanism is to maintain the temporal coherence between every cellular layers. In order to do so, the automaton synchronizes the system by ordering itself the starting of each cell's life
stage. This synchronization applies to :

- all of the cell's input reading (incoming flows),
- the execution of all of the cell's peculiar processes, with according to the circumstances, change of its internal states
- all of the cell's output writing (outcoming flows).
- saving of all current contexts.

Communication canals - An unidirectional communication canal feature was introduced when it was necessary to implement the system's multilayer nature with the flexibility required by exchanged data's multiform nature, combined, according to the models, with the possible plurality of flows. This
feature is automatically generated and sized. Each cell owns the input and output references relating to the canals that concerns it, and this is true for each communication action (informational and/or energetic). For this reason, it has the knowledge of its environment and enters into dialogue with it.

Command interface - According to the needs, each of the model's influential magnitude is combined with an interface component, for example, in the form of a cursor, giving the opportunity at initialization to change its value. All of these components, created dynamically, associated to a certain number of structural dialog components (menus, etc.), makes the system's command interface, the simulator's control panel.

### 4.6. GeoCells’ field of action

GeoCells can be used in any model that brings into play phenomena where the spatial component is predominant. Among these phenomena, we can cite the diffusion or the propagation of magnitudes (physical or not), whether they are generated by rules of neighbourhood-contact (ex : frontiers between cells of a same layer) and/or by rules of neighbourhood-transport, by inserting between layers one ore more transport layers (linear topology) and access relations that are associated with them. We can also take on rules relating to virtual exchanges of a hierarchized type or not. In the following example, we

## 5. Model and simulations

### 5.1. Description of the growthdiffusion model between European regions


carry out several hierarchized economic exchange flows.

The GeoCells model applies to the evolution of the GDP per capita in the Europe of the 15 and to the influence, in this evolution, of the game of the various aid granted as regional policy (ERDF). The platform is made up of three topological layers:

- Administrative regions level NUTS2 (512 cells : 511 regions +1 cell representative of the outside)
- Countries (17 cells: 15 country cells +1 cell rest of Europe +1 «external» cell)
- EU (3 cells : 1 cell Europe of 15 +1 cell rest of Europe +1 «external» cell).

We will now clarify the diffusion model a bit unusual that we have used. Let's note $X_{i}$ the GDP of the region $i, P_{i}$ its population and $Y_{i}=X_{i} / P_{i}$ its GDP per capita at a moment $t$.

We put forward the following hypothesis. Each cell has the aim to homogenize, through time, its standard of living $Y$ in relation to its neighbours. But the standard of living is not comparable to a physical magnitude capable of diffusing like a flow. It is through the variation of wealth ( $X$ ) symbolized by the GDP (by internal growth and by diffusion) or through the variation of population $(P)$ (also by internal growth or by
migrations) that each region can work in order to achieve its goal. In this model, at first approximation, we have considered that population was constant throughout time. It is therefore here only on the variation of $X$ that relies the diffusion mechanism in order to reach the goal.

Another hypothesis is to consider that only a small fringe close to the borderline (area in dotted line on the figure) takes part in the diffusion of wealth, by the levelling-out of standards of living of the two neighbouring border fringes. Since we do not have any information on the spatial distribution of the populations inside a region, we must put forward the hypothesis of an uniform distribution. Consequently, instead of launching forth into geometric calculations of insane zoning, we use a simple proportionality parameter, accessible in the user interface by a cursor, called diffusion rate, which sets the rate $k$ (of surface area, population, and wealth all at once, since we consider them as uniformly distributed over the region's surface area), which takes part in the diffusion between regions. This rate defines therefore the part of the region's surface area matching the border fringe, in which the standard of living is going to attempt to level up through time, with the neighbouring regions' homologous fringes.

In order to model the diffusion between two regions $i$ and $j$, we then introduce the coefficient $k_{i j}$ which is the surface area's proportion $i$ matching the intersection between the border fringe defined by $k$ and the
proportion $p_{i j}$ of its land borderline shared by the region $j$, defined by

$$
p_{i j}=\frac{l_{i j}}{\sum_{k \in N(i)} l_{i k}} \text {, where } l_{i j} \text { is the }
$$

borderline's length between $i$ and $j$.
We then have : $k_{i j}=k \cdot p_{i j}$
If the wealth on the two sides of the border fringe between $i$ and $j$ was evenly distributed like connected vessels, we would obtain a levelledout standard of living (which is not the average of the two previous standards), defined by:

$$
Y_{i j}=\frac{k_{i j} \cdot X_{i}+k_{j i} \cdot X_{j}}{k_{i j} \cdot P_{i}+k_{j i} \cdot P_{j}}
$$

We can then define the variation $d X_{i j}$ (positive if it emits or negative if it receives) of the diffusion from the region $i$ towards the region $j$ during a short lapse of time $d t$ as being proportional to the concerned population $\left(k_{i j} P_{i}\right)$ and proportional to the difference between the current standard of living $\left(Y_{i}\right)$ and the (local) aim of levelling-out $\left(Y_{i j}\right)$ of standards of living $i$ and $j$. This can be translated into the following equation :

$$
\frac{d X_{i j}}{d t}=K \cdot k_{i j} \cdot P_{i}\left(Y_{i}-Y_{i j}\right)
$$

The value of $K$ is set internally (since we can already play on $k$ ).

By adding the border fringes of the region i , we note down:

$$
d X_{i}=\sum_{j \in N(i)} d X_{i j}
$$

One should notice that this diffusion is, by construction, preservative of the mean $\sum_{i=1}^{n} X_{i}$. (because one can verify easily that for any couple $(i, j)$ we have : $\left.d X_{i j}+d X_{j i}=0\right)$

Moreover, the variable $X_{i}$ is subjected to an a priori exponential internal growth, $\frac{d X_{i}}{d t}=C_{i} X_{i}$
Internal growth is adjustable, either individually region by region through the attribute table, either on the whole as being the same for all regions with the help of a cursor present in the user interface.

The final growth-diffusion equation is thus given by :

$$
X_{i}(t+d t)=X_{i}(t)+\left(C_{i} \cdot X_{i}(t)+K \cdot k_{i j} f_{i} G_{1} V_{i} \text { the } \underline{Y}_{i j}\right) d d d \mathrm{del} \text { retained, as the }
$$

 main indicator, the variation of the GDP per capita of each European region. The variation of this magnitude linked only to the variation of the GDP (we have made the choice of a constant population), is subjected within the platform to several influences adjustable for each simulation:

- The GDP variation rate is, either specific to the region, either identical to the group of regions of a same country, either, by simple hypothesis, identical for the whole group of time is then written

- The terms of public intervention include the mechanisms relating to contributions (Countries and EU), to the aid linked to regional policy, such
as eligibility thresholds (75\%) for Structural Funds.
- The European budget weight was taken into account, stabilized around a threshold of $1 \%$ of the European total GDP since fifteen years (threshold reached since 1984). From this average budget, simulations were able to make the Community budget weight vary from $0,5 \%$ to $3 \%$ of the EU total GDP.
- The principle of additionality between the States and the European Union in the Structural Funds financing was also taken into account, as well as the variability of the relative importance of regional policy in the Community expenditures.
- Finally, the rule of $4 \%$ maximum weight of European aid in the GDP of a region or of a State was applied.
- To these principles officially ratified by the European Commission, we have added to our model a spatial dynamic parameter: the hypothesis of the role of spatial interactions and of contiguity effects in the regions' trajectories.

The diffusion by contact with neighbouring regions, made possible

### 5.3. Test of the simulator

In order to test the validity of the model, one of the first priorities was to attempt to "calibrate" the simulator's results in relation to the regions' real variations. Therefore, we have compared, given the most recent data available, the 2004 GDP
by the functioning of the cellular automaton, is carried out therefore naturally in one way or another. Many regional growth models analyse the region as a stand-alone unit and ignore spatial interaction phenomena linked to proximity, neighbourhood, or contiguity effects. What is happening in the neighbouring regions is ignored, while sensitivity to exchange and migration distance is very large. Now, many works have shown that economic interaction and territorial interaction acted in a multiplicative way (Heylen.C et al, 2001), and some empirical assessments evaluating the spatial auto-correlation degree between European regions, as far as GDP per capita is concerned, confirm the pertinence of the reasoning process (Elissalde, 2005). The existence of territorial cores matching either regional areas or national spaces having similar development characteristics and trajectories corroborates this idea. While a situation of spatial competition between activities and between territorial units exists, the taking into account of contagion, of mimicry phenomena, of power struggles linked to neighbourhood effects proves to be necessary.
per capita actual results with a simulation fot the period 1996-2004 (see diagram figure 5). It emerges from the comparison between simulated and observed variations that the platform shows an important degree of credibility, both in its overall results (values of the coefficient of determination) and for regions taken individually. For
certain settings of the simulator, the differences between the simulated and the observed variations, reveals a trend towards significant results. They underestimate the big metropolitan regions' final values (Brussels, London, Hamburg, Paris area, etc.), and on the contrary overestimate the less-developed regions' ones (Alentejo, Epire, Calabria, Estremadura). These results reproduced on the diagram match settings including a $10 \%$ GDP per neighbourhood diffusion rate. By repeating simulations over the same period with a diffusion rate reduced to $5 \%$, but with a doubling of the Community budget ( $2 \%$ of the GDP), added to a substantial increase of regional aid in the aforementioned budget, an overall result is reached, which, this time, underestimates, with one or two exceptions, the entire values of the regions' GDP per capita. The more the GDP diffusion rate is decreased from one region to
another, the more the underestimation is important. Several interpretations can henceforth be suggested. It seems that the simulator gets closer to reality, when it includes an important degree of permeability from the neighbouring regions GDP (through the diffusion rate), giving indirectly an account of exchanges and interdependencies between them. Moreover, it seems necessary to wonder about the overall impact (and not only at a particular region's level) of structural policies in relation to the co-variation general dynamics of the Europe of the fifteen entire group of regions. From these results, it emerges that the reducing of disparities are potentially plausible for regions that are eligible for European Funds, and that the options of European regional policies comes within a choice between egalitarianism by readjustment, equity without hierarchical upheaval, and lack of solidarity.


### 6.1. Mixing of variables and political options

Over four hundred simulations were achieved from 1996's population and GDP values. They attempted to evaluate the relative weight of the simulator's variables, the impact of budgetary variations, and can be grouped together in three main categories of scenarios. This type of reasoning concurs with the
one achieved from "qualitative" scenarios about the demands of a polycentric development in order to attempt to weaken the weight of the "Middle-European ridge".
a) The first scenario (simu 1) is the one of free competition between regions without the intervention of Structural Funds. It is tantamount to abolishing

European
"interventionism" and to "renationalizing" aid, just as recommended in the Sapir Report. Simulations include a GDP growth
specific to each region and a diffusion rate by neighbourhood, as well as a redistribution rate of $20 \%$ or $30 \%$ of GDP. The difference of growth rates has few effects, on the other hand the redistribution rate by neighbourhood has consequences on the diffusion of prosperity. The readjustment strongly depends on the level of wealth transfers by neighbourhood, whatever the mechanism. In other words, a backward region will have more chances of developing itself if it is located near an already thriving region.
b) The second scenario (Simu 2) consists in searching out territorial equity.

Territorial equity includes ideas of parity of treatment, equivalence of access, and more generally of solidarity between territorial groups, with what it takes in terms of public action, especially by bringing
corrective as far as resources and facilities are concerned. The project consists in endowing each region or each region with a measure of autonomy with the necessary conditions to its development. Structural Funds are used alone, by magnifying the part devoted to regional policy to $1,5 \%$ of GDP, but by limiting the diffusion phenomena by neighbourhood to 5 or $10 \%$.
c) Finally, a last approach offers a selective allocation of aid (Simu 3). It consists in searching out results more than automatic distribution of resources, granting compensations to the most underprivileged units. Simulations are achieved with growth rates specific to each region, bringing Structural Funds aid to $2 \%$ or $3 \%$ of the EU's GDP, according to the usual eligibility criteria, but by stoping neighbourhood effects. This hypothesis of watertightness between regions attempts to isolate what could be a pure effect of European aid.

## Table 1: Results of 400 simulations from the GeoCells platform

|  | Coeff. of correlation | Beta convergence | Sigma convergence |
| :--- | :--- | :--- | :--- |
| Simu1 (see details of settings in the text) | $-0,014$ |  |  |
| 10 years | $-0,64$ | $-0,343$ | 0,000 |
| 20 years | from $-0,50$ to $-0,531$ | from $-0,560$ to $-0,590$ | 0,004 |
| 25 years | $-0,476$ | $-0,70$ |  |

Simu2 (see details of settings in the text)

| 10 years | from $-0,631$ to $-0,695$ | from $-0,456$ to $-0,500$ | $-0,009$ |
| :--- | :--- | :--- | :--- |
| 20 years | from $-0,519$ to $-0,592$ | from $-0,661$ to $-0,731$ | 0,002 |
| 25 years | from $-0,463$ to $-0,533$ | from $-0,773$ to $-0,846$ | 0,005 |

Simu3 (see details of settings in the text)

| 10 years | from $-0,54$ to $-0,55$ | from $-0,414$ to $-0,429$ | from $-0,009$ to $-0,008$ |
| :--- | :--- | :--- | :--- |
| 20 years | from $-0,41$ to $-0,42$ | from $-0,582$ to $-0,606$ | 0,003 |
| 25 years | from $-0,35$ to $-0,36$ | from $-0,675$ to $-0,696$ | 0,007 | associations of variables between, on the one hand settings between endowment parameters cited above and coming from European regional

policy, and on the other hand on the neighbourhood effects and on the duration of redistribution phases. The results obtained in the above chart emphasize:

- Whichever the scenario, a strong sensitivity to the duration of redistribution programs, more than to the percentage of European budget (within a range evolving from $0,5 \%$ to $3 \%$ of the Europe of the Fifteen GDP) devoted to Structural Funds. While periods of regional aid programs take place more often over periods of five or six years added to repeated adjustments in allocation criteria, beta convergence values give results showing the strongest values of tendency reversal, therefore the most significant as far as catching-up is concerned, only after 20 or 25 years of actions.
- convergence indicators do not obtain the most performing scores for
the same scenarios. The convergence measure based on the variation of the statistical dispersion (sigma convergence) is more important for scenario 3 (simu3), relying on the regional policy's budget increase, while the prospect of a catching-up (beta convergence) is more credible with the scenario of territorial equity (simu2).
- the <liberal» scenario (simu1) of the diffusion of prosperity only through neighbourhood effects and without European aid seems very little discriminatory. Given equivalent temporal sequences, the values are supplanted by the ones from the two other scenarios. It is only over a period of a quarter of a century after possible substantial changes of the regions' activity profiles that results become equivalent.

Chart 4. Statistical indicators of simulation results according to the importance of European budget in percentage of the EU's total GDP

|  | Beta <br> convergence <br> Budget at $1 \%$ of GDP (1996) | Sigma <br> convergence <br> -0.698 | $-0,0012$ |
| :--- | :--- | :---: | :---: |
| Budget at $1,5 \%$ of GDP (1996) | mean | $-0,701$ | $-0,0007$ |
| Budget at 2\% of GDP (1996) | mean | -0.707 | $-0,0007$ |
| Budget at $2.5 \%$ of GDP (1996) | mean | -0.717 | $-0,0006$ |
| Budget at $3 \%$ of GDP (1996) | mean | $-0,720$ | $-0,0005$ |

### 5.3.Towards an optimization of the two convergence indicators via simulations?

If multiple regression calculations achieved above brought out the most discriminating variables, the next aim of the work consists in selecting specific settings for each one of the four variables that lead to the most
effective results for the two aspects of the convergence idea. Knowing that the two chosen indicators give an account of various convergence process, reduction of dispersion and disparities for the sigma indicator and improvement of development levels through time for the beta indicator, variations in settings lead to more or less close or more or less far, not to say completely opposite results.


By reproducing on the above diagram the variation in values taken by beta and sigma convergence over a series of more than 400 simulations, it comes out that there are no simulation for which settings lead to high values both for sigma and beta convergence. On the contrary, opposite values, divergence for an indicator, convergence for the other, are the most frequent. While high values for both would correspond, on the contrary, to an ideal situation of regional growth and of convergence for the entire group of regions.

This apparent paradox results from each indicator's and each variable's functioning modes. When diffusion mechanism by contiguity are activated between two regions, the weakest receives an additional contribution, but on its side, the strong region carries on to develop itself. In other words, there is not automatically a reducing of disparities (sigma) even if there is progression of every regions compared to the previous situation (beta around -0,9). Conversely, when by assumption, neighbourhood effects are almost nonexistent, weak regions are simulated externally only by the aid of Community Funds, the
overall gap between regions decreases but with a beta convergence that does not improve much (values around $-0,4$ ). We find here again the strongly discriminating impact of neighbourhood effect (already pointed out with multiple regressions) compared to the Community aid factor.

When a certain proximity exists between two indicators, it is significant to notice that it does not match necessarily the maximum settings offered by the four variables. The tendencies towards an (ideal) complete convergence does not result, according to our simulations, from the one and only increase of the Community budget and from the allocated Funds to the regional policy, but seems more likely due to particular mixing that take into account interregional regulations. Hence the sometimes deceiving or "unexpected" impact of structural policies which does not bring the best effectiveness in terms of reducing of regional disparities within the EU.

These efficient mixing are the indication of a multicriteria complexity which relies on specific proportions between Funds levels and the average durations of Community aid (unlike short and standardized durations of current programs), and above all on the taking into account of the interdependency between neighbouring regions. For the reason of the co-evolution of the European regions system's various magnitudes, seldom are situations favourable to complete convergence processes of wide regional groups.

## 6. Which configuration for territorial cohesion?

The cartography of the various types of simulation gives concrete expression to the impact of territorial cohesion modes' geographic distribution chosen by each option :


## Map 1-GDP per capita value after a simulation over 10 years without diffusion

This first map reproduces the result of a situation where values of beta convergence and sigma convergence evolve in a completely opposite way. The simulation concerns a Community budget brought up to $2 \%$ of the GDP during a 10-year period with, by hypothesis, a total lack of GDP diffusion by contiguity between neighbouring regions. This hypothesis of regional growth's watertightness gives a good
sigma with a low dispersion of incomes between regions, since backward regions saw their GDP per capita rise up, but, on the other hand, a bad beta convergence, since the GDP per capita of the entire group of regions, except for a few metropolitan regions, increased only slightly.


Map 2-GDP per capita value after a simulation over 25 years with a diffusion by neighbourhood of $40 \%$

This second type of setting concerns a 25 -year period with a budget representing $2 \%$ of the Fifteen's GDP, and a diffusion rate by neighbourhood of $40 \%$, distributed among every neighbouring regions. The results of this type of setting show a good beta convergence and a bad sigma convergence. Representative of an inegalitarian growth, this setting reveals a certain effectiveness at national level, but establishes itself as less homogeneous at European level. The high GDP diffusion rate between contiguous regions reflects the importance of

European spaces’ growing integration. It produces prosperous regions aggregation phenomena by expansion very often from metropolitan regions : Parisian Basin, South of England, North East of Spain (hence the high values of beta convergence). But on the contrary, neighbouring effects also work between peripheral and poor region areas that do not pull out of their backwardness (hence a bad sigma convergence). Growth develops itself by clusters of regions, but the development gaps are not on the whole being shortened


## Map 3-GDP per capita value after a simulation over 15 years with a diffusion by neighbourhood of 30\%

This third map represents the result of settings combining values of beta and sigma convergence close to each other ensuring an average progression of underprivileged regions and a reducing of the overall disparities. It is obtained with a $15-$ year duration of policies application, relying on a doubling of the European budget, by devoting to it half of the regional policy. While diffusion by integration of neighbouring regions concerns $30 \%$ of the GDP. Here, it is about an attempt of a compromise trying to reconcile the beneficial effects of each of the two types of convergence. From this setting, emerges a configuration of the European space which is relatively homogeneous, but dominated by a few very big metropolis (London, Paris, Brussels, Luxemburg,

Stockholm), which development level stands out clearly from the rest of the regions.

From these two indicators, in theory complementary, and often found in literature about regions' convergence, the introduction of a growth propagation variable by contiguity, changed the expected scenarios worked out by the instigators of the Community policies. This introduction of spatial interaction by neighbourhood transforms the Community policies determinist projections in a system of regional units reacting according to a multi-level and a multi-localized complexity. To the multiplicity of settings offered by the simulation platform answers a few seldom cooccurrence probabilities of the two forms of convergence. The taking
into account of the neighbourhood effects reveals the existence of an auto-organized process, which is only seldom holder of a global

## 7. Conclusion

The use of the GeoCells cellular automaton is an attempt in order to simulate the combined effects of the role of neighbourhood interactions and of the variations in the European regional policies on the reducing of disparities and the European group global cohesion. GeoCell's multilayer organization is adapted to the specificity of this policies' functioning involving a transfer of resources between State members via the European Union's budget and the neighbourhood effects linked to the integration in the European space. Starting from the double assessment that European Union's spatial dynamic revealed an inegalitarian growth and strongly polarized mode in which a third of European regions produce two thirds of the Community GDP, and that structural aid did not have, in this context, the expected consequences at regional level, we attempted to optimize the combination of duration and of public expense levels in order to make probable the reducing of disparities. The GeoCells model contributed to highlight the incidence of spatial interactions and the complexity induced by diagnosis brought up by two type of indicators of economical convergence. The fact that all of the European regional system's components vary together by interactions between scale levels and between neighbouring regions, make it difficult to achieve the coincidence
convergence at the level of a group of regions as well as of the entire European space.
between improvement of the growth of the whole and the reducing of disparities between regions. It is however at these conditions that the cohesion policy, which makes up one of the pilar of the European building will be likely to answer the challenge of territorial integration in an enlarged Union. On the contrary, there is a high probability of a perennization of an inegalitarian growth mode, associating consolidation of the European integration and regional divergence process partially compensated by redistribution funds.
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# Hybrid Approaches for Stock Price Prediction 

Qinghua Wen, Zehong Yang, Yixu Song


#### Abstract

There is a wide acceptance of benefit of the synergy effect. The object of this paper is to investigate whether a hybrid approach combining different stock prediction approaches together can dramatically outperform the single approach and compare the performance of different hybrid approaches. The hybrid model includes three well-researched prediction algorithms: back propagation neural network (BPNN), adaptive network-based fuzzy neural inference system (ANFIS) and support vector machine (SVM). First, we utilize them independently to single-step forecast the stock price, and then integrate the three forecasts into a final result by a combining strategy. Two different combining methods are investigated. The first method is a linear combination of the three forecasts. The second method combines them by a neural network. We have all of the algorithms experiment on the S\&P500 Index. The experiment verifies that by combining the single algorithm considerately, a better performance can be received.


Index Terms-BP neural network, ANFIS, Support vector machine

## I. INTRODUCTION

IT is assumed that the behaviors of stock market in the future could be predicted with previous information given in the history [1]. This is the very idea behind Technical Analysis of Investment trading. Therefore, there exists a function

$$
p(t+1)=f\left(p_{t-k}, \cdots, p_{t} ; x_{t-l}, \cdots, x_{t} ; y_{t-m}, \cdots, y_{t} ; \cdots\right)
$$

where $p$ is the stock price, $x$ and $y$ are the other influence factors such as daily highest prices, daily lowest price, exchange volume, consumer confidence index etc. So the work of predicting the price in the future of stocks transforms to the problem of data regression in the computer science sense.

Many effective artificial intelligence methods can do this work [2]. Among them, as claimed by Grudnitski and Osburn [3], artificial neural networks (ANN) are particularly well suited for finding accurate solutions in an environment characterized by complex, noisy, irrelevant or partial information. So many works focus on applying the different neural networks into stock prediction. Weigend et al [4] and Refenes et al [5] applied multilayer forward network (MLFN) models in their forecasts of foreign exchange prices. Tenti [6] applied recurrent neural network (RNN) models to forecast exchange rates. Kuan and Liu [7] provided a comparative evaluation of MLFN's performance and an RNN for the prediction of an array of commonly traded exchange rates. In a more recent study by Leung et al. [8], Chen and Leung [9] used
an error correction neural network (ECNN) model to predict exchange rates and good forecasting results can be obtained with their model. Although the successful application of neural networks, however, neural networks suffer from a "black box" syndrome and involve difficulties to deal with qualitative information.

On the other hand, fuzzy logic as an effective rule-based modeling system in artificial intelligence not only tolerates imprecise information, but also makes a framework of approximate reasoning. But the fuzzy logic lacks self-learning capability. Therefore, the approach of combining a neural network model with fuzzy logic techniques becomes more popular. For example, Li et al. [1] and Cheng et al. [10] employ ANFIS to predict future stock price. Brent et al [11] compared the Mamdani with Takagi Sugeno Fuzzy inference system learned using neural learning and genetic algorithm, which shows the Takagi Sugeno based Fuzzy inference is much better than the Manani based Fuzzy inference system in the considered stock.

At the same time, recently, a novel type of learning machine, called the support vector machine (SVM), has been receiving increasing attention in areas ranging from its original application in pattern recognition to the extended application of regression estimation. This was brought about by the remarkable characteristics of SVM such as good generalization performance, the absence of local minima, and sparse representation of solution. L. J. Cao and Francis E. H. Tay [12] show that SVM forecasts significantly better than the BP network, but has a similar performance with the regularized RBF neural network in time series forecasting. Y.K. Bao et al [13] conclude the support vector machines for regression is a robust technique for function approximation.

So it is a natural question about what will happen if we combine these approaches together. In this paper, we focus on studying the hybrid of different single stock price prediction algorithm to investigate whether a hybrid approach combining different stock prediction approaches together can dramatically outperform the single approach and compare the performance of different hybrid approaches. The three widely used algorithms are employed, they are BP neural network, adaptive network-based fuzzy neural inference system and support vector machine. First, we utilize them independently to single-step forecast the stock price, and then integrate the three forecasts into a final result by a combing strategy. The experiment results indicate that creating a considerate combing strategy, the performance of the hybrid way is better than the performances of using the three algorithms independently. Two different combining methods are investigated.
The rest of the paper is organized as follows: Section 2 simply describes the three main algorithms used in this paper. Section

3 explains the combing strategies for the hybrid approach. The detailed experiment setup and the corresponding analysis are shown in section 4, and finally some concluding remarks are described in section 5.

## II. Overview of the AlgorithmS

## A. BPNN

The BP neural network implies the feed-forward neural networks of which the weight matrix is adjusted by back-propagation (BP) algorithm. BP neural network had emerged as one of the most powerful tool for regression and classification problems. Many papers have investigated the application of BP network in stock price prediction in which most of them employ other optimization algorithms to improve the structure and the parameter of the network to achieve a better forecast. A detail of the application of the BP network in stock can refer to [14], which make a completely discussion of the financial application of BP network. The standard three-layer BP neural network is used in this paper.

## B. ANFIS

Adaptive Network-based Fuzzy Inference System(gang 1993, Jang 1995) is a class of adaptive networks that are functionally equivalent to fuzzy inference system, which combines the advantage of artificial network and fuzzy inference system, and avoids the "black box" of common neural network.

ANFIS is based on Tagaki-Sugeno fuzzy model. The fuzzy rule is:

$$
\text { Rule: if } x \text { is } A_{1} \text { and } y \text { is } B_{1} \text {, then } f_{1}=p_{1} x+q_{1} y+r_{1}
$$

Generally speaking, ANFIS incorporates the following three important features: meaningful and concise representation of structured knowledge, efficient learning capability to identify parameters and clear mapping between parameters and structured knowledge. ANFIS is a class of adaptive networks that are functionally equivalent to fuzzy inference system.

## C. SVM

Support vector machine (SVM) is a relatively new approach of data mining. It was developed by Vapnik and his co-workers [15][16] which initially used in pattern classification, with the introduction of Vapnik’s insensitive loss function, SVMs have been extended to solve non-linear regression estimation problems and they have been shown to exhibit excellent performance in financial time series forecasting [17].

Compared to other neural network method, SVM has three distinct characteristics [17]. First, SVM estimates the regression using a set of linear functions that are defined in a high-dimensional feature space. Secondly, SVM carries out the regression estimation by risk minimization, where the risk is measured using Vapnik's insensitive loss function. Third, SVM implements the structured risk minimizing principle which minimizes the risk consisting of the empirical error and a regularized risk. The SVM employed in this paper is the LibSVM developed by Lin [18]; the details about the LibSVM
refer to [18].

## III. COMBINING STRATEGY

The combining strategy is employed to merge the three forecast result of the single forecasts algorithm to form the final prediction of the stock price. Unlike the voting strategy common used in classification problem, in this paper, two special combining strategy is used which called Hybrid-1 and Hybrid-2 in the following experiment respectively. Hybrid-1 is a simply linear combination of the three predictions. Considering the different performance of the three algorithms, the weight assigned for different algorithms is proportional to their accuracies. The weight determined by:

$$
W_{i}=\frac{\frac{1}{M S E_{i}}}{\sum_{i=1}^{3} \frac{1}{M S E_{i}}}, i=1,2,3
$$

Hybrid-2 is a more complex approach which combines the forecasts by a three-layer feed-forward neural network in which there are 3 nodes in the input layer, 3 nodes in the hidden layer, 1 node in the output layer.

## IV. EXPERIMENT AND ANALYSIS

## A. Data preprocessing

The stock price is quite different in value may affect the performance of the prediction algorithm. So the original data is mapped to [0,1] by min-max normalization:

$$
x_{\text {scaled }}=\frac{x-m}{M-m}
$$

for the time series data $x, m=\min \{x\}, M=\max (x)$. In the experiment, three kinds of time series, e.g. the close price, highest price and lowest price are normalized independently. For convenience, the prediction result don't map back to the true stock price, just compare the scaled value.

## B. Feature selection

Feature selection is a key issue for the prediction accuracy. Many papers have dealt with input selection. In the study, the genetic algorithm (GA) is employed to select the most appropriate features for the three algorithms from 15 candidate features respectively. The original 15 inputs considered are:

$$
\begin{aligned}
& C_{t}, C_{t-1}, C_{t-2}, C_{t-3}, C_{t-4} \\
& L_{t}, L_{t-1}, L_{t-2}, L_{t-3}, L_{t-4} \\
& H_{t}, H_{t-1}, H_{t-2}, H_{t-3}, H_{t-4}
\end{aligned}
$$

where $C, L, H$ represent the close price, the lowest price and highest price respectively. The target is to select some most important features as the inputs of the models to forecast the stock price in the $t+1$ transaction day. The number of the selected feature varies with the forecast models.

The genetic algorithm is built with a population size of 40 and trained for 100 generations. The mean squared error (MSE) of regression is used as the measurement.

## C. Experiment setup

For the BPNN model, the 8 features selected are $C_{t}, C_{t-1}, C_{t-2}, L_{t}, L_{t-4}, H_{t}, H_{t-1}, H_{t-4}$. The standard three-layer BP neural network is used. There are 8 nodes in the input layer which is equal to the number of features, 1 output node and 10 hidden nodes. The number of hidden node is determined based on the experimental result. The sigmoid transfer function is used for the hidden nodes and the linear transfer function for the output node.

For the ANFIS model, the final selection of inputs is: $C_{t}, C_{t-1}, C_{t-2}, L_{t}, H_{t}, H_{t-1}$. For every input variable, two membership functions are created, and all of the membership functions are global bell functions.

The input of SVM model is same to the BP network model. When applying SVM to financial forecasting, the most important thing that needs to be considered is what kernel function is to be used. As the dynamics of financial time series are strongly nonlinear, it is intuitively believed that using nonlinear kernel functions could achieve better performance than the linear kernel. In this study, the radial basis function (RBF) is used as the kernel function. The two parameters of the RBF are optimized by cross-validation method.

## D. Result and analysis

For every model, we test them on the S\&P 500 index under different size of the training set vs. test set. The result shows in the Table.1.
The algorithm is implemented in MALAB tool box.
TABLE I

PERFORMANCE OF DIFFERENT MODEL WITH DIFFERENT SIZE OF TRAINING SET VS. TEST SET

| Training set <br> : test set | $80: 20$ | $800: 20$ | $800: 100$ | $800: 200$ |
| :---: | :---: | :---: | :---: | :---: |
| ANFIS | 0.000351 | 0.000142 | 0.000121 | 0.000133 |
| BPNN | 0.000295 | 0.000148 | 0.000114 | 0.000130 |
| SVM | 0.000486 | 0.000154 | 0.000121 | 0.000144 |
| Hybrid-1 | 0.000335 | 0.000147 | 0.000117 | 0.000132 |
| Hybrid-2 | 0.000263 | 0.000138 | 0.000113 | 0.000129 |

In the first row, the number before the colon is the size of training set, the number after is the size of testing set. The testing set follows the training set in time. E.g. 80:20 means that the price of the first 80 days is the training set, whereas the price in the next 20 days (from the $80^{\text {th }}$ to the $100^{\text {th }}$ ) as the test set. Hybrid- 1 and Hybrid-2 mean the two combining strategies to combine the three prediction result. The performance is measured by average MSE.

The prediction of Hybrid-1 and Hybrid-2 of 80:20 shows in Fig 1.


Fig. 1. The prediction of the Hybrid-1 model (top) and the Hybrid-2 model (bottom) for the price of 20 days using the 80 historical daily prices. Blue lines show the true prices, green lines show the forecasts.

As shown in Table 1, the three models share a similar performance. All of them are fit to the short-term prediction, as the test size increases, the performance decrease. The training set also influences the performance. This characteristic implies the stock price reflects the long-term historical prices, not just determined by the short-time historical prices. The performance of hybrid approach is generally better than the single algorithm.
On the other hand, the performance of Hybrid-2 model is much better than the Hybrid-1 in all and outperforms any single algorithm. Hybirid-1 is just slightly better than the average performance of the single algorithms. The reason is that the prediction of the three models is approximately similar. This characteristic shows in Figure 2. The performance of the three models is approximately similar, so the Hybird-1 is equivalent to using mean prediction of the single algorithm as its final prediction.



Fig. 2. From top to bottom: the predictions of the SVM model, the BPNN model and the ANFIS model for the price of 20 days using the 800 historical daily prices. Blue lines show the true prices, green lines show the forecasts.

## V. Conclusion

Many classical soft computing approaches have successfully applied in the prediction of stock price and showed good performance. In this study, the object of this paper is to investigate whether a hybrid approach combining different stock prediction approaches together can dramatically outperform the single approach and compare the performance of different hybrid approaches. The soft computing approaches employed in this paper are the ANFIS model, the BP network model and the SVM model. The experiment is implemented on S\&P 500 index. As shown in the experiment, by combining them considerately, a better performance receives
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#### Abstract

Multimedia applications usually manage large quantities of data in the form of frames of certain types. To ensure a good trafic of these frames through the network, temporal constraints must be respected when sending and receiving these frames. If the temporal constraints are not met, then the quality of service ( QoS ) provided to users decreases. In this paper, we exploit some results obtained in QoS management in Real-Time Databases Systems (RTDBSs), and we apply them to multimedia applications, because of similarities existing between these two fields. We propose a new method allowing to control the QoS provided to clients according to the network congestion, by discarding some frames when needed.


Index Terms-Distributed multimedia systems, Feedback control loop, Quality of service, MPEG format, ( $\mathbf{m}, \mathrm{k}$ )-frame constraints.

## I. Introduction

THE recent improvements in networks area allow to consider the large exploitation of new services in many applications, particularly in multimedia applications. These applications deal with large volumes of data and require realtime processing, i.e., they must be completed before fixed dates, to guarantee an acceptable quality of service ( QoS ) in the streams presented to the users. Systems adapted to the management of these kinds of data with QoS guarantees are real-time database systems (RTDBSs) [13] [14].

Many distributed multimedia applications must face to the unpredictable loads that cause the system overload. For example, user-demands may arrive in a bursty manner during a short period. Currently, all applications need to provide a good QoS to the users (a good flow of video frames). To this purpose, it will be interesting to adapt the existing techniques to multimedia applications in order to obtain more reliable and efficient transfer of the video packets, without modifying the initial infrastructure. The main problems are related to the adaptation of available resources (bandwidth, buffer size, video servers, etc.) and to the proposition of new techniques which deal with system instability periods (overload or under-utilization). The proposition must allow to ensure an acceptable QoS while respecting the multiple requirements of the video streams.
Many works on QoS management in RTDBSs have been done [1] [10]. Almost all these works are based on a feedback control scheduling architecture (FCSA) that controls the system behavior thanks to a feedback loop.

The feedback loop begins to measure the performances of the system in order to detect overload periods. Then, according to the results observed, the values of the parameters are modified to adjust the system load to the real conditions. As these conditions always vary, this process is repeated indefinitely. Because of the similarities existing between RTDBSs and multimedia applications[6], in this paper, we propose to apply the results obtained on the QoS management in RTDBSs to multimedia applications. The main objective is to allow to design multimedia applications that will be able to provide the QoS guarantees and a certain robustness when user's demands quickly grow up or when the network becomes congested. These works are especially applied to video on demand (VoD) applications. We adapt a method called FCA-DMS (Feedback Control Architecture for Distributed Multimedia Systems). The architecture proposed contains three main components, such as, the master server, the video server and the clients. We will apply a control of the network congestion by discarding or not some multimedia frames of certain types according to the network state, notably to the shared bandwidth. This will increase the QoS provided to the users.

In this article, we present a method allowing to take into account the network congestion in order to increase the QoS provided to the users, especially, how to achieve an optimal value of frames in a MPEG stream [6][12]. In Section 2, we present the multimedia system architecture that we use. In Section 3, we develop our approach which allows to increase the applications QoS during the overload periods (network congestion). Then, in Section 4, we present the simulations results that we have done to test the validity of our approach. Finally, we conclude this article and we give some perspectives.

## II. A Quality of service approach

## A. Quality of service in distributed multimedia systems

The usually admitted definition of the QoS in a multimedia application is the whole of requirements in terms of bandwidth, quality of visualization, delay and rate of video packets loss. Our approach consists in taking into account researches already done on the management of QoS in RTDBSs [11] [2] and their adaptation to multimedia systems. To this purpose, we propose an adaptation of a method based on feedback control architecture to distributed multimedia systems [6]. We


Fig. 1. Functional model of the FCA-DMS architecture.
exploit, to this purpose, the notion of ( $\mathrm{m}, \mathrm{k}$ )-firm constraints used in real-time sytems [5] and in RTDBSs [8][3].

## B. Feedback control architecture

In a previous work, Natalia Dulgheru has proposed an architecture, named QMPEGv2 [6] which deals with distributed multimedia systems (cf. figure 1). The architecture proposed contains three main components:

- Master server: it accepts requests from clients, chooses the video servers able to serve the demand, supervises the system state and adjusts the video streams in order to maintain the QoS initially fixed.
- Video servers: They run under the master server control and send the video packets to the clients.
- Clients: they send requests to the master server and receive the video frames from the video server. When a state change occurs, they send a feedback report to the master server.
In the following, we describe briefly a typical procedure which is executed when a video on demand is requested, based on FCA-DMS architecture:

1) A client sends a request to the master server to get a video, with a certain level of QoS.
2) The master server broadcasts the request to the video servers available in the system.
3) The video servers send back their response to the master server, which chooses one among them.
4) A stream is opened between the chosen video server and the concerned client.
5) The master server asks the video servers to adapt their QoS, when necessary.
The feedback loop consists on adapting the QoS according to the load system conditions (servers and network congestion). The system observes the QoS obtained by the client and, if necessary, asks the concerned video server to improve it.

In order to improve the QoS , the system increases or decreases the number of transmitted frames of certain types. To this purpose, we based our action on the characteristics of the standard MPEG format [9], that defines a mechanism to code frames at the time of the video compression. A video sequence enters the system. It's then compressed and coded according to three types of frames: Intra frames (I), Predicted frames (P) and Bidirectional frames (B). I frames are references frames. $P$ frames allow to rebuild a frame using an $I$ frame. $B$ frames use $I$ frames and $P$ frames to rebuild a sequence. Therefore, I frames are the most critical. To decrease the eventual network congestion, it is necessary to remove some frames from a video sequence, but these suppressions must be done in a controlled manner. We propose in the following section a method based on the controlled frames suppression in order to control the QoS provided to users.

## C. Feedback control loop

Using the feedback loop allows to stabilize the system during the instability periods [4]. It is based on the two principles: observation and auto-adaptation. The principle consists of observing the results obtained by the system and checking if the current QoS observed is consistent with the QoS initially
required, e.g. in VoD application, the system checks if the videos sequences are presented to users without interruptions. The auto-adaptation consists for the system to adapt the results according to the QoS needed par the clients, by adjusting some network and video parameters, e.g. the system increases or decreases the number of accepted frames ${ }^{1}$. In this way, the feedback loop ensures the stability of the system.

## III. A NEW METHOD TO CONTROL THE NETWORK CONGESTION

## A. The ( $m, k$ )-frame method

According to certain conditions, the system load varies from overload state to under-utilization state and vice-versa. Indeed, since the number of video servers sending the video packets is unknown, sometimes this causes severe damages on the service level provided to clients. Consequently, the number of transmitted packets is also unknown and can be important. Moreover, when a high number of video packets access to network resources, it is necessary to keep a high priority level for more critical packets (I frames, then B frames, then P frames)[6][12].

We propose an approach based on ( $\mathrm{m}, \mathrm{k}$ )-firm method [7]. The ( $\mathrm{m}, \mathrm{k}$ )-firm model is characterized by two parameters $m$ and $k$. An application is said under ( $\mathrm{m}, \mathrm{k}$ )-firm real-time constraint if at least $m$ operations among $k$ consecutive operations meet their deadlines. We adapt this method to the context of multimedia applications. An multimedia operation consists of sending/receiving a video frame. To adapt this method, we consider that $m$ video packets among $k$ must be correctly sent. To this purpose, we propose a new technique of video packets management crossing the network, called ( $\mathrm{m}, \mathrm{k}$ )-frame.
A video stream is decomposed into several classes according to their tolerance to the loss of frames characteristics, i.e. each class contains the video packets of similar (m,k)-frames constraints. The three classes, we consider, refer to the three types of frames: I, B and P. With this technique we realize a trade off between the shared resources and the QoS granularity in the same class of a video stream.

## B. The quality of service adaptation

In this work, we focus on the adaptation of the video stream to the network state. We assume that measures of the network capacity are available, in one hand, and that we have an important number of frames to send, on the other hand.

The three classes of frames (I, B and P) are used to adapt the quality of stream sent to the network capacity. We consider the following constraints: $\left(m_{I}, k_{I}\right)$-frame, $\left(m_{P}, k_{P}\right)$-frame and $\left(m_{B}, k_{B}\right)$-frame, i.e, $m_{i}$ frames of a certain type must be received among the $k_{i}$ frames sent. Then the network capacity is measured by the formula: $m_{I}+m_{P}+m_{B}$. Recall that I frames are the most critical. The parameters are ordered in the following manner: $m_{I}>m_{P}>m_{B}$. We usually have $m_{I}$ $=k_{I}$, i.e., I frames are critical and it is forbidden to remove them.

[^11]We assume the situation where the network, whose current capacity is $N$, is congested. We also assume that $Q o S_{\max }$ is the quality of the stream to send including $M$ frames. To be consistent with the network capacity, it is necessary to remove $(M-N)$ frames. Therefore, we have to degrade the quality of the MPEG stream. When we apply no method of congestion control, frames will be randomly removed, i.e. they are lost by the network, causing the degradation of the video presentation, notably if some I frames are removed. Here, we apply our ( $\mathrm{m}, \mathrm{k}$ )-frame method, which consists of removing frames in an intelligent manner. We have: (1) $M=k_{I}+k_{P}+k_{B}$, and (2) $N=m_{I}+m_{P}+m_{B}$. The number of frames to remove is then: $M-N=\left(k_{I}-m_{I}\right)+\left(k_{P}-m_{P}\right)+\left(k_{B}-m_{B}\right)$, where $k_{I}=m_{I}$ (I frame are the most critical, and are not to remove).

## C. Bandwidth fair sharing

With the previous assumptions, we deal with the broblem of sharing bandwidth between servers in case of network congestion phases. In the previous section, we have seen how to reduce the QoS at the stream level, according to the available capacity of the network. Here, we need to share fairly the bandwidth between all sources that wish to send a stream. We compute the total capacity needed by all servers. Then, we compute $R$, the ratio between the needed capacity and the available network capacity ( N ).

$$
R=\frac{N}{\sum_{i=1}^{m} R C_{i}}
$$

such as :

- $m$ : the number of video servers.
- $R C_{i}$ : The Required Capacity of the video server $i$.

Example: let 3 video servers wishing to send flows of 40,30 and 20 frames per second respectively. The total capacity of the network needed to answer to this demand must be $40+30+20=90$. If, however, the network only arranges a capacity of 75 frames per seconds, it is not able to sent all the frames. The ratio $R$ is computed as follows: $(75 / 90) * 100=83.33 \%$. Then, we apply this rate to each of the three required capacities $40 * 83.33 \%=33,30 * 83.33 \%=25$ and $20 * 83.33 \%=17$. If we sum the three obtained numbers, we find 75 frames per second. It corresponds to the current capacity of the network.

In the following, are listed some advantages of the bandwidth fair sharing:

- To control of the congestion of the network by fair sharing resources between all streams. A bad stream doesn't affect the service provided to the other streams. Only this service will be concerned if a stream wants to consume more resources than available.
- To guarantee an acceptable bandwidth and delay.
- To guarantee a link sharing between the different classes of service.


Fig. 3. The simulator


Fig. 2. The (m,k)-frame algorithm.

## IV. Simulations and results

## A. The simulator

To test the validity of our proposition, we have developed and implemented a simulator (cf. Figure III-C) in order to verify the behavior of system and its adaptation to different load variations.

This simulator is based on the architecture components presented in Section II. A master server serves all video servers participating to the video diffusion. Moreover, the master server allows to add new video servers, when necessary. A new server is assigned a number and a list of accessible objects. After starting the master server, the video servers who want to participate in the video distribution, refer themselves to the master server, and then get a number.

In order to make a request, a client dialogs with the master server, that distributes the request to the available video
servers. When the master references a video server able to satisfy the client request, i.e. the server is able to provide the required QoS , it sends the video server reference to the client. Then, the broadcast from the video server can begin. After some time, the client sends to the server the QoS level he obtained.

The three parts of the architecture of this simulator are modeled thanks to an object modeling language and realized in JAVA language.

The objective of the simulations is to demonstrate how our method, called ( $\mathrm{m}, \mathrm{k}$ )-frame, is able to adapt the QoS to the real conditions of a multimedia application, according to the current system load. Notably, the system must adjust the QoS when the client number that does requests varies (dynamic arrived of clients). The network congestion can have different sources:

- internal: when there is a large number of clients doing requests in the system. We can limit this client number by using an admission controller located at the master server level.
- external: when the network is used by other applications that can cause the congestion.
Our architecture must adjust the QoS by reducing the number of frames broadcasts in the network.


## B. Simulation results

In these Figures, $\operatorname{sim} 0$ indicates the rates before $(\mathrm{m}, \mathrm{k})$ frame application and siml indicates the rates after (m,k)frame application. We noticed in these Figures, a difference in the rates of lost frames, the rate of received frames and the rate of useful frames before and after using the ( $\mathrm{m}, \mathrm{k}$ )frame application. In Figure 4, we observed more gain to rate of received frames after the application of the ( $\mathrm{m}, \mathrm{k}$ )-frame technique in case of system overload.


Fig. 4. Received frames rates with and without application of ( $\mathrm{m}, \mathrm{k}$ )-frame technique


Fig. 5. Lost frames rates with and without application of ( $\mathrm{m}, \mathrm{k}$ )-frame technique.

In Figure 5, we found a difference in loss rate after the implementation of the $(\mathrm{m}, \mathrm{k})$-frame classification. With the increasing of the number of clients over time, we notice in the Figure 5 that reduces of loss frames, we also note an increase in the rate of received and useful frames in Figure 4 and Figure 6 respectively. We have not found a significant gain in the rate of received frames and the rate of useful frames, because our technique of $(\mathrm{m}, \mathrm{k})$-frame classification is not sufficient to effectively stabilize the QoS desired by the clients.

Our simulation shows nearly $10 \%$ gain in the rate of loss frames. But by combining our ( $\mathrm{m}, \mathrm{k}$ )-frame application with other techniques, we can have a significant gain in terms of received frames.

## V. Conclusion and futures works

In this work, we proposed an improvement of the feedback control architecture for distributed multimedia systems (FCA-

DMS). Our objective is to provide a deterministic temporal guarantee according to the temporal constraints to real-time video streams. Our main contribution concerned the adaptation of ( $\mathrm{m}, \mathrm{k}$ )-firm constraints for the video packets and the establishment of a video distribution strategy.

A possible extension of this work consists on enhancing the architecture presented. Notably, in order to bring some breakdowns tolerance because of the presence of only one master server. We also have presented the importance of the bandwidth sharing and given a certain priority to the video packets in the network resources level, in order to increase its reliability and robustness and to converge towards the QoS specified by the client.

The simulator design allowed to validate the feasability of our approach and should permit to provide results demonstrating the real contribution of this new approach.

A possible future work would consist also of building a


Fig. 6. Useful frames rates with and without application of ( $\mathrm{m}, \mathrm{k}$ ) -frame technique.
real video on demand server based on the architecture that we proposed.
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#### Abstract

Data from an experiment can be embedded in $R^{N}$ in many different ways. Different embeddings may provide different information. A set of labels is needed to distinguish inequivalent embeddings, or representations, of the data. We describe how the number of labels decreases as the dimension, $N$, of the embedding increases. These ideas are illustrated in terms of the representation theory for three dimensional ( $d=3$ ) dynamical systems, where all appropriate results are available.


Index Terms-Chaos, nonlinear dynamics, embedding, representation, inequivalent, isotopy

## I. Introduction

WHEN you analyze embedded experimental data: What do you learn about the embedding and what do you learn about the underlying dynamics that create the data? This is the first fundamental question confronting the analysis of chaotic experimental data.

The same analysis techniques may provide different information when applied to different embeddings of the same data. It is therefore essential to separate the invariants of the analysis, that point to the fundamental processes responsible for the dynamics, from those (the "variants") that may differ from one embedding to another.

We show below that embeddings are representations of the dynamics; that different representations may or may not be equivalent; that distinct classes of equivalent representations are labeled by an appropriate set of representation labels; that fewer and fewer labels are necessary to distinguish among representations as the embedding dimension $N$ increases; and that in a sufficiently high dimension all representations become equivalent. We illustrate these ideas for three dimensional dynamical systems $(d=3)$ where three types of labels are needed to distinguish representations in three dimensions ( $N=3$ ), one type is necessary in four dimensions $(N=4)$, and all representations become equivalent in five and higher dimensions $(N \geq 5)$.

## II. Embeddings

The first challenge for the analysis of experimental data is the construction of a suitable representation of the data. This amounts to a mapping of the data into a space that can be used as a phase space to describe the dynamics. This space is typically $R^{N}$, with $N$ sufficiently large.

Such a mapping is called an embedding. An embedding (in the sense of Whitney [1]) is a diffeomorphism between the phase space that governs the experimental dynamics and a submanifold in $R^{N}$. We are usually concerned with mappings
D. J. Cross and R. Gilmore are in the Physics Department, Drexel University, Philadelphia, PA 19104 USA e-mail: d.j.cross@drexel.edu, robert.gilmore@drexel.edu.
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of data generated by strange attractors into strange attractors in $R^{N}$. These are not manifold embeddings, rather they are embeddings in the sense of Takens [2]. In the discussion that follows embeddings should be understood in the sense of Whitney.

When data consist of a single experimental time series taken at equally spaced time intervals, the data must be used to create $N$-vectors [2], [3]. Standard recipes include time delay embeddings and differential embeddings. When data consist of fields, for example fluid height data $z(x, y ; t)$ on a planar grid at equally spaced time intervals, other methods must be uses. These include Fourier, Galerkin, and SVD projections [4].

## III. Representations

An embedding is a diffeomorphism (1-1, onto, differentiable with differentiable inverse) between the original phase space and a recreated phase space in $R^{N}$. As such, it provides a representation of the dynamics. What we learn about the original dynamics is what we learn by analyzing its representation, the embedding.

Different embeddings (e.g., time delay with different delays, differential-integral) provide different representations of the dynamics. As in the theory of Group Representations we must ask: Are they equivalent or not?

## A. Equivalence:

For dynamical systems the natural notion of equivalence is under topological deformation (isotopy). Two embeddings of a dynamical system are defined to be equivalent if they are isotopic [5]. The isotopy smoothly deforms the phase space given by one representation into the phase space provided by the other; at the same time it smoothly deforms the attractor (strange or otherwise) contained in one phase space into that contained in the other.

## B. Geometric and Dynamical Measures:

Geometric measures, such as fractal dimensions, are diffeomorphism invariants. As a result they are representationindependent, and in principle it doesn't matter which representation they are determined in. However, implementation of this theorem on experimental data can be problematic. In [6] significantly different estimates of the correlation dimension of experimental data were made on sets that differed by a simple logarithmic transformation.

In principle, dynamical measures such as the spectrum of Lyapunov exponents are also diffeomorphism invariants. However, the number of exponents depends on the embedding dimension, so grows with $N$. Further, if $N$ grows past the
"proper" dimension, "spurious exponents" are determined that are sometimes even larger than the largest Lyapunov exponent in the phase space of appropriately small dimension [7], [8].

To summarize, in principle geometric and dynamical measures are representation-independent quantities.

## C. Topological Measures.

A useful theorem by Wu Wen-Tsün [9] guarantees that all embeddings are equivalent in sufficiently high dimension. Specifically, mappings of a $d$ dimensional manifold $\mathcal{M}^{d}$ into $R^{N}$ are isotopic when $N \geq 2 d+1$ for $d>1$. For $d=1$, $N \geq 2 d+2=4: N=3$ is knot theory. For $N$ in the range $d \leq N \leq 2 d$ different representations may be inequivalent.

When there are obstructions to isotopy [10], representations fall into equivalence classes. It should be possible to find representation labels that are sufficient to distinguish among these classes. As the dimension increases from $N=d$ to $N=2 d$ these representation labels "fall away". In higher dimensional spaces there is more room to maneuver so there are fewer obstructions to isotopy. Finally, for $N=2 d+1$ and larger, no representation labels are necessary to distinguish among representations, since all are equivalent.

The only topological imprint that remains, like the smile of the Cheshire cat, is the mechanism that is responsible for generating chaotic dynamics [11].

## IV. Representations, $d=3, N=3$

A set of representation labels is known for strange attractors that are generated by three dimensional dynamical systems $d=3$ and embedded in $R^{3}$ [11], [12]. The representation labels are of three types: parity, global torsion, and knot type. The spectrum of these representation labels depends on the genus $g$ of the attractor [12], [13], [14]. The spectrum is simplest in the simplest case, $g=1$. This case is discussed first. The more general case, $g \geq 3$, is discussed in the following subsection.

Wu's theorem guarantees that in both cases, all representations are equivalent for $N \geq 7$. In fact, in both cases all representations become equivalent for $N \geq 5$. In dimension five or greater the only remaining topological signal in any representation is the mechanism that creates chaotic motion.

## A. Genus $g=1$

Strange attractors in three dimensions that are created by repetition of the stretching-twisting-folding processes are contained in bounding tori of genus $g=1$. Such attractors include two-dimensional nonlinear oscillators that are periodically driven as well as autonomous dynamical systems such as the Rössler attractor. For such systems the phase space is $D^{2} \times S^{1}$. All embeddings have a "hole in the middle" when viewed from the proper perspective. Two of the representation labels for this class of attractors are derived from the mapping class group of the torus [10], [11]. The mapping class group of the torus surface $\partial\left(D^{2} \times S^{1}\right)$ that preserves direction of flow (longitudes) has discrete representatives with matrix form

$$
\left[\begin{array}{cc}
1 & n  \tag{1}\\
0 & \pm 1
\end{array}\right]
$$

The integer index $n$ describes how often a longitude is twisted around the centerline ("core") of the torus. The index $\pm 1$ is the parity index: it determines the handedness of the diffeomorphism.

The third index required to distinguish among representations of strange attractors with $g=1$ is directed knot type. The torus $D^{2} \times S^{1}$, and the attractor it contains, can be mapped into $R^{3}$ in many different diffeomorphic ways. Specifically, a directed $\operatorname{knot} \mathbf{K}(\theta)=(\xi(\theta), \eta(\theta), \zeta(\theta))$ is adopted that satisfies periodic boundary conditions: $\mathbf{K}(\theta)=\mathbf{K}(\theta+2 \pi)$. Harmonic knots [15] provide useful representations for such knots. An attractor in $D^{2} \times S^{1}$ is mapped into $R^{3}$ by the mapping $(x(t), y(t), t) \subset D^{2} \times S^{1} \rightarrow \mathbf{K}(\theta)+x(t) \mathbf{n}(\theta)+$ $y(t) \mathbf{b}(\theta) \subset R^{3}$. Here $\mathbf{n}(\theta)$ and $\mathbf{b}(\theta)$ are the unit normal and binormal to $\mathbf{K}(\theta)$ and the angle $\theta$ and the time are synchronized according to

$$
\begin{equation*}
\frac{t}{T_{d}}=\frac{\theta}{2 \pi} \tag{2}
\end{equation*}
$$

where $T_{d}$ is the period of the driving term in $S^{1}$ [11]. In order to prevent self-intersections from occurring in this mapping of $D^{2} \times S^{1}$ into $R^{3}$ we require the attractor be scaled so that the nonlocal minima of the knot distance function $\mid \mathbf{K}(\theta)-$ $\mathbf{K}\left(\theta^{\prime}\right) \mid>R$, where max $x(t)^{2}+y(t)^{2}<R^{2}$.

The parity index distinguishes among embeddings into $D^{2} \times$ $S^{1} \subset R^{3}$ but is no longer an obstruction to isotopy in $R^{4}$ [5]. To see this, we lift coordinates $x(t), y(t), z(t)$ from $R^{3}$ to $R^{4}$ by means of the injection

$$
\left[\begin{array}{c}
x(t)  \tag{3}\\
y(t) \\
z(t) \\
0
\end{array}\right] \xrightarrow{R_{34}(\phi)}\left[\begin{array}{c}
x(t) \\
y(t) \\
z(t) \cos \phi \\
z(t) \sin \phi
\end{array}\right] \xrightarrow{\phi=\pi}\left[\begin{array}{c}
x(t) \\
y(t) \\
-z(t) \\
0
\end{array}\right]
$$

The projection back down into $R^{3}$ reverses the parity index of the original representation. The rotation $R_{34}(\phi)$ is not only an isotopy, it is an isometry as well.

Knot type no longer is an obstruction to isotopy in $R^{4}$. The idea is similar to that presented in Eq. (3). Not only do knots in $R^{3}$ fall apart in $R^{4}$, but tori surrounding knots in $R^{3}$ can also be untangled in $R^{4}$ [5].

Representations with different global torsion in $R^{3}$ become equivalent in $R^{5}$ [5]. Coordinates in a torus $D^{2} \times S^{1}$ with a global torsion $n$ can be taken in the form $\left[\theta, r e^{i(\phi+n \theta)}\right]^{t}$. Here $\theta \in S^{1}$ and $r e^{i \phi}$ is a complex number identifying a point in the disk $D^{2}$. The curve with $r=0$ is the core of the torus. A homotopy between a torus with $n=0$ and $n=1$ is given by

$$
\left[\begin{array}{c}
\theta  \tag{4}\\
r e^{i \phi}
\end{array}\right] \xrightarrow{\text { Inject }}\left[\begin{array}{c}
\theta \\
r e^{i \phi} \\
r e^{i(\phi+\theta)}
\end{array}\right] \xrightarrow{C_{23}(\psi)}\left[\begin{array}{c}
\theta \\
r e^{i(\phi+\theta)} \\
-r e^{i \phi}
\end{array}\right]
$$

The rotation by $\psi=\pi / 2$ radians in the complex $2-3$ plane is an isometry as well as an isotopy.

Global torsion continues to distinguish inequivalent representations even when they are embedded in $R^{4}$. The proof is somewhat involved [5]. In summary, it involves linking a longitude ( $S^{1}$ ) on the torus surface with a sphere $S^{2} \subset R^{4}$ in such a way that the linking number of these two manifolds is the same as the linking number between the longitude and the core of the torus in $R^{3}$. Since isotopy cannot change linking numbers of the two- and one-dimensional manifolds in $R^{4}$, global torsion remains an obstruction to isotopy in $R^{4}$.

## B. Genus $g \geq 3$

Strange attractors in three dimensions that are created by repetition of the stretching-tearing-squeezing processes are contained in bounding tori of genus $g \geq 3$ [13]. Such attractors include many autonomous three dimensional systems with a symmetry, such as the Lorenz attractor.
Each bounding torus of genus $g \geq 3$ can be built up systematically by combining $g-1$ pairs of stretching and squeezing units [12]. These units are shown in Fig 1. The rules for combining these units are the usual: outputs are connected to inputs and there are no free ends (as is the case for branched manifolds [4]). There is one additional constraint: all connections are colorless. Fig. 2 illustrates the use of two pairs of stretch-squeeze units to build up a genus-three bounding torus of the type that contains the Lorenz attractor. Disks at the entrances of the stretch units (blue) serve to define components of the global Poincaré surface of section. Alternatively, disks at the exits of the squeeze units (yellow) can be used. The global Poincaré surface of section of an attractor contained in a bounding torus of genus $g$ is the union of $g-1$ disks [13]. The topological period of a closed trajectory in the attractor is the number of its intersections with the disks comprising the Poincaré surface of section.


Fig. 1. Stretching (left) and squeezing (right) units are needed to build up a bounding torus. The flow direction is indicated by arrows. Input and output ends are color-coded.

Diffeomorphisms map strange attractors in a genus- $g$ bounding torus to other representations in bounding tori of the same genus and index [13], [14]. The representation labels in this case are similar to the genus-one case, but more extensive [12]. Parity is one of the indices in three-dimensional embeddings. This is no longer an obstruction to isootopy in four-dimensional embeddings by arguments that follow closely those surrounding Eq.(3) [17].

There are a number of integer indices that are related to torsion. A "flow tube" can be inserted into each bounding torus of genus- $g$ as shown in Fig. 3. One such flow tube can


Fig. 2. The bounding torus that contains the Lorenz attractor is a genusthree torus [13]. This is built up using two pairs of stretching and squeezing units as shown. Outflows from one type of unit are inflows to the other. All connections are colorless. The global Poincaré surface of section is a union of blue (or yellow) disks.
be inserted following each outflow. There are three outflow regions for each pair of stretch and squeeze units, and $g-1$ pairs make up each genus- $g$ torus. As a result, $3(g-1)$ integer indices distinguish inequivalent representations of strange attractors interior to a genus- $g$ bounding torus. These remain obstructions to isotopy in $R^{4}$ by arguments similar to those given above in the genus-one case, involving the links of spheres $S^{2}$ and longitudes. In $R^{5}$ all representations become equivalent. The argument is somewhat more involved than that surrounding Eq.(4), and is given elsewhere [17].


Fig. 3. Flow tubes are inserted at the outflow ends of all stretching and squeezing units. Each can be twisted independently, giving rise to $3(g-1)$ integer indices describing the "local torsion" in various parts of the attractor's representation.

Finally, there is an analog to knot type as a representation label. It is related to the link type of the $g$ fundamental longitudes in the genus- $g$ torus. This link index disappears as a representation label for embeddings into $R^{4}$ [17].

## V. Application

Two-dimensional nonlinear oscillators $\dot{x}=F_{1}(x, y), \dot{y}=$ $F_{2}(x, y)$ typically have a natural time scale $T_{n}$. When such systems are periodically driven at an angular frequency $\omega=$ $2 \pi / T_{d}$, they exhibit behavior that becomes increasingly complicated as the ratio of the drive to the natural time scale $T_{d} / T_{n}$ increases.
A rotational transformation with global torsion $n$ is very useful for simplifying analysis of the data. This takes the form

$$
\left[\begin{array}{c}
u(t)  \tag{5}\\
v(t)
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x(t) \\
y(t)
\end{array}\right]
$$

The rotation angle is synchronized to the drive time and global torsion through $\frac{\theta}{2 \pi}=n \frac{t}{T_{d}}$. A useful value of $n$ is typically near $\pm T_{d} / T_{n}$. This value can be estimated by computing two simple quantities that measure how the attractor is "wound up". These are the torsion along the direction of the flow and the (kinetic) energy of the flow [18]:

$$
\begin{align*}
\mathcal{T} & =\langle u \dot{v}-v \dot{u}\rangle  \tag{6}\\
\mathcal{K} \mathcal{E} & =\frac{1}{2}\left\langle\dot{u}^{2}+\dot{v}^{2}\right\rangle \tag{7}
\end{align*}
$$

These are time averages of classical quantities. These averages are plotted in Fig. 4 for a number of representations of a strange attractor generated by the van der Pol equations [18].


Fig. 4. Plots of the classical integrals $\mathcal{T}$ and $\mathcal{K} \mathcal{E}$ for a number of representations of the attractor generated by the van der Pol equations $\dot{x}=b y+\left(c-d x^{2}\right) x \dot{y}=-x+a \sin \left(\omega_{d} t\right)$ with $\left(a, b, c, d, \omega_{d}\right)=$ $(0.25,0.7,1.0,10.0, \pi / 2)$. The representations differ by the global torsion $k$.

In general, topological analyses of data become increasingly difficult as the representation of the attractor becomes increasingly wound up. For this reason it is useful to choose the repesentation of the attractor that minimizes $\mathcal{K E}$. The topological indices (linking numbers, relative rotation rates [4], [16], [19]) resulting from an analysis of this representation can easily be related to the corresponding indices in representations with other values of global torsion, parity, and knot type. The mechanism is representation-independent.

## VI. Implications

Topological analyses of three dimensional embeddings of strange attractors provide information about both the embedding and the underlying physics. Such analyses identify a branched manifold that is a caricature of the strange attractor [4], [16]. This caricature reveals the mechanism responsible for chaotic behavior; that is, how the different branches are stretched and recombined repetitively. As the embedding dimension increases the topological indices fall away as obstructions to isotopy, leaving behind only information about mechanism. For $N \geq 5$, mechanism is the only remaining information available from analysis of an embedding [5]. It should be possible to construct an index in dimensions $N \geq 5$ that identifies the underlying mechanism. Such an index is not yet known.

## VII. CONCLUSION

Many repesentations of experimental data are possible. From an experimental point of view, representations of lower dimension are preferable to those of higher dimension, and those of the lowest possible dimension are the most preferable of all. As the dimension decreases, the number of representation labels required to distinguish inequivalent representations increases. In reverse, as the embedding dimension increases fewer labels are necessary to distinguish inequivalent representations, and in sufficiently high dimension, not greater than $N=2 d+1$ for $d$-dimensional dynamical systems $(d>1)$, and 5 for 3-dimensional dynamical systems, all embeddings are equivalent. The useful set of labels needed to distinguish representations of three-dimensional dynamical systems is known. Very little is known about representations of dynamical systems with $d>3$.
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# Stochastic modeling of the mammalian circadian oscillator 

Didier Gonze


#### Abstract

In mammals circadian rhythms are generated autonomously at the molecular level in the neurons of the suprachiasmatic nucleus of the hypothalamus. In these cells, oscillations in the expression of the clock genes and in the concentration of the clock proteins are generated through a complex gene regulatory mechanism involving interlocked positive and negative feedback loops. Deterministic models of this network account for the occurrence of autonomous circadian oscillations and for their entrainment by light-dark cycles and are used to study the molecular bases of clock-related pathologies. Stochastic versions of these models take into consideration the molecular fluctuations that arise when the number of molecules involved in the regulatory mechanism is low. We previously studied the robustness of the oscillations with respect to noise using a simple model based on the core regulatory mechanism of the circadian clock. Here we extend this analysis to the more detailed model for circadian rhythms in mammals. Our numerical simulations show that robust oscillations can occur even when the number of mRNA and protein molecules oscillates with a maxium around 100 Interestingly, we notice that robust oscillations in some genes do not require that all clock components exhibit robust oscillations. We also show that, in presence of noise, entrainment by a light-dark cycle might be lost.


Index Terms-circadian rhythms, mammalian circadian network, stochastic simulations, robustness to molecular noise

## I. Introduction

CIRCADIAN rhythms are observed in most living organisms, from cyanobacteria to plants, insects, and mammals [1]. These 24 -hour rhythms allow living organisms to live in phase with the alternance of day and night and are observed at every level of the physiological and cellular organisation [2]. Alterations of the circadian clock have been linked with physiological disorders. In mammals, circadian rhythms are generated autonomously at the molecular level in the neurons of the suprachiasmatic nucleus of the hypothalamus, which constitutes the pacemaker of circadian oscillations [2,3]. In these cells, oscillations in the expression of the clock genes as

[^12]well as in the concentration of the corresponding proteins are generated through a complex gene regulatory mechanism involving interlocked positive and negative feedback loops [4].

The dynamics of the circadian clockwork has been investigated using mathematical models. One of the first molecular models showed that a delayed negative feedback loop involving a single gene was sufficient to generate self-sustained circadian oscillations [5]. This auto-regulation constitutes the core of the circadian clockwork. However, with the accumulation of molecular data, the network was shown to be more complex: it involves several clock genes and several regulatory feedback loops. Subsequent mathematical models were then developed to integrate this complexity $[6,7]$. These detailed models account for the occurrence of autonomous circadian oscillations and for their entrainment by light-dark cycles and were used to study the molecular bases of clock-related pathologies [8]. Based on ordinary differential equations, they are however of a deterministic nature and thus neglect the fluctuations due to molecular noise. Because of the low number of molecules involved in the molecular mechanism responsible for circadian rhythms, the effect of noise may impair the robustness of circadian oscillations [9,10]. To assess the impact of molecular noise on the dynamical behaviour of the system, it is thus needed to resort to stochastic simulations.

In a previous work, we performed stochastic simulations of Goldbeter's 5-variable model [11]. Numerical simulations of this model have been performed by means of the Gillespie method [12]. The results indicated that robust circadian oscillations can occur even when the numbers of molecules of mRNA and nuclear proteins involved in the oscillatory mechanism are reduced to a few hundreds. We further showed that entrainment by light-dark cycles and cooperativity in repression enhance the robustness of circadian oscillations with respect to molecular noise. Here, we extend this analysis to a detailed model for circadian rhythms in mammals.

## II. Model and simulations

In this work we considered the detailed model developed by Leloup \& Goldbeter [6]. The model incorporates the major components of the circadian clock, namely the genes Per, Cry, and the CLOCK/BMAL1 complex, and two interlocked regulatory feedback loops (fig. 1). A positive loop is based on the activation of the expression of the Bmall gene by the


Fig. 1. Simplified scheme of the mammalian circadian oscillator

CLOCK-BMAL1 complex. In the negative loop, the products of the Per and Cry genes form a PER-CRY complex that can bind to and inactivates the CLOCK-BMAL1 activator, thereby preventing the transcription of Per and Cry genes. The model also takes into account the reversible phosphorylations of the clock proteins, as well as their nuclear transport. In an extended version of the model, an additional feedback loop involving Rev-Erb $\alpha$ is included. Without and with the Rev-Erb $\alpha$ feedback loop, the model counts 16 or 19 variables, respectively and their evolution is described by ordinary differential equations.

We then need to establish the stochastic version of the 16 -variable model for the mammalian circadian clock. To this end we describe the reaction steps as birth and death processes. In our model the reaction steps consist of the synthesis and degradation of mRNA, and synthesis, degradation, phosphorylation/dephosphorylation, and nuclear transport of proteins, as well as protein complex formation. In total, there are 42 reaction steps. Note that we did not develop Michaelian and Hill kinetics into elementary reaction steps. This means that we compute the propensity of each reaction directly using the non-linear kinetic functions. In a previous work, we compared the developed and non-developed approaches for the core model for circadian rhythms and showed that both approaches yield largly similar results [13]. The system is then simulated by the exact algorithm proposed by Gillespie [12]. The list of the reactions steps and parameter values can be found in the Appendix.

## III. Results

In figure 2, we compare the deterministic (fig. 2A) and stochastic (fig. 2B) time series obtained by numerical simulation of the mammalian circadian model. For the default parameter values, we observe that the stochastic oscillations in the level of Per and Cry mRNA (variables $M_{P}$ and $M_{C}$ ) are relatively robust, although the number of molecules does not exceed 100 molecules. The levels of the PER and CRY protein


Fig. 2. (A) Deterministic and (B) stochastic oscillations obtained by numerical simulation of the mammalian circadian oscillator using the default parameter values.
also oscillate with a clear circadian period and their amplitudes are of the same magnitude as the mRNA levels (not shown). In contrast, in presence of noise, the level of Bmall mRNA (variable $M_{B}$ ) does not display a clear periodicity. Yet, the corresponding deterministic time series predicts that this protein should oscillate. These results show that noise can obliterate oscillations and that robust oscillation in Bmall mRNA is not required to observe robust oscillations in Per and Cry levels. This is consistent with the observation of Leloup \& Goldbeter [8] who remarked that, even in absence of oscillations in the expression of the Bmall gene, Per and Cry mRNA can still undergo self-sustained oscillations.

Leloup \& Goldbeter showed that in absence of per expression (i.e. when its synthesis rate $v_{s p}=0$ ), the system converges towards a stable steady state (unless other parameters are changed) [6]. In figure 3, we show both the deterministic (fig. 3A) and stochastic (fig. 3B) time series obtained for the same parameter values as in figure 2 except $v_{s p}=0$. In this condition, the Per gene is not expressed and the PER protein is not produced. Looking at the transients of the deterministic evolution of the system, we can nevertheless notice a high amplitude peak of Cry and Bmall mRNA levels before they undergo damped oscillations. This explains why in the stochastic time series, large amplitude oscillations in the level of Cry mRNA are observed. Because the noise
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Fig. 3. (A) Deterministic and (B) stochastic time series obtained by numerical simulation of the mammalian circadian oscillator for the default parameter values except $v_{s p}=0$.
continuously moves the system out of its steady state, the evolution of Cry and Bmall mRNA repetitively undergo large peaks. The amplitude and peak-to-peak intervals are highly variable and obviouly do not reflect circadian oscillations.

In natural conditions, living organisms are subject to the alternance of day and night, and thus, in order to allow the organisms to stay in phase with the day, the circadian oscillator must be appropriately entrained by a light-dark cycle. In mammmals, light was shown to induce the expression of the Per genes. This is in contrast with the situation encountered in the fly Drosophila, where light interacts with the circadian clock by inducing the degradation of one the clock protein. Using a periodic forcing of the parameter controlling Per expression, deterministic simulations have permitted Leloup \& Goldbeter to identify the conditions in which the circadian oscillator is entrained and appropriately phase-locked [6]: the maximum of Per mRNA always occurs in the middle of the dark phase (fig. 4A).

We performed stochastic simulation of the system in the same conditions (fig. 4B). Interestingly, we observed that, in presence of noise, the system is not phase-locked any more. The time of the maximum of Per mRNA varies from one cycle to another. This lack of entrainment is better reflected by the rapid damping of the auto-correlation function (fig. 5). Contrarily to our previous results that featured a core model
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Fig. 4. (A) Deterministic and (B) stochastic oscillations obtained by numerical simulation of the mammalian circadian oscillator subject to a periodic forcing. Parameter $v_{s p}$ varies as a square wave between 1.5 during the dark phase (represented by black rectangles) and $v_{s p}=1.8$ during the light phase (represented by white rectangles).


Fig. 5. Auto-correlation functions of the Per mRNA time series obtained for the autonomous system (blue curve) and for the periodically forced system (red curve).
for the circadian clock with a periodic forcing of a clock protein degradation as in Drosophila (and for which the auto-correlation function does not damp out) [11], the detailed mammalian circadian oscillator is not stably entrained by a periodic forcing.

## IV. DISCUSSION AND PERSPECTIVES

Molecular noise, resulting from the low number of molecules involved in cellular processes, may affect the robustness of circadian oscillations [9,14]. To assess the impact of molecular noise on the mammalian circadian oscillator we considered here the stochastic version of the model of Leloup \& Goldbeter [6]. Our results corroborate the conclusions of our previous work using a core model for circadian oscillations [11]: robust autonomous oscillations can still be observed when the maximum number of mRNA and protein molecules is around 100 . This observation is also in agreement with the conclusions of Forger \& Peskin [15], who performed stochastic simulation of another detailed mammalian circadian oscillator. The present simulations furthermore show that robust oscillations in one of the key variables, namely Bmall, are not required to guarantee robust oscillations in the expression of the Per and Cry genes.

Deterministic simulations also predict that, upon the deletion of one gene, the system would evolve to a stable steady state. Here we have seen that, under the influence of the noise, the system may nevertheless display large-amplitude fluctuations. These results thus suggest that experimental data should be interpreted with caution: it is not because one variable of the system does not show clear oscillations that the whole system does not oscillate, and, conversely, it is not because one variable presents large peaks that the system oscillates. In this context, it should be noticed that some systems characterized by a relaxation behaviour may present noise-induced oscillations, i.e. periodic oscillations that occur only in presence of noise [16].

The present stochastic simulations also show that in presence of noise, entrainment by a light-dark cycle can be lost. We can nevertheless not rule out the possibility that for other parameter sets stable entrainment may occur. Using a core model for circadian clock, we previously showed that entrainment by a light-dark cycle has a stabilizing effect on the phase [11]. It is also possible that other regulatory mechanisms might play a role in the robustness of the oscillations upon entrainment.

In subsequent studies, it would be interesting to investigate further parameters responsible for the robustness of the oscillations, such as the binding/unbinding rates associated to the binding of the regulatory proteins to their target genes. This would imply to decompose the model into detailed reaction steps, as shown in [17]. The full clockwork is also known to involve additional feedback loops, including the RevErbo regulatory loop. It would be interesting to check if these additional feedback loops contribute to the robustness of the oscillations with respect to molecular noise. Mathematical and experimental analyses of a synthetic oscillator suggested that interlocked postive and negative feedbak loops may be a means to increase the robustness of the oscillator to noise [18]. Finally, here we considered the oscillator in a single cell. It is known however that neurons in the SCN are coupled through neurotransmitters and gap junctions. This intercellular
coupling allows the synchronisation between the individual cellular oscillators, but may also provide the system with a higher robustness. Preliminary studies already showed that coupling indeed increases the robustness of the oscillations in Drosophila [19] and Neurospora [14]. These results could be extended to the mammalian systems. More generally, it would be interesting to understand if the complexity of the circadian network may have a role in its robustness to molecular noise.

## ApPENDIX

Reaction steps and parameters values are listed in Tables 1 and 2, respectively.
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TABLE I

| No | Reaction | Propensity |
| :---: | :---: | :---: |
| 1 | $\rightarrow \mathrm{M}_{\mathrm{p}}$ | $w_{1}=v_{s p}^{\prime} \frac{B_{N}^{n}}{K_{a p}^{\prime n}+B_{N}^{n}}$ |
| 2 | $\mathrm{M}_{\mathrm{P}} \rightarrow$ | $w_{2}=v_{m p}^{\prime} \frac{M_{P}}{K_{m p}^{\prime}+M_{P}}+k_{d n} M_{P}$ |
| 3 | $\rightarrow \mathrm{M}_{\mathrm{C}}$ | $w_{3}=v_{s c}^{\prime} \frac{B_{N}^{n}}{K_{a c}^{\prime n}+B_{N}^{n}}$ |
| 4 | $\mathrm{M}_{\mathrm{C}} \rightarrow$ | $w_{4}=v_{m c}^{\prime} \frac{M_{C}}{K_{m c}^{\prime}+M_{C}}+k_{d n} M_{C}$ |
| 5 | $\rightarrow \mathrm{M}_{\mathrm{B}}$ | $w_{5}=v_{s b}^{\prime} \frac{K_{i b}^{\prime m}}{K_{i b}^{\prime m}+B_{N}^{m}}$ |
| 6 | $\mathrm{M}_{\mathrm{B}} \rightarrow$ | $w_{6}=v_{m b}^{\prime} \frac{M_{B}}{K_{m b}^{\prime}+M_{B}}+k_{d n} M_{B}$ |
| 7 | $\rightarrow \mathrm{P}_{\mathrm{C}}$ | $w_{7}=k_{s p} M_{P}$ |
| 8 | $\mathrm{P}_{\mathrm{C}} \rightarrow \mathrm{P}_{\text {CP }}$ | $w_{8}=v_{1 p}^{\prime} \frac{P_{C}}{K_{p}^{\prime}+P_{C}}$ |
| 9 | $\mathrm{P}_{\mathrm{CP}} \rightarrow \mathrm{P}_{\mathrm{C}}$ | $w_{9}=v_{2 p}^{\prime} \frac{P_{C P}}{K_{d p}^{\prime}+P_{C P}}$ |
| 10 | $\mathrm{P}_{\mathrm{CC}} \rightarrow \mathrm{P}_{\mathrm{C}}+\mathrm{C}_{\mathrm{C}}$ | $w_{10}=k_{4} P_{C C}$ |
| 11 | $\mathrm{P}_{\mathrm{C}}+\mathrm{C}_{\mathrm{C}} \rightarrow \mathrm{P}_{\mathrm{CC}}$ | $w_{11}=k_{3}^{\prime} P_{C} C_{C}$ |
| 12 | $\mathrm{P}_{\mathrm{C}} \rightarrow$ | $w_{12}=k_{\text {dnp }} P_{C}$ |
| 13 | $\rightarrow \mathrm{C}_{\mathrm{c}}$ | $w_{13}=k_{s c} M_{C}$ |
| 14 | $\mathrm{C}_{\mathrm{C}} \rightarrow \mathrm{C}_{\text {CP }}$ | $w_{14}=v_{1 c}^{\prime} \frac{C_{C}}{K_{p}^{\prime}+C_{C}}$ |
| 15 | $\mathrm{C}_{\mathrm{CP}} \rightarrow \mathrm{C}_{\mathrm{C}}$ | $w_{15}=v_{2 c}^{\prime} \frac{C_{C P}}{K_{d p}^{\prime}+C_{C P}}$ |
| 16 | $\mathrm{C}_{\mathrm{C}} \rightarrow$ | $w_{16}=k_{\text {dnc }} C_{C}$ |
| 17 | $\mathrm{P}_{\text {CP }} \rightarrow$ | $w_{17}=v_{d p c}^{\prime} \frac{P_{C P}}{K_{d}^{\prime}+P_{C P}}+k_{d n} P_{C P}$ |
| 18 | $\mathrm{C}_{\text {CP }} \rightarrow$ | $w_{18}=v_{d c c}^{\prime} \frac{C_{C P}}{K_{d}^{\prime}+C_{C P}}+k_{d n} C_{C P}$ |
| 19 | $\mathrm{P}_{\text {CC }} \rightarrow \mathrm{P}_{\text {CCP }}$ | $w_{19}=v_{1 p c}^{\prime} \frac{P_{C C}}{K_{p}^{\prime}+P_{C C}}$ |
| 20 | $\mathrm{P}_{\mathrm{CCP}} \rightarrow \mathrm{P}_{\text {CC }}$ | $w_{20}=v_{2 p c}^{\prime} \frac{P_{C C P}}{K_{d p}^{\prime}+P_{C C P}}$ |
| 21 | $\mathrm{P}_{\mathrm{CN}} \rightarrow \mathrm{P}_{\text {CC }}$ | $w_{21}=k_{2} P_{C N}$ |
| 22 | $\mathrm{P}_{\mathrm{CC}} \rightarrow \mathrm{P}_{\mathrm{CN}}$ | $w_{22}=k_{1} P_{C C}$ |
| 23 | $\mathrm{P}_{\text {CC }} \rightarrow$ | $w_{23}=k_{d n} P_{C C}$ |
| 24 | $\mathrm{P}_{\text {CN }} \rightarrow \mathrm{P}_{\text {CNP }}$ | $w_{24}=v_{3 p c}^{\prime} \frac{P_{C N}}{K_{p}^{\prime}+P_{C N}}$ |
| 25 | $\mathrm{P}_{\mathrm{CNP}} \rightarrow \mathrm{P}_{\mathrm{CN}}$ | $w_{25}=v_{4 p c}^{\prime} \frac{P_{C N P}}{K_{d p}^{\prime}+P_{C N P}}$ |
| 26 | $\mathrm{P}_{\mathrm{CN}}+\mathrm{B}_{\mathrm{N}} \rightarrow \mathrm{I}_{\mathrm{N}}$ | $w_{26}=k_{7}^{\prime} B_{N} P_{C N}$ |
| 27 | $\mathrm{I}_{\mathrm{N}} \rightarrow \mathrm{P}_{\mathrm{CN}}+\mathrm{B}_{\mathrm{N}}$ | $w_{27}=k_{8} I_{N}$ |
| 28 | $\mathrm{P}_{\text {CN }} \rightarrow$ | $w_{28}=k_{d n} P_{C N}$ |
| 29 | $\mathrm{P}_{\text {CCP }} \rightarrow$ | $w_{29}=v_{d p c c}^{\prime} \frac{P_{C C P}}{K_{d}^{\prime}+P_{C C P}}+k_{d n} P_{C C P}$ |
| 30 | $\mathrm{P}_{\mathrm{CNP}} \rightarrow$ | $w_{30}=v_{d p c n}^{\prime} \frac{P_{C N P}}{K_{d}^{\prime}+P_{C N P}}+k_{d n} P_{C N P}$ |
| 31 | $\rightarrow \mathrm{B}_{\mathrm{C}}$ | $w_{31}=k_{s b} M_{B}$ |
| 32 | $\mathrm{B}_{\mathrm{C}} \rightarrow \mathrm{B}_{\mathrm{CP}}$ | $w_{32}=v_{1 b}^{\prime} \frac{B_{C}}{K^{\prime}{ }_{p}+B_{C}}$ |
| 33 | $\mathrm{B}_{\mathrm{CP}} \rightarrow \mathrm{B}_{\mathrm{C}}$ | $w_{33}=v_{2 b}^{\prime} \frac{B_{C P}}{K_{d p}^{\prime}+B_{C P}}$ |

TABLE I (CONT.)

| STOCHASTIC VERSION OF THE MAMMALIAN CIRCADIAN CLOCK |  |  |
| :--- | :--- | :--- |
| No | Reaction | Propensity |
| 34 | $\mathrm{~B}_{\mathrm{C}} \rightarrow \mathrm{B}_{\mathrm{N}}$ | $w_{34}=k_{5} B_{C}$ |
| 35 | $\mathrm{~B}_{\mathrm{N}} \rightarrow \mathrm{B}_{\mathrm{C}}$ | $w_{35}=k_{6} B_{N}$ |
| 36 | $\mathrm{~B}_{\mathrm{C}} \rightarrow$ | $w_{36}=k_{d n} B_{C}$ |
| 37 | $\mathrm{~B}_{\mathrm{CP}} \rightarrow$ | $w_{37}=v_{d b c}^{\prime} \frac{B_{C P}}{K_{d}^{\prime}+B_{C P}}+k_{d n} B_{C P}$ |
| 38 | $\mathrm{~B}_{\mathrm{N}} \rightarrow \mathrm{B}_{\mathrm{NP}}$ | $w_{38}=v_{3 b}^{\prime} \frac{B_{N}}{K_{p}^{\prime}+B_{N}}$ |
| 39 | $\mathrm{~B}_{\mathrm{NP}} \rightarrow \mathrm{B}_{\mathrm{N}}$ | $w_{39}=v_{4 b}^{\prime} \frac{B_{N P}}{K_{d p}^{\prime}+B_{N P}}$ |
| 40 | $\mathrm{~B}_{\mathrm{N}} \rightarrow$ | $w_{40}=k_{d n} B_{N}$ |
| 41 | $\mathrm{~B}_{\mathrm{NP}} \rightarrow$ | $w_{41}=v_{d b n}^{\prime} \frac{B_{N P}}{K_{d}^{\prime}+B_{N P}}+k_{d n} B_{N P}$ |
| 42 | $\mathrm{I}_{\mathrm{N}} \rightarrow$ | $w_{42}=v_{d i n}^{\prime} \frac{I_{N}}{K_{d}^{\prime}+I_{N}}+k_{d n} I_{N}$ |

Note that in the stochastic version of the model the variables are numbers of molecules and not concentrations as in the deterministic model. Some parameter values should be adapted accordingly. They are noted by a prime. Their values are modulated by the system size $\Omega$ as defined in Table 2.

TABLE 2

| PARAMETER VALUES |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{s p}^{\prime}$ | $1.5 \times \Omega$ | molec/h | $k_{d n c}$ | 0.12 | /h |
| $K_{a p}^{\prime}$ | $0.7 \times \Omega$ | molec | $v^{\prime}{ }_{\text {dpc }}$ | $0.7 \times \Omega$ | molec/h |
| $n$ | 4 |  | $v_{d c c}^{\prime}$ | $0.7 \times \Omega$ | molec/h |
| $v_{m p}^{\prime}$ | $1.1 \times \Omega$ | molec/h | $K_{d}^{\prime}$ | $0.3 \times \Omega$ | molec |
| $K_{m p}^{\prime}$ | $0.31 \times \Omega$ | molec | $v^{\prime}{ }^{\prime}{ }^{\prime}$ | $0.4 \times \Omega$ | molec/h |
| $k_{d n}$ | 0.01 | /h | $v^{\prime}{ }_{2 p c}$ | $0.1 \times \Omega$ | molec/h |
| $v_{s c}^{\prime}$ | $1.1 \times \Omega$ | molec/h | $k_{2}$ | 0.2 | /h |
| $K_{a c}^{\prime}$ | $0.6 \times \Omega$ | molec | $k_{l}$ | 0.4 | /h |
| $v_{m c}^{\prime}$ | $1 \times \Omega$ | molec/h | $v^{\prime}{ }_{3 p c}$ | $0.4 \times \Omega$ | molec/h |
| $K_{m c}^{\prime}$ | $0.4 \times \Omega$ | molec | $v^{\prime}{ }_{4 p c}$ | $0.1 \times \Omega$ | molec/h |
| $v_{s b}^{\prime}$ | $1 \times \Omega$ | molec/h | $k_{7}$ | $0.5 / \Omega$ | /h |
| $K_{i b}^{\prime}$ | $2.2 \times \Omega$ | molec | $k_{8}$ | 0.1 | /h |
| $m$ | 2 |  | $v^{\prime}{ }_{\text {dpcc }}^{\prime}$ | $0.7 \times \Omega$ | molec/h |
| $v_{m b}^{\prime}$ | $0.8 \times \Omega$ | molec/h | $v^{\prime}{ }_{\text {dpcn }}^{\prime}$ | $0.7 \times \Omega$ | molec/h |
| $K_{m b}^{\prime}$ | $0.4 \times \Omega$ | molec | $k_{s b}$ | 0.12 | /h |
| $k_{s p}$ | 0.6 | /h | $v^{\prime}{ }_{l b}$ | $0.5 \times \Omega$ | molec/h |
| $v^{\prime}{ }_{l p}$ | $0.4 \times \Omega$ | molec/h | $v^{\prime}{ }_{2 b}$ | $0.1 \times \Omega$ | molec/h |
| $K_{p}^{\prime}$ | $0.1 \times \Omega$ | molec | $k_{5}$ | 0.4 | /h |
| $v_{2 p}^{\prime}$ | $0.3 \times \Omega$ | molec/h | $k_{6}$ | 0.2 | /h |
| $K^{\prime}{ }_{d p}$ | $0.1 \times \Omega$ | molec | $v_{d b c}^{\prime}$ | $0.5 \times \Omega$ | molec/h |
| $k_{4}$ | 0.2 | /h | $v^{\prime}{ }_{3 b}$ | $0.5 \times \Omega$ | molec/h |
| $k_{3}$ | $0.4 / \Omega$ | $/ \mathrm{molec} / \mathrm{h}$ | $v_{4 b}^{\prime}$ | $0.2 \times \Omega$ | molec/h |
| $k_{s c}$ | 1.6 | /h | $v_{d b n}^{\prime}$ | $0.6 \times \Omega$ | molec/h |
| $v_{l c}^{\prime}$ | $0.6 \times \Omega$ | molec/h | $v_{\text {din }}^{\prime}$ | $0.8 \times \Omega$ | molec/h |
| $v^{\prime}{ }_{2 c}$ | $0.1 \times \Omega$ | molec/h |  |  |  |

For all the simulations presented in this paper, $\Omega=20$. Note also that in fig. 3, $v_{s p}=0$ and in fig. $4, v_{s p}=1.5 \times \Omega$ (during the dark phases) and $1.8 \times$ $\Omega$ (during the light phases).
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#### Abstract

Biomedical systems as the cardio-respiratory system can be easily considered as a nonlinear dynamical system. Although the underlying determinism is still difficult to evidence, tools borrowed from the nonlinear dynamical systems theory are appropriate to investigate them. A good example is prodived by recurrence plots when applied to noninvasive mechanical ventilation. Using a Shannon entropy computed from the recurrence plots built on the pressure maxima during ventilatory cycles and on total time duration, respectively, patient-ventilator interactions can be divided into four typical groups, one corresponding to optimal synchronization between the patient and its ventilator. Then the sleep fragmentation can be estimated by the Shannon entropy computed from the recurrence plots built from the EEG scoring into sleep stages.
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## I. Introduction

AMOng the natural rhythms that are relevant for life, breathing is certainly one of the most often perceived as fluctuating depending on various parameters. We always alternate inspirations and expirations but such a cycling depends on our activity, our stress, etc. For short it depends on the surrouding world and on our behave in this ambient world. It is known that breathing is not exactly periodic but a decisive proof for its chaotic nature is still lacking [1], [2], [3]. Such a feature does not prevent to use tools borrowed from the nonlinear dynamical systems theory to investigate — to characterize - its related dynamics. Biomedical dynamics are necessarily noise contaminated in the sense that the ambient world has always an impact on the subjects. Morever, performing a measurement, even in a noninvasive manner, necessarily affects the subjects and, consequently, the dynamics underlying the mechanism under study. Often, the simple fact that a patient knows that something is measured suffices to change his cardiac or/and breathing rhythms. Such a noise contamination can contribute to develop - to make more complex - the dynamics and, unfortunately, this cannot be avoided.

It is thus required to develop techniques that are taking into account the most robust properties of the dynamics. Among others, recurrence properties are not too affected by noise contamination and are easily investigated using the so-called recurrence plots [4]. Recurrence plots analysis are often used in biomedicine [4], [5] and this work belongs to this paradigm.
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Two examples of applications of recurrence plot analysis will be discussed in the contexte of noninvasive mechanical ventilation. First, patient-ventilator interactions will be characterized using two Shannon entropies computed from recurrence plots built from pressure signal and time duration of respiratory cycles, respectively. Second, the sleep fragmentation will be quantified with a Shannon entropy based on a recurrence plots built from a sleep stage scoring. It will be shown how these quantities can bring some light to questions asked by the physicians.

## II. Close recurrence plots

Recurrence plots were introduced by Eckmann et al [6] and some quantifiers were later introduced to convert recurrence plots into a statistical analysis [7]. Among these quantifiers, it is possible to properly define a "Shannon entropy" which was found to be correlated to the largest Lyapunov exponent [8].

A recurrence plot $R_{i j}$ is built as follows. Every point of the phase space trajectory $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$ is tested whether it is close to another point $\mathbf{x}_{j}$ of the trajectory, that is, whether the distance between these two points is less than a specified threshold $\epsilon$. In this case, the point is said to be recurrent and is represented by a black dot. Otherwise, the point is not recurrent and is represented by a white dot. This can be described as a $N \times N$ array

$$
\begin{equation*}
R_{i j}=\theta\left(\epsilon-\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|\right) \tag{1}
\end{equation*}
$$

where $\theta\left(\mathbf{x}_{i}\right)$ is the Heaviside function. When built using this definition, recurrence plots are symmetrical with respect to the diagonal and, consequently, they used twice the same information. In order to optimize the representation, Mindlin and Gilmore used a so-called "close return plots" defined as a $N \times \tau$ array

$$
\begin{equation*}
C_{i j}=\theta\left(\epsilon-\left\|\mathbf{x}_{i}-\mathbf{x}_{i-j}\right\|\right) \tag{2}
\end{equation*}
$$

where $j \in[1, \tau]$ with $\tau$ defining the size of the window over which close returns are checked. These plots present the advantage to have horizontal and vertical lines as the main structuring axes which are, compared to diagonals, slightly easier to use for computations and interpretations. Thus, close return plots were used by Gabriel Mindlin and Robert Gilmore for extracting periodic orbits from experimental data recorded in a Belousov-Zhabotinski reaction [9] and by Claire Gilmore for showing that there is no obvious signature of deterministic chaos in financial data [10]. Two examples of these close return plots are shown in Fig. 1 for the Logistic map

$$
\begin{equation*}
x_{n+1}=\mu x_{n}\left(1-x_{n}\right) . \tag{3}
\end{equation*}
$$

Periodic behaviors are easily identified by parallel horizontal lines spaced by the period of orbits (a period-4 limit cycle in the case of Fig. 1a). Chaotic behaviors present more jittery close return plots with few recurrent horizontal segments as a signature of the deterministic nature of the underlying dynamics (Fig. 1b).

(a) period-4 limit cycle: $\mu=3.5$

(b) chaotic attractor: $\mu=3.89$

Fig. 1. Close return plots computed for the Logistic map.

As for the usual recurrence plots, it is possible to compute a Shannon entropy according to

$$
\begin{equation*}
S_{\mathrm{RP}}=-\sum_{n=1}^{H} P_{n} \log \left(P_{n}\right) \tag{4}
\end{equation*}
$$

where $P_{n} \neq 0$ corresponds to the number of non-recurrent horizontal segments with length $n>0$ divided by the total number of recurrent points. If the number of recurrent points is not included in this definition, the entropy provides more or less a yes-or-no estimator [8]. With this definition, the Shannon entropy quantifies the complexity of the dynamics and is correlated to the largest Lyapunov exponent (Fig. 2). Such a feature suggests that such a Shannon entropy can behave as a Kolmogorov-Sinai entropy known to be correlated to the largest Lyapunov exponent as stated by the Pesin conjecture [11]. As for the recurrence plots, a working Shannon entropy can be defined and used as an estimation of the largest Lyapunov exponent.
As any estimation of a Shannon entropy or other dynamical invariants, computations may depend on some parameters. In the present case, estimations of the Shannon entropy depend on the number of points retained for computing the close return plots. Nevertheless, with a maximum time delay $\tau$ equal to 100 (the smallest reasonable value for $\tau_{\max }$ ), it is found that the Shannon entropy value does not depend too much on the number of points until this number is greater than 500 (Fig. 3 ). This feature tells us how long must be the data set to have a rather safe estimation of the Shannon entropy.

(a) Shannon entropy $S_{h}$

(b) Largest Lyapunov exponent $\lambda_{\text {max }}$

Fig. 2. Comparison between the Shannon entropy computed from the close return plots and the largest Lyapunov exponent for the Logistic map versus parameter $\mu$. A close return plots of $3000 \times 150$ data points was used for computing the Shannon entropy for each $\mu$-value.


Fig. 3. Shannon entropy computed from the close return plots for the Logistic map versus the number of points. Parameter values $\mu=3.89$.

## III. Patient-ventilator interactions in NONINVASIVE VENTILATION

Pressure support ventilation is a ventilatory mode where a preset inspiratory positive airway pressure (IPAP) and a preset expiratory positive airway pressure (EPAP) are superposed to spontaneous respiratory cycles. It unloads the respiratory muscles and, consequently, decreases the work of breathing in stable patients with obstructive diseases like chronic obstructive pulmonary disease (COPD) [12] or cystic fibrosis [13]. Pressure support ventilation is often qualified as a "physiological" ventilatory mode because it allows the patient to keep a control over his respiratory rate, inspiratory time and tidal volume. It is therefore not surprising that it has been found to be better tolerated than other ventilatory modes, especially when compared with volume-target ventilation [13], [14]. However, it requires an adequately titrated and performing ventilator in order to correctly superpose mechanical breaths to spontaneous respiratory efforts [15], that is, to optimize patient-ventilator synchronization [16].

Patient-ventilator asynchronies and especially ineffective inspiratory triggering efforts are regularly encountered when performing noninvasive mechanical ventilation. [17]. Ineffective inspiratory efforts under pressure support ventilation are
more frequent during sleep [18], [19] or when increasing the level of ventilatory assistance [20], [21]. Patient-ventilator asynchronisms including ineffective inspiratory efforts, may be clearly a cause of noninvasive ventilation intolerance and failure. Either in acute or chronic setting, the incidence of non triggered respiratory cycles and their consequences on noninvasive mechanical ventilation efficacy and comfort remains unknown.

During routine measurements of breathing pattern, respiratory flow $\left(Q_{v}\right)$ was measured using a pneumotachograph connected to a pressure transducer. The pneumotachograph was inserted between the full face mask and the intentional leak. Airway pressure ( $P_{\mathrm{aw}}$ ) was measured with a differential pressure transducer near the pneumotachograph. Two typical excerpts of the data sets recorded during the protocol are shown in Fig. 4. They correspond to an healthy subject not very trained to noninvasive mechanical ventilation. When an antibacterial filter is inserted within the ventilatory circuit, this subject has some difficulties to trigger the ventilator and many inefficient inspiratory efforts lead to a high asynchrony event index ( $41 \%$ ) (Fig. 4a). Basically, a non triggered cycle can be identified when a small amplitude oscillation of the airflow is associated with a low peak of pressure (about the EPAP value). In this case, it is sufficient to remove the antibacterial filter to greatly reduce the rate of non triggered cycles to $4.6 \%$ (Fig. 4b).

Twelve subjects (seven female and five male) with various health conditions were studied [5]. When applied in a Poincaré section close return plot analysis provides a more reliable characterization of the underlying dynamics [8]. Thus, the maximum of the airway pressure $P_{\max }$ during a respiratory cycle is used to build a "discrete" time series. The Shannon entropy is computed from these close return plots according to our new estimator. When computed from the maxima of the airway pressure, the Shannon entropy will be denoted as $S_{P}$. It is equal to 2.3 without the filter and equal to 0.4 with the filter. It has been found that the Shannon entropy $S_{P}$ is strongly correlated to the rate of non triggered cycles. In a previous study [22], we found that an asynchrony event index less than $10 \%$ was not relevant for ventilatory comfort. Such a rate corresponds to a Shannon entropy slightly less than 1. Thus, a Shannon entropy $S_{P}$ less than 1 corresponds to a situation where inefficient efforts are not clinically relevant on the subjects' comfort.

Another dynamical characteristics relevant for the quality of the assisted mechanical ventilation is the rate of fluctuations of the total duration of the respiratory cycle. Since the subject is in a quiet seated position, the breathing rhythms should be regular. In particular, the patients very familiar with mechanical ventilation should be able to manage their ventilator for breathing in a regular way. On the other hand, we assume that more regular the dynamics is, better the comfort is. Moreover, the fluctuations over the total duration of the respiratory cycle, $T_{\text {tot }}$, are not necessarily correlated with the asynchrony index [5]. Recurrence plots are computed from $T_{\text {tot }}$ using a threshold $\epsilon$ setted to $\sqrt{d_{E}} \times 0.1 \times \bar{T}$ where $\bar{T}$ is the "ideal" time duration cycle corresponding to a respiratory frequency equal to 12 breaths per min.


Fig. 4. Time series of the airflow and the pressure measured with an healty subject not so well trained to noninvasive mechanical ventilation. Few types of asynchrony events were identified in these two examples. They are labelled as follows: NT = non-triggered cycle; ST= self-triggered cycle and DT= delayed triggered cycle. The beginnings of the respiratory cycle, corresponding to the inspiratory effort of the patient, are designated by circles and the end of the inspiratory phase (during which the ventilator applies a pressure support at the IPAP value) are marked by black diamonds on the airflow time series. Parameter setting: IPAP $=16 \mathrm{mbar}, \mathrm{EPAP}=4 \mathrm{mbar}$ and the inspiratory threshold is set to the most sensitive value, that is, $0.01671 . \mathrm{s}^{-1}$.

The two Shannon entropies thus characterize two relevant dynamical properties for investigating the dynamics underlying patient-ventilator interactions. The Shannon entropy $S_{T}$ was computed for the 69 data sets recorded and plotted versus the Shannon entropy $S_{P}$ (fig. 5). These estimations of the Shannon entropies are computed over the whole 10 min data sets. Depending on the respiratory frequency, the number of data points is therefore between 91 and 337 as previously explained. Working at fixed number of data points is not natural in such a study. Typically, when more than one hundred of points are considered, estimations are not significantly dependent on the length of the data sets. Basically, four different regions are distinguished in this figure. First, the square defined by $S_{T}<1$ and $S_{P}<1$ corresponds to subjects who have fluctuations neither over $P_{\max }$, nor over $T_{\text {tot }}$. There is no ambiguity for these subjects since they have almost no asynchrony event and their breathing rhythms are very regular.

Second, there is the rectangle defined by $S_{T}>1$ and $S_{P}<1$. These data sets correspond to subjects with less than $10 \%$ of non triggered cycles but quite significant fluctuations over the total duration of the ventilatory cycle. They corre-


Fig. 5. Shannon entropy $S_{T}$ versus Shannon entropy $S_{P}$ for the 69 data sets recorded during our protocol. Integers $i\left(i \in[1 ; 9]\right.$ designate subjects $S_{i}$ for the six mesurements at different IPAP values. Letters A, B and C designate subjects $S_{10}, S_{11}$ and $S_{12}$, respectively.
spond to two subjects, $S_{1}$ and $S_{9}$, not familiar with noninvasive mechanical ventilation. There is no OHS patient under these conditions. This could suggest that OHS patients would not display significant fluctuations over the total duration of the ventilatory cycle, $T_{t o t}$. Indeed, obesity tends to reduce lung volumes and there is no longer possibility for varying the inspiratory volume and/or the respiratory time. Third, the rectangle defined by $S_{T}<1$ and $S_{P}>1$ corresponds to cases where there is many ineffective efforts although the breathing rhythm is regular. The fourth part of the graph shown in fig. 5 is associated with a sector such as $S_{T}>1$ and $S_{P}>1$. Most of the points located in this fourth sector correspond to subjects not familiar with a mechanical ventilation (only patient $S_{2}$ and $S_{6}$ are familiar). For all of the subjects being not familiar with mechanical ventilation there is an obvious correlation between $S_{P}$ and $S_{T}$. For these patients, the fluctuations over the time duration $T_{\text {tot }}$ results from asynchrony events.

## IV. Estimating sleep fragmentation

If patient-ventilator interactions are relevant for patient's comfort, it is still an open question to determine whether the quality of these interactions has an impact on the sleep quality. The main problem to address this question is to estimate the sleep quality from measurements. Usually, it is estimated using the Epworth sleepiness scale [23] that consists in a series of questions asked to the patients. In the other hand, a factor contributing to impaired daytime function and sleepiness is the sleep fragmentation [24], [25]. Many attempts have been made to estimate sleep quality from EEG. Among others, microarousals have been introduced to estimate sleep fragmentation [26] and number of arousals correlates significantly with nearly all sleep parameters in the direction of indicating decreased quantity and quality of sleep as arousals increases [27]. As any EEG scoring, identifying micro-arousals is a timeconsuming method that requires a trained observer and manual edition. It therefore presents a high-inter-scorer variability [28], [29], [30]. As another measure of the sleep quality, a sleep fragmentation index has been introduced as a crude estimate of sleep disruption [31] presenting a good correlation
with micro-arousals. Unfortunately, EEG estimated arousals does not uniformly provide robust correlations with daytime sleepiness [32], although sometimes this index seems to be an accurate estimator of sleep fragmentation in patients with sleep disorders [33]. Consequently, the reliability of the sleep fragmentation index can be questioned.

The sleep fragmentation index is defined as the total sleep stage shift plus the total number of awakening divided by the total sleep time [33]. Thus, this index does not take into account the time duration of each stage, a factor quite important since intervals of sleep must be $5-10 \mathrm{~min}$ to provide restoration, that is, to eliminate sleepiness [25], [34], [35]. In order to improve the sleep fragmentation index previously discussed, that is, to take into account the interval of sleep, we will use close return plots computed from the EEG scored using 30 s-windows into sleep stages (Fig. 6). The EEG is thus converted into a symbolic sequence using 6 symbols according to

$$
\sigma_{n}=\left\lvert\, \begin{array}{lll}
0 & & \text { Awake }  \tag{5}\\
1 & & \text { Stage 1 } \\
2 & \text { if EEG } & \text { Stage 2 } \\
3 & \text { corresponds to } & \text { Stage 3 } \\
4 & & \text { Stage 4 } \\
5 & & \text { REM sleep }
\end{array}\right.
$$

The EEG is thus transformed into a hypnogram as shown in Figs. 6. In this study each EEG was scored by two different scorers, namely A and B. Obvious departures are observed. They will be quantified by using close return plots.

(a) Scoring by neurologist A

(b) Scoring by neurologist B

Fig. 6. Hypnograms scored by two different neurologists from the same electroencephalograms.

Hypnograms, that is, symbolic sequences $\left\{\sigma_{n}\right\}_{n=1}^{N}$ were converted into a close return plots using

$$
C_{i j}=\left\lvert\, \begin{array}{lll}
1 & \text { if } & \sigma_{i}=\sigma_{i-j}  \tag{6}\\
0 & \text { if } & \sigma_{i} \neq \sigma_{i-j}
\end{array}\right.
$$

where $j \in[0,50]$. The close return plots shown in Figs. 7a and 7 b encode the recurrence properties of hypnograms scored by A and B, respectively. Black segments indicate intervals of a given sleep stage. More jittery the close return plot is, more fragmented the sleep is. The common part shared by these two close return plots is obtained by the product

$$
\begin{equation*}
C_{A \otimes B, i j}=1-C_{A, i j} \times C_{B, i j} \tag{7}
\end{equation*}
$$

(Fig. 7c). White points thus correspond to the parts of EEG that were scored with the same type of sleep stage shift by both scorers. It thus provides the sleep structure identified by both scorers.

(a) Scoring by neurologist A: $S_{A}=0.85$

(b) Scoring by neurologist B: $S_{B}=0.62$

(c) Product between the two plots

Fig. 7. Close return plots for two different sleep stages coded from the same electroencephalograms. Case where neurologist A found a sleep more fragmented than found by neurologist B.

From these close return plots, a Shannon entropy is computed to estimate the sleep fragmentation. The length of interval of sleep is naturally taken into account in a Shannon entropy computation. In the present case, the Shannon entropies resulting from the two scoring differs by around $25 \%$. Here, scorer A estimated that the sleep was more fragmented than scorer B. In the case shown in Figs. 8, both scorers got the same entropy, although the two close return plots differ a little bit. In Fig. 9, contrary to what was observed in Figs. 7, scorer B estimated the sleep more fragmented than scorer A did. Shannon entropy $S_{A}$ estimated from scoring A was thus less than the Shannon entropy $S_{B}$ from scoring B. It has been observed that when $S_{A}<S_{B}$, this always corresponded to a situation where a quite long interval was scored in a rather fragmented way - with micro-arousals - by scorer B but uniformly scored in the awake state by scorer A. Such an example is shown in Fig. 9 for the interval $240<t<300 \mathrm{~min}$. The averaged recovering rate between the two close return plots is $(83 \pm 6.5) \%$.

(a) Scoring by neurologist A: $S_{A}=0.41$

(b) Scoring by neurologist B: $S_{B}=0.41$

(c) Product between the two plots

Fig. 8. Close return plots for two different sleep stages coded from the same electroencephalograms. Case where neurologist A found a sleep as fragmented as found by neurologist B.

(b) Scoring by neurologist B: $S_{B}=0.52$

(c) Product between the two plots

Fig. 9. Close return plots for two different sleep stages coded from the same electroencephalograms. Case where neurologist A found a sleep less fragmented than found by neurologist B .

Such a Shannon entropy was computed for each patient and plotted versus time duration of stages $1+2$ (Fig. 10) and the number of micro-arousals (Fig. 11). In both cases, a signicant correlation was obtained. These correlation are slightly better than those obtained with the sleep fragmentation index defined as the total number of awakenings and shifts to stage 1 sleep divided by the total sleep time - used in [31]. The Shannon entropy is thus quite well correlated with two quantities that are known to quantify the sleep quality. The advantage it has compared to the usual sleep fragmentation index is that it takes into account how the stage switches are distributed over the night.
 2.

## V. Conclusion

Assessing the quality of patient-ventilator interactions is a major issue for the development of noninvasive mechanical ventilation. Indeed, determining such a quality contributes to understand why a ventilation is accepted or not by some patients. With two Shannon entropies estimated from close return plots built on maxima of pressure and time duration of respiratory cycles, it was possible to exhibit four classes of patient-ventilator interactions. One of the most promising feature is that one class corresponds to ideal interactions


Fig. 11. Shannon entropy $S_{\text {Sleep }}$ versus the number of micro-arousals.
and, consequently, constitutes a target to improve ventilator settings.

In a more prospective way, we introduced a novel manner to quantify sleep quality in computing Shannon entropy from a close return plot built from sleep stage scoring. It is promising because this Shannon entropy was correlated to some quantificators that were commonly used to assess the sleep quality. Shannon entropies computed from close return plots are rather promising since they provide good measures of the complexity of the underlying dynamics. Morevoer, their computations is quite robust against noise contamination.
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# Controlling the Interaction between Wild and Transgenic Mosquitoes 
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#### Abstract

The development of transgenic mosquitoes, that are resistant to diseases, may provide a new and effective weapon of diseases control. Such approach relies on transgenic mosquitoes being able to survive and compete with wild-type populations. These transgenic mosquitoes carry a specific code that inhibits the plasmodium evolution in his organism. In actual paper, a nonlinear control strategy is proposed to indicate how the genetically modified mosquitoes should be introduced in the environment. The numerical simulations show the effectiveness of the proposed control.


Index Terms-Mathematical modeling, malaria, transgenic mosquitoes, optimal vector control.

## I. Introduction

Vector borne diseases have affected many countries, mainly that very poor, but due to global warming, there is a real risk of these diseases appear in regions where they have already been eradicated or even in that where the environmental conditions would never have allowed its existence.

Some efforts have been made to control tropical diseases such as dengue fever, malaria and others. Even these diseases are not lethal at most of cases; the consequences of an epidemic are very serious.

Scientists are working in vaccines, new drugs, biological e chemical insecticide and other strategies to combat diseases and/or their intermediate hosts. Due to evolution of genetic studies, it has been possible to obtain genetically modified mosquitoes refractory to some diseases. These new insects should couple with wild mosquitoes and spread out the gene that intervenes in the transmission block. This research have advanced quickly and a chronological line of main results is shown in [1].

The development of transgenic mosquitoes, that are resistant to diseases, may provide a new and effective weapon of diseases control. Such approach relies on transgenic mosquitoes being

[^13]able to survive and compete with wild-type populations. These transgenic mosquitoes carry a specific code that inhibits the plasmodium evolution in his organism. It is said that this characteristics is hereditary and consequently the disease fades away after some time.

In the last years, the genetic modification of malaria vectors has been very prominent. The first Anopheles mosquitoes refractory to malaria were engineered in 2002 from a technique developed by Catteruccia et al [2]. Once transgenic mosquitoes are released, interactions between the two populations and inter-specific mating between the two types of mosquitoes take place.

The simple mathematical model for interacting wild and transgenic mosquito populations based on systems of difference equations was formulated in [3]. The generation overlapping and a variable environment were not considered in this model. In [4] a non-autonomous continuous-time mathematical model was presented. In that model the transgenic mosquitoes were considered to be in a single population and, as the wild population, its dynamics followed a seasonal pattern varying during the year. In [5] an optimal control problem was formulated and solved for this model, and the linear feedback control strategies indicated guidelines for the success of transgenic mosquitoes.

In actual paper, a nonlinear control strategy is proposed to indicate how the genetically modified mosquitoes should be introduced in the environment. The numerical simulations show the effectiveness of the proposed control.

## II. MATHEMATICAL MODEL FOR INTERACTING WILD AND TRANSGENIC MOSQUITO POPULATIONS

The interactions between wild and transgenic mosquito populations consider that the following assumptions prevail:
a) all transgenic mosquitoes, without distinguishing their zygosity, were considered as a single population group;
b) the transgenic and wild mosquitoes have the same carrying capacity and fitness rate;
c) in the absence of transgenic mosquitoes, population of wild mosquitoes is described by the solution of the model (1);
d) in the absence of wild mosquitoes, population of transgenic mosquitoes is described by the solution of the model (1).

The mathematical model which considers the interactions between wild and transgenic mosquito populations in a variable environment has the following form [4]:
$\left\{\begin{array}{l}\frac{d V}{d t}=\frac{r_{11}(t) V+r_{12}(t) T}{V+T} V\left(1-\frac{V+T}{k(t)}\right)-\delta_{1} V \\ \frac{d T}{d t}=\frac{r_{21}(t) V+r_{22}(t) T}{V(t)+T(t)} T\left(1-\frac{V+T}{k(t)}\right)-\delta_{1} T\end{array}\right.$

## where

$V$ is the adult female mosquito density for time $t$;
$T$ is the transgenic adult female density for time $t$;
$r_{i i}(t)$ is the difference between the recruitment rate of female mosquitoes through a mating with the same mosquito class into adult for time $t$ and the density-dependent death rate;
$r_{i j}(t), i \neq j$ is the difference between the recruitment rate of female mosquitoes through a mating with the another mosquito class into adult for time $t$ and the density-dependent death rate; $\delta_{1}$ are coefficient associated with death rate.

The practical achievement of the control program is the substitution of the wild mosquitoes by the transgenic ones. Introducing the control function $u(t)$ in the system (2) with the purpose of accomplishing this substitution we get:

$$
\left\{\begin{array}{l}
\frac{d V}{d t}=\frac{r_{11}(t) V+r_{12}(t) T}{V+T} V\left(1-\frac{V+T}{k(t)}\right)-\delta_{1} V  \tag{2}\\
\frac{d T}{d t}=\frac{r_{21}(t) V+r_{22}(t) T}{V(t)+T(t)} T\left(1-\frac{V+T}{k(t)}\right)-\delta_{1} T+u(t)
\end{array}\right.
$$

Now, the control strategy has to be able to modify the population mixing - wild/transgenic mosquitoes - from an initial state where transgenic mosquitoes are absent into a final population where no wild mosquito is present. That is the control function $u(t)$ in the system (2) has to be able to carry the population density into the ideal final state given by:
$\left\{\begin{array}{l}\tilde{V}=0 \\ \frac{d \tilde{T}}{d t}=r_{22} \tilde{T}\left(1-\frac{\tilde{T}}{k(t)}\right)-\delta_{1} \tilde{T}\end{array}\right.$

The control problem can be formulated as follow:
Determine the strategy associated to the introduction of transgenic species $u$ which leads the non-linear system (4) with periodical coefficients from a given initial to a final state defined by:

$$
\begin{equation*}
x\left(t_{f}\right)=0 \tag{4}
\end{equation*}
$$

In [5] this optimal control problem was solved using the linear feedback control coupled to a nonlinear system.

In actual paper this problem is solved by using the nonlinear feedback control.

## III. NONLINEAR OPTIMAL CONTROL DESIGN PROBLEM

Consider the general infinite-horizon, autonomous, nonlinear regulation (stabilization) problem where the system is full-state observable, in the state, and affine in the input, represented in the form

$$
\begin{align*}
& \dot{x}=f(x)+B(x) u  \tag{5}\\
& x(0)=x_{0} \tag{6}
\end{align*}
$$

where $x \in R^{n}$ are state vector, $u \in R^{m}$ is input vector, and $t \in[0, \infty)$, with $C^{1}\left(R^{n}\right)$ functions $f: R^{n} \rightarrow R^{n}$ and $B: R^{n} \rightarrow R^{n}$, and $B(x) \neq 0$ for all $x$. The origin $x=0$ is assumed to be an equilibrium point, such that $f(0)=0$. The infinite-time horizon nonlinear regulation problem is defined with the following (nonquadratic in $x$ but quadratic in $u$ ) performance index:
$V(x)=\min _{u(t)} \int_{0}^{\infty}\left[x^{T} Q(x) x+u^{T} R(x) u\right] d t$,
where the state and input weighting matrices are assumed state-dependent such that $Q: R^{n} \rightarrow R^{n x n} \quad$ is positive semidefinite and $R: R^{n} \rightarrow R^{m x m}$ is positive definite for all $x$. It is assumed that functions $f(x), B(x), Q(x)$ and $R(x)$ are sufficiently smooth so that value function defined by (3) is continuously differentiable. It can be shown that the optimal feedback controller for system (1) can be constructed as [7]
$u=-\frac{1}{2} R^{-1}(x) B^{T}(x) \frac{\partial V}{\partial x}$
where the $\frac{\partial V}{\partial x}$ satisfies the following
Hamilton-Jacobi-Bellman (HJB) equation [7]
$\frac{\partial V^{T}}{\partial x}(x) f(x)-\frac{1}{4} \frac{\partial V^{T}}{\partial x}(x) B(x) R^{-1}(x) B^{T}(x) \frac{\partial V}{\partial x}+x^{T} Q(x) x=0$

The HJB equation provides the solution to the optimal control problem for general nonlinear system (5); however, in most cases, it is impossible to solve it analytically. This has led to many methods being proposed in the literature for ways to approximately obtain the solution to the HJB equation as well as obtain a suboptimal feedback control for general nonlinear dynamical models.
According Mracek and Cloutier [11] the SDRE approach for obtaining a suboptimal solution of problem (5)-(7) is:

1) use direct parameterization (factorization) to bring the nonlinear dynamics to the state-dependent coefficient (SDC) form
$\dot{x}=A(x) x+B(x) u$
where
$f(x)=A(x) x ;$
2) solve the state-dependent Riccati equation

$$
\begin{equation*}
P(x) A(x)+A^{T}(x) P(x)-P(x) B(x) R^{-1}(x) B^{T}(x) P(x)+Q(x)=0 \tag{11}
\end{equation*}
$$

to obtain matrix-valued function $P(x)$ which is positive definite for all $x$;
construct the nonlinear feedback controller
$u=-R^{-1} B^{T} P(x) x$
Under the assumption $f(0)=0$ and $f \in C^{1}\left(R^{n}\right)$, a continuous nonlinear matrix-valued function $A(x)$ always exists such that (5) is satisfied. It is obvious, that $A: R^{n} \rightarrow R^{n x n}$ is found by mathematical factorization and is nonunique for $n>1$.

## IV. SDRE Solution of the wild population control

Introducing error variables:
$x_{1}=V-\tilde{V}=V$
$x_{2}=T-\tilde{T}$
the following error system is obtained:
$\dot{x}=A(x) x+B u$
with
$A(x)=\left[\begin{array}{cc}a_{11} & a_{12} \\ -a_{21} & a_{22}\end{array}\right]$ and $B=\left[\begin{array}{l}0 \\ 1\end{array}\right]$,
where

$$
\begin{aligned}
& a_{11}=\frac{r_{11} x_{1}+r_{12} \tilde{T}}{x_{1}+x_{2}+\tilde{T}}\left(1-\frac{x_{1}+x_{2}+\tilde{T}}{k}\right)-\delta_{1} \\
& a_{12}=\frac{r_{12} x_{1}}{x_{1}+x_{2}+\tilde{T}}\left(1-\frac{x_{1}+x_{2}+\tilde{T}}{k}\right) \\
& a_{21}=\frac{r_{22}\left(x_{2}+\tilde{T}\right)}{x_{1}+x_{2}+\tilde{T}}+\frac{r_{21}}{k}\left(x_{2}+\tilde{T}\right) \\
& a_{22}=r_{22}-\frac{r_{22}\left(x_{2}+2 \tilde{T}\right)}{k}-\delta_{1}
\end{aligned}
$$

The SDRE control is obtained in nonlinear feedback form:

$$
\begin{equation*}
u=-p_{12} x_{1}-p_{22} x_{2} \tag{15}
\end{equation*}
$$

where $p_{12}$ and $p_{22}$ are elements of the positive definite matrix $P(x)$ which is solution of (11).

We illustrate the application of the strategy which is proposed to indicate how the genetically modified mosquitoes should be introduced in the environment.

For numerical simulations of interactions between wild and transgenic mosquito populations were used the following values of model coefficients:

$$
r_{11}=2.5684, \quad r_{12}=0.5979, \quad r_{21}=2.5684, \quad r_{22}=2.5684
$$

These values were obtained in [4] based on data from [1].
Choosing

$$
Q=\left[\begin{array}{cc}
0.5 & 0 \\
0 & 50
\end{array}\right] \text { and } R=[1]
$$

we obtain $P(x)$ from the solution of the Riccati equation (11). The evolution of the wild and transgenic mosquito population without control for initial conditions $V(0)=10$ and $T(0)=0$ is shown in Fig. 1. The dynamics of the controlled error system and control function are presented in Fig. 2 and 3, respectively. The evolution of the wild and transgenic mosquito populations subjected to the control function $u$ are shown in Fig. 4.


Fig. 1. Evolution of the wild and transgenic mosquito population without control


Fig. 2. Dynamics of the controlled error system


Fig. 3. Dynamics of the control function $u$


Fig. 4. Evolution of the wild and transgenic mosquito populations with control

Finally one must be aware of the fact that the introduction of transgenic species in the environment is still very questionable. Biologists and ecologists play a critical role in answering the questions about secure introduction of transgenic mosquitoes. If there is sufficiently confidence that there is no harm by introducing this procedure then the proposed control can be considered as an economic and effective solution of the malaria vector control.
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## V. CONCLUSION

The continuous variable model proposed to describe an interaction between wild and transgenic mosquitoes, does not consider the zigosity of the transgenic mosquito. We decided to start with a simpler model that is however supported by very strong evidence that the transgenic mosquito's gene is dominant. This fact makes the model meaningful to evaluate the performance of a control variable that could optimize the cost/benefice relation. The relevant question is: what is the best strategy to introduce transgenic mosquitoes in the environment in order to optimize costs.

The answer is to formulate and solve a vector control optimal control problem indicating how the genetically modified mosquitoes should be introduced in the environment.

It was shown that a nonlinear feedback control could steer the solution of the nonlinear system towards a desirable trajectory. The numerical simulations show the effectiveness of the proposed control system.
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# Statistical analysis of nanoscale real space images for surface, interface and thin film studies and applications 

T.T.T. Nguyen, O. Bezencenet, A.M. Bataille, D. Bonamy, A. Barbier, J. Cousty and L. Barbier
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Controlling and tuning the morphology and texture of surfaces, interfaces and thin films at the nanoscale is of primary importance in term of technological applications (electronics, spintronics, chemical reactivity, photovoltaics, photonics...). Since the introduction of the Scanning Tunnelling Microscope (STM), progress in imagery at the nanoscale, by various techniques, is constant. Real space pictures give us a direct view of the topography, chemical composition, magnetisation... among others. At the nanoscale, the competition between thermal fluctuations and smoothening processes leads to complex morphologies that must be deciphered. In this respect, tools of "out of equilibrium" statistical physics were shown to be relevant. Morphological evolution of vicinal surfaces at thermal equilibrium and upon growth / smoothening, together with the investigation of ferromagnetic $\left(\mathrm{Fe}_{3} \mathrm{O}_{4} / \gamma-\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ and antiferromagnetic ( $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3} / \mathrm{Co}$ ) thin films will illustrate the potentialities of such approaches in the field of nanotechnologies.


Fig. 1 - AFM images of the topography of a vicinal surface of sapphire after various time of annealing at 1273 K .


Fig. 2 - $20 \mu \mathrm{~m}$ field of view X-PEEM images of an $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3} 20 \mathrm{~nm}$ thin film. The contrast arises from antiferromagnetic domains.

# Crackling noise in cracks 
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Over the past century, the understanding of failure in brittle amorphous materials has been greatly improved. There exists now a coherent theoretical framework, the Linear Elastic Fracture Mechanics (LEFM) which allows describing precisely crack propagation in homogeneous brittle materials. On the other hand, the effect of materials heterogeneities onto their failure properties remains far from being understood. In particular, in heterogeneous materials under slow external loading, cracks growth often displays a jerky dynamics, with sudden jumps spanning over a broad range of length-scales, as also suggested from the acoustic emission accompanying the failure of various materials and - at much larger scale - the seismic activity associated to earthquakes. Presently, this intermittent "crackling" dynamics cannot be captured by standard Linear Elastic Fracture Mechanics (LEFM).
In this presentation, we will see how to extend LEFM to derive a stochastic description of quasistatic crack growth in disordered media [1]. Its predictions will then be confronted to experimental observations performed at University of Oslo [2] on the crack propagation within a transparent Plexiglas block. All the statistical features seem perfectly reproduced. This description suggests that the material failure is analogue to a critical transition between a stable phase where the crack remains pinned by the material heterogeneities and a moving phase where the mechanical energy available at the crack tip is sufficient to make the front propagate. While growing, the crack decreases its mechanical energy and gets pinned again. This mechanism exhibits universal - and to some extent predictable - statistical features, insensitive to the materials nature and the loading conditions.

Fig. 1 - (a) In heterogeneous media, cracks progress through successive pinning/depinning phases, so-called avalanches. The distribution of avalanche area (b) and the scaling between the avalanche duration and area (c) form universal power-law independent of both the materials nature and loading conditions.
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# Aging and effective temperatures near a critical point 
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The mean orientations of the fluctuations of the director of a nematic liquid crystal are measured using a sensitive polarization interferometer. When an electric field is applied perpendicularly to the initial alignment of the molecules, there is a critical point for which molecules try to align to the field. This is called the Frédericksz transition which is expected to be second order phase transition. We report experimental evidence that, because of the critical slowing down, the LC presents, after a quench near the critical point, several properties of an aging system, such as power law scaling versus time of correlation and response functions. During this slow relaxation, a well defined effective temperature, much larger than the heat bath temperature, can be measured using the fluctuation dissipation relation. The results are in excellent agreement with the previous theoretical prediction for the effective temperature.
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# Effective rheology and transport properties of an active suspension of E-Coli 
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Contrasting with the rheology of standard dispersions of passive particles, bacterial fluids form an active system essentially due to the self-propelling properties of each swimming entity (the bacterium). To a large extend, the macroscopic rheological properties depend non only on the supplementary transfer of momentum due to the swimming activity but also, on the collective organization of the bacteria that can react to chemical signaling, long range hydrodynamic interaction and other complex properties due to the their biological nature.
Here we present experimental measurement of diffusion properties of a passive tracer (latex sphere) among a population of bacteria (E-Coli) that are concentrated close to a boundary. We change systematically the activity properties of the bacterium by changing the fraction of nutritive material in the fluid, the pH of the solution that directly act on the proton-motor rotation (bacterium velocity) and also the concentration of active bacteria in the surrounding of the tracer particles. We establish a relation between the effective diffusivity that can be much higher that the Brownian thermal value, as a function of active bacteria concentration and self propelling characteristics.

# Dynamics and Thermodynamics of the thermohaline circulation in a two-dimensional ocean model: Theory 

G. Collette ${ }^{1}$, B. Dubrulle ${ }^{2}$, D. Paillard ${ }^{1}$<br>${ }^{1}$ CEA, LSCE, F 91191 Gif sur Yvette, France,<br>${ }^{2}$ CEA, IRAMIS, SPEC, Grp. Instabilité et Turbulence, F 91191 Gif sur Yvette, France,

We consider a simplified 2D ocean model. We use the thermohaline equations, under the classical Boussinesq approximation [1]. We show that the thermohaline equations for inviscid flows admit an infinite number of steady state solutions. We describe the statistical mechanics of such a system, and derive equilibrium states [2, 3]. We show that the stable steady state minimize a functional F while conserving an infinite number of conserved quantities. For a finite number of conserved quantities, simplest analytical solutions are calculated. These solutions describe well the thermohaline circulations. We furthermore derive relaxation equations which can be used as numerical algorithm to construct nonlinearly dynamically stable stationary solutions of thermohaline circulation.
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# Crack propagation and pinning in heterogeneous materials: Effects of microscopic disorder and toughness pattern. 

D Dalmas ${ }^{1}$, E. Barthel ${ }^{1}$ and D. Vandembroucq ${ }^{2}$<br>${ }^{1}$ Laboratoire SVI, UMR 125 CNRS/Saint-Gobain, Aubervilliers, France,<br>${ }^{2}$ Laboratoire PMMH, UMR 7636 CNRS/ESPCI/UPMC/Paris 7, Paris, France

Since the early eighties, fracture and damage of heterogeneous materials have motivated a large number of studies inspired by statistical physics [1]. In those disordered materials, the toughness varies from place to place which complicates the prediction and understanding of crack propagation. Due to randomness, the crack front can be distorted both in the out of plane and inplane directions (cf. Fig.1). At the same time, this distortion of the crack front is responsible for elastic forces which tend to make it smooth. This competition between elasticity and disorder leads to a rich phenomelogy. In particular a critical threshold appears for the stress intensity factor. Below threshold, the front propagate over a finite distance; above threshold, the crack front propagates freely at a highly fluctuating velocity [2,3]. Although promising, this depinning scenario appeared to give only a qualitative agreement with experimental results. In particular, the predicted roughness exponents are far from the experimental estimates. In the following we will try to discuss the validity of these models in brittle heterogeneous materials.
First we will precise the type of disorder to be considered in the context of fracture and show an experimental illustration which seems to validate this approach [4]. These results which contrasts with the previous experimental knowledge could be obtained via a fine control on the nature and scale of heterogeneities in a model material: phase separated glasses.
Second, an experimental study of purely interfacial crack propagation in the presence of very simple, macroscopic and fully described heterogeneous toughness field will be presented [5]. We will try to capture the individual contribution of each components of the toughness field by analyzing the crack front morphology (cf. Fig.2). We will show that designing specific heterogeneous interface allows modifying and controlling the crack front morphology. We will show that it is possible to describe quantitatively the crack front morphology in the framework of the pinning theory.


Fig. 1 - Sketch of a propagating crack front pinned by heterogeneities.


Fig. 2 - Crack front morphology in presence of a patterned interface.
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# From cage jumps to dynamical heterogeneities in granular media 

O. Dauchot ${ }^{1}$, R. Candelier ${ }^{1}$<br>${ }^{1}$ Groupe Instabilities and Turbulence, DSM/IRAMIS/SPEC, CEA Saclay, 91191 Gif sur Yvette, France,

Unveiling the connection between the short term relaxation and the long term dynamical heterogeneities as observed near the glass transition in super-cooled liquids and the jamming transition in granular materials remains one of the major challenge in the physics of glassy systems.


Cage jumps


Dynamical heterogeneities

On one hand, KCM models relate dynamical heterogeneities to a non trivial structure in the trajectory space, inherited from the local dynamical rules. [1]. On the other hand, recent studies of hard spheres close to isostaticity suggest that the collective aspect of the relaxation would stem from the extended character of the softest degrees of freedom [2].

There is still no direct experimental evidence in favour of one or the other mechanism in supercooled liquids and whether they apply to dense granular media remains pure speculation. Also, in both cases one misses a clear picture of the microscopic mechanisms underlying the formation of such dynamical heterogeneities. Here we will show that for a dense granular layer under cyclic shear [4, 5] dynamical heterogeneities result from a two timescales process [6]. Short time but already collective events consist in clustered cage jumps, which concentrate most of the non affine displacements. Such clusters aggregate both temporally and spatially within an avalanche process, which ultimately builds the large scales dynamical heterogeneities.
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# New approach for treating of spatio-temporal diagram: conditional averaging of two- dimensional fields 

A.B. Ezersky ${ }^{1}$, N. Abcha ${ }^{2}$, and I. Mutabazi ${ }^{2}$<br>${ }^{1}$ M2C, UMR 6143 CNRS, Université de Caen, 2-4 rue des Tilleuls, 14000 Caen, France<br>${ }^{2}$ LOMC, FRE 3102 CNRS, Université du Havre, 53 rue de Prony, 76058 Le Havre, France

Space-time diagrams are widely used for investigation of spatio-temporal dynamics of nonlinear systems. To obtain a space-time diagram, values of a physical parameter $I$ are measured in the points with coordinates $\left(x_{1}, x_{2}, x_{3} \ldots\right)$ along a line in different moments of time $\left(t_{1}, t_{2}, t_{3} \ldots\right)$. In the obtained two dimensional field $I\left(x_{i}, t_{k}\right)$, it is possible to distinguish different structures (so called building blocks): sources and sinks, topological defects, holes Nozaki-Bekki. Such "blocks" play an important role in the pattern formation and spatio - temporal dynamics of extended nonlinear systems. In physical experiments identification of such blocks and measurements of their characteristics are not a trivial task. One of the encountered problems here is connected with influence of noise. In this report we propose the conditional averaging of spatio-temporal diagram to diminish the influence of noise distorting the properties of building blocks.

We have applied conditional averaging for investigation of defect appearing on the background of spiral pattern in Couette - Taylor flow between two rotating cylinders. We investigated structure of the field $I\left(x_{i}, t_{k}\right)$ in the neighborhood of a single defect. For conditional averaging we proceeded as follows. We used several spatio-temporal diagrams. In each diagram we determined position of the defect $\left(x_{d_{i}}, t_{d_{i}}\right)$ as a point where amplitude of structure is zero $\left|A\left(x_{d_{i}}, t_{d_{i}}\right)\right|=0$. For each diagram we introduced a local coordinate system, with the point $\left(x_{d_{i}}, t_{d_{i}}\right)$ taken as an origin. After that we determined averaged amplitude fields over a sequence of diagram. During averaging these diagrams were superposed so that their local coordinate systems coincided.


Fig. 1 Results of conditional averaging of amplitude field for different supercriticalities. Intersection of black lines corresponds to the zero amplitude $\left|A\left(x_{d_{i}}, t_{d_{i}}\right)\right|=0$ of structure. (a) $\varepsilon=0.038$; (b) $\varepsilon=0.040$, (c) $\varepsilon=0.042$

Obtaining of the averaged amplitude field allowed us to develop simple theoretical model to explain the characteristics of topological defects generated on the background of periodic vortex structure in Couette-Taylor flow.

# How herds move: a study of polar self-propelled particles 

É. Bertin ${ }^{1}$, M. Droz ${ }^{2}$, G. Grégoire ${ }^{3}$<br>${ }^{1}$ Laboratoire de Physique de l'ENS Lyon, CNRS UMR 5672, France<br>${ }^{2}$ University of Geneva, CH-1211 Geneva 4, Switzerland<br>${ }^{3}$ Laboratoire Matière et Systèmes Complexes (MSC), UMR 7057, CNRS-Université ParisDiderot

Collective motion in animal groups is a ubiquitous phenomenon. Thus, during the two last decades, statistical physicists show a strong interest on the question of the emergence of such a new ordered state. A minimal model of moving vectors on a plane has been introduced by T . Vicsek et al [1] and has been studied mainly by simulations. But there are few concepts to understand out-off-equilibrium systems.
We will give an overview of the numerical results on two-dimensional collective motion [2,3]. Then we will show how we obtained a coarse-grained description of such a population [4]. Studying the properties of those modified Navier-Stokes equations allow us to give a better interpretation of the agent-based simulations.
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# Modulated spiral in a Couette-Taylor system submitted to a high radial temperature gradient 

R. Guillerm, A. Prigent, I. Mutabazi ${ }^{1}$<br>${ }^{1}$ LOMC, FRE 3102 CNRS, University of Le Havre, 53 rue de Prony, 76058 Le Havre, France

We investigate experimentally the flow produced in a narrow gap and large aspect ratio Couette-Taylor system submitted to a high radial temperature gradient. Demineralised water is confined in the five millimetres gap between a rotating inner cylinder and a fixed outer cylinder. The geometrical parameters are fixed with aspect ratio and radius ratio respectively equal to 111.8 and 0.8 . The control parameters of the system are the Grashof number $G r$, related to the radial temperature gradient and the Taylor number $T a$, related to the rotation of the inner cylinder. For this study, $G r$ is fixed and $T a$ is gradually increased. The flow is characterized by Kalliroscope flakes visualizations and velocity and temperature fields measurements using encapsulated thermochromic liquid crystals [1-2].
For small values of $T a$, the base flow is composed of the circular Couette flow due to the rotation of the inner cylinder and a vertical flow induced by the radial temperature gradient. Above a critical value of $T a$, the destabilization of the base flow gives rise to a wavy pattern described by the temperature, the axial velocity component and the vorticity fields of figures 1 ( $a, b, c$ ) [3-4]. This pattern has a spiral shape. It spreads on the whole length of the system and corresponds to alternate laminar and spiral areas (Fig.1d). It rotates as a whole at the mean angular velocity of the flow. By a suitable change of variable $t \rightarrow t$ ' followed by a $z$-average, this modulated spiral pattern appears as a wave-packet and shares strong similarities with solitary waves (Fig.2).


Fig. 1 - (a) Temperature field, (b) axial velocity component field, (c) vorticity field and (d) light intensity space-time diagram of the modulated spiral pattern obtained for $G r=$ 2405 and $T a=11.2$


Fig. 2 - $z$-averaged light intensity amplitude as a function of $t^{\prime}$ for $G r$ $=4257, T a=12.5$.
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# Experimental investigation of the dynamical correlations between magnetic nanoparticles in isotropic and textured superspin-glasses 

K. Katsuyoshi ${ }^{1}$, D. L'Hôte ${ }^{1}$, S. Nakamae ${ }^{1}$, Y. Tahri ${ }^{1}$, C. Thibierge ${ }^{1}$, E. Vincent ${ }^{1}$, V. Mosser ${ }^{2}$, A. Kerlain ${ }^{2}$, M. Konczykowski ${ }^{3}$, E. Dubois ${ }^{4}$, V. Dupuis ${ }^{4}$, and R. Perzynski ${ }^{4}$<br>${ }^{1}$ Service de Physique de l'Etat Condensé, CEA Saclay,91191 Gif/Yvette Cedex, France ${ }^{2}$ ITRON SAS, 76 av. P. Brossolette, 92240 Malakoff, France.<br>${ }^{3}$ Laboratoire des Solides Irradiés, Ecole Polytechnique, Palaiseau, France<br>${ }^{4}$ Lab. Liquides Ioniques et Interfaces Chargés, Univ. Pierre et Marie Curie, Paris, France

A frozen and dense assembly of interacting magnetic nanoparticles exhibits a transition to a disordered and frustrated state, the superspin-glass at low temperature. Such a nonequilibrium system evolves continuously with time, and a still open question is the connexion of this aging with the growing of a dynamical correlation length. We have studied such a system made of maghemite $\left(\mathrm{Fe}_{2} \mathrm{O}_{3}\right)$ nanoparticles suspended in glycerol, with a strong anisotropy due to "texturing", i.e. freezing the ferrofluid in a strong magnetic field [1]. By using a global method based on the relaxation of the Zero-Field-Cooled Magnetization at various fields [2], we extracted the time dependence of the number of correlated superspins. Another method based on the local measurement of the superspin-glass magnetization fluctuations has also been used [3]. It is based on Hall microprobes operated with the spinning current technique [4]. Its first results will be presented.
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# Finite-size effects on sub-critical bifurcations in high-dimensional lattices of coupled logistic maps 

Paul Manneville<br>LadHyx, École Polytechnique, 91128 Palaiseau, France.

Large assemblies of interacting nonlinear units give examples of complex systems in which collective behaviour emerges, characterised by the ordered evolution of averaged quantities in spite of strong chaos persisting at the scale of the individual units. Sub-critical transitions between collective regimes T2 and T4, with respective periods 2 and 4 not connected via a subharmonic bifurcation, have been observed in a 4-dimensional hyper-cubic lattice of coupled logistic maps $\mathrm{X}_{\mathrm{j}}^{\mathrm{t}+1}=[1 /(2 \mathrm{~d}+1)] \Sigma_{\langle\mathrm{ij}\rangle} \mathrm{rX}_{\mathrm{i}}^{\mathrm{t}}\left(1-\mathrm{X}_{\mathrm{i}}^{\mathrm{t}}\right)$, where $\langle\mathrm{ij}\rangle$ means that node i belongs to the neighborhood of node j , and $\mathrm{d}=4$ [1]. At finite and moderate size, intermittent switching between the two regimes takes place in the upper part of the bifurcation diagram (fig.1) while systematic decay with exponentially distributed transient lifetimes is observed in the lowest part of the coexistence region (fig.2). Statistical findings can be interpreted in terms of the average activity $\mathrm{M}^{\mathrm{t}}=\left\langle\mathrm{X}_{\mathrm{j}}^{\mathrm{t}}\right\rangle$ escaping from potential wells in the presence of noise [2], the noise being here induced by chaos in the dynamics of local variables $X_{j}$. A consistent picture arises from the consideration of an effective stochastic dynamics with a deterministic part associated to the trend towards well bottoms counteracted by noise, the intensity of which varies as the inverse square root of the number of sites in the lattice. An analogy with sub-critical bifurcations between different turbulent regimes observed in some hydrodynamic systems is discussed.


Fig. 1 - Time series of the average $X^{t}$ of the local variable $X_{i}^{t}$ for $r=4$ in a system of size $n^{4}$, here $n=16$. T4 regime with two possible phases can be observed, interrupted by short sequences of T 2 regime, e.g. for $\mathrm{t} \sim 1.110^{5}$, $1.4510^{5}$, or $1.710^{5}$. The switching frequency decreases as $n$ increases. For $n>27$, the system can stay stuck in one or the other regime over more than $10^{7}$ iterations when appropriately prepared.


Fig. 2 - Distribution of transient lifetimes $t_{\mathrm{t}}$, $\mathrm{P}\left(\mathrm{t}_{\mathrm{tr}}>\mathrm{t}\right)$, as functions of t (semi-log scale) in quench experiments from $\mathrm{r}_{\mathrm{i}}=3.98$ to various values of $r_{f}$ from 3.905 (upper curve with black dots) down to 3.985: $\mathrm{P}\left(\mathrm{t}_{\mathrm{tr}}>\mathrm{t}\right) \sim$ $\exp (\mathrm{t} / \tau)$ with $\tau \sim 1 /\left(\mathrm{rlim}_{\text {lim }}-\mathrm{r}\right)^{4}$ and $\mathrm{r}_{\text {lim }} \sim 3.91$ for a system of size $27^{4}$.
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# Oscillations in bidisperse fluidized suspensions 

A. Deboeuf, G. Gauthier, J. Martin and D. Salin<br>Laboratoire FAST, Universités P \& M Curie \& Paris Sud \& CNRS, UMR7608, Bâtiment 502, campus universitaire, 91405 ORSAY CEDEX, France,

We study experimentally the fluidization of bidisperse suspensions of macroscopic particles, at low Reynolds number. The suspensions are made of the same amount of large glass beads of $190 \mu \mathrm{~m}$ and smaller ones, the size of which has been varied from 110 to $160 \mu \mathrm{~m}$.
We follow the segregation process, when an initially mixed bidisperse suspension is fluidized at a fixed flow rate. The time evolution of the composition the suspension along the column is obtained with the help of an acoustic scanner, which records the composition-dependent attenuation of the sound propagation, measured at an appropriate frequency of 2 MHz .
For a large enough size contrast (for small particles smaller than $150 \mu \mathrm{~m}$ ), we observe a segregation process (Fig.1, left), induced by the different settling velocities. The process results in a stationary segregated state: a monodisperse suspension of small particles fluidized on top of a monodisperse suspension of large particles, with a transition zone slightly enlarged by the mixing of particles due to hydrodynamic dispersion.
For smaller size contrasts, however, the segregation process is interrupted by a fast mixing of the suspension, which is followed by a new segregation process, etc. As a result, the bidisperse fluidized suspension undergoes quasi periodic oscillations between segregated and mixed states (Fig.2, right). Although unexplained yet, the onset of the mixing could be caused by a columnar instability already observed in experiments of bidisperse sedimenting [1, 2].


Fig. 1 - Spatio-temporal diagram of sound attenuation, measured through a bidisperse suspension fluidized at a constant flow rate (at mean concentration $\mathrm{C} \approx 40 \%$ ). Whereas the suspension of beads sizes $190 \mu \mathrm{~m} / 150 \mu \mathrm{~m}$ reaches a stationary segregated state (left figure), the one of beads sizes $190 \mu \mathrm{~m} / 155 \mu \mathrm{~m}$ alternatively segregates and mixes, in a quasi periodical way.
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# Intermittent regime in flow oscillations investigated by means of symbolic dynamics 

$\underline{\text { Luc Pastur }}{ }^{1,2}$, François Lusseyran ${ }^{1}$, Thierry Faure ${ }^{1,3}$, Christophe Letellier ${ }^{4}$<br>${ }^{1}$ LIMSI-CNRS, BP 133, F-91403 Orsay cedex, France<br>${ }^{2}$ Université Paris Sud 11, F-91405 Orsay Cedex, France<br>${ }^{3}$ Université Pierre et Marie Curie, 75252 Paris Cedex 05, France<br>${ }^{4}$ CORIA UMR 6614 - Université de Rouen, F-76801 Saint-Etienne du Rouvray Cedex, France

A cavity flow driven by a laminar shear layer was investigated in the incompressible regime. Such flows are characterized by strong shear layer self-sustaining oscillations, due to complex feedback loop mechanisms [1]. Over some range of the working parameters (cavity length and height; inlet flow velocity), a mode-switching phenomenon is observed between two shear layer dominant modes, say $f_{1}$ and $f_{2}$ [2]. This regime is here investigated in terms of symbolic dynamics [3]. To that aim, velocity is measured at a single spatial point in the flow, past the cavity, using laser Doppler velocimetry (LDV). From the obtained time series, a space is reconstructed using principal components. The estimation of the attractor correlation dimension suggest that a space whose dimension should be at least 10 would be required In spite of that, a first useful analysis is performed using a Poincaré section defined in the plane projection spanned by the first two components. Defining an angle with respect of the centre of the Poincaré section and an arbitrary axis, an angular first-return map is computed. Using the minima of the probability of visits of the angle interval to define a partition, a symbolic dynamics is introduced. Thus, each intersection of the trajectory with the Poincaré section is encoded by 0 or 1 , depending on the angle associated with the orbit intersection. The two symbols, 0 or 1 , reveal to be essentially associated to $f_{1}$ and $f_{2}$, namely. Therefore, using a symbolic dynamics, based on an angular first-return map, provides an efficient tool for quantifying the observed intermittent regime. Moreover, it helps us to investigate the dynamics at time-scales of the order of a single period of the shear layer oscillations, that is, at a better resolution than common spectral-based methods, such as Fourier analysis, would do [4].
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# Intermittency in granular flow 

M. Rabaud, P. Gondret, R. Fischer

Lab. FAST, CNRS, Univ Paris-Sud 11, Université Pierre et Marie Curie-Paris6, bât. 502, 91405 Orsay Cedex, France

When a granular material is tilted above a maximum angle of stability, a surface avalanche starts that decreases the pile angle until the angle of repose where the flow stops. If during the avalanche the container rotates, two regimes can be observed: for slow rotation rates compared to the decrease rate of the pile angle during the avalanche, a succession of discrete avalanches are observed, when for larger rotation rate a continuous surface flow is observed.
We recently study experimentally and theoretically the transition between these two regimes in rotating cylinder geometry. Under the action of the continuous forcing imposed by the rotation of the tank we observed such transition between a limit cycle (discrete avalanche regime) and a fixed-point dynamics (continuous flow). In an intermediate range of angular velocity the system exchanges intermittently between the two regimes (figure 1). The mean fraction of continuous flow increases continuously from 0 to 1 in the transition range. The experimental results are recovered by a simple model equation of this dissipative system when a noise term is added [1].


Fig. 1 - Time evolution of the instantaneous pile angle for 4 increasing rotating velocity. In red, large oscillations corresponding to the discrete avalanche regime, in blue small oscillations of the pile angle corresponding to the continuous flow regime.
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# Evolution of the Fabric Tensor in Amorphous Silica: via Molecular Dynamics Simulations 
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#### Abstract

AFM (Atomic Force Microscopy) experiments and MD (Molecular Dynamics) simulations have revealed a process zone (PZ) near the crack tip in amorphous silica (a$\mathrm{SiO}_{2}$ ). Within this process zone pores nucleate and coalesce with one another up to 20 nm ahead of the crack tip [1-4]. After which the cavities merge with the advancing crack to cause mechanical failure. Similarly, when $a-\mathrm{SiO}_{2}$ sample is nanoindented one finds permanent damage under the indenter in the form of densified silica [6]. To shed light on the origin of irreversible deformation in amorphous media where the notion of dislocations is irrelevant, MD simulations have been performed in a- $\mathrm{SiO}_{2}$ systems which are subjected to (1) a cyclic loading and unloading of the hydrostatic pressure and (2) a shearing force at room temperature. In particular, the so-called fabric tensor commonly used in granular physics is computed and allows to evidence anisotropy setting in the structure silica [7].
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# Lock exchange with autocatalytic reaction front 

I. Bou Malham ${ }^{1}$, N. Jarrige ${ }^{1}$, J. Martin ${ }^{1}$, N. Rakotomalala ${ }^{1}$, L. Talon ${ }^{1}$ \& D.Salin ${ }^{1,2}$<br>${ }^{1}$ Laboratoire FAST, Universités P \& M Curie \& Paris Sud \& CNRS, UMR7608, Bâtiment 502, campus universitaire, 91405 ORSAY CEDEX, France,<br>${ }^{2}$ Institut Universitaire de France (IUF)

Autocatalytic reaction front between reacted and unreacted species may propagate as solitary waves, namely at a constant velocity and with a stationary concentration profile, resulting from a balance between molecular diffusion and chemical reaction. When a hydrodynamic flow field is forced on this reaction, the front still propagate as a solitary wave but with an enhanced propagation velocity and with a shape front reminiscent of front flame [1]. In most system, the fluid left behind the front has a different density leading to buoyancy driven flows and instabilities. In the present we revisit, with chemical reaction, the classical situation of lock exchange in gravity currents [2]. The latter refers to the reciprocal exchange of two fluids of different density in a horizontal channel; as the result the front spreads as the square root of time [2].
We present both experimental and numerical simulations analysis of buoyancy effects on the shape and the velocity of the Iodate Arsenous Acid (IAA) autocatalytic reaction fronts, propagating in a horizontal thin rectangular channel (Hele-Shaw cell). To complement the experiments, we use 2D lattice BGK numerical simulations of gap-averaged equations for the flow and the concentration, namely a Stokes-Darcy equation coupled with an advection-diffusion-reaction equation. We do observe stationary-shaped fronts, spanning the width of the cell and propagating along the cell axis. We analyze the scaling law for the shape and the travelling velocity of the fronts.



Fig. 1 -Chemical gravity current in an $800 \mu \mathrm{~m}$ thick and 8 mm wide HeleShaw cell. The front travels from left to right leaving a lighter fluid behind. The gravity is vertical.
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# Dynamic fracture: how brittle are brittle amorphous solids? 
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Linear Elastic Fracture Mechanics [1] quantitatively describes crack propagation in brittle amorphous solids for crack velocities $v$ smaller than $v_{b}$, a critical velocity governing the onset of micro-branching instability [2]. In this range, all dissipations processes, irrespective of their physical origin, can be gathered in one material-dependent quantity, the fracture energy $\Gamma$. Intriguingly, even below $v_{b}, \Gamma$ was found much higher than at crack initiation.
Experiments in an extensively investigated brittle amorphous material, PMMA, allowed us to measure the velocity dependence of the dynamic fracture energy between 0 and $v_{b}$. The latter reveals a new critical velocity, $v_{a}$, well below $v_{b}$, at which $\Gamma$ exhibits an abrupt 3 -folds increase. The nature of this transition is unravelled by a post-mortem fractographic analysis of the samples: $v_{a}$ corresponds exactly to the appearance, on the fracture surfaces, of conic patterns. In many materials, these are the signature of damage spreading through the nucleation and growth of micro-cracks ahead of the propagating crack [3-4]. Nominally brittle amorphous solids therefore behave as quasi-brittle for crack velocities above $v_{a}$.
Following [3], we consider a simple geometrical model to describe the nucleation and growth of micro-cracks. By feeding this model with the actual locations and nucleation thresholds of the micro-cracks, we successfully reconstruct the complex patterns observed (Fig.1), in the whole velocity range $v_{a}-v_{b}$, with both micrometer and microsecond resolutions. We present statistical characterizations of the velocity-dependent geometrical parameters of the population of microcracks, the origin of which is left as an open question. More generally, this system emerges as a good experimental model system to test descriptions of damage processes in amorphous materials, including rate dependence and spatial interactions.

Fig. 1 - Reconstruction of crack propagation from post-mortem fracture surface images in the micro-cracking regime.
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# Dynamical length scale in glass transition: experimental study 
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The vitreous slowing down of supercooled liquids at the glass transition is still poorly understood. Many models intend to describe its physical mechanism. A particularly interesting scenario is the one of dynamical heterogeneities: timescales are spatially distributed in the supercooled liquid with slow or fast relaxing regions. Finally slow regions become fast and vice versa. They are called dynamical heterogeneities. Our issue is to measure the number of correlated molecules of these regions. When the temperature decreases the relaxation time of the liquid increases and this may be linked to an increase of these regions' length scale and also to an increase of the energy needed to relax. This image refers to phase transition concepts. Dynamical heterogeneities have been shown in simulations or granular experiments but this number of correlated molecules has never been directly measured in supercooled liquids.

A method to measure this number of correlated molecules has been proposed by Bouchaud and Biroli [1]. It is based on the measure of the polarisation $P$ third harmonics. $P=\chi_{1} E+\chi_{2} E^{2}+$ $\chi_{3} E^{3}$ with $E$ the electric field. $\chi_{2} E^{2}=0$ for symmetry reasons and $\chi_{3}$ is proportional to the number of correlated molecules. We have developed an original experiment to measure this non-linear susceptibility by dielectric techniques in supercooled glycerol near the glass temperature [2]. We succeeded in following the temperature evolution of this number of molecules as in phase transitions. This number as also been evaluated from linear susceptibilities [3] and the two results are compared.


Fig. 1 - The growing of a quantity proportional to $\chi_{3} E^{3}$, with $I(3 \omega)$ the measured third harmonic current as a function of the source voltage $V=E \times$ sample thickness.

## References

[1] Bouchaud and Biroli PRB 72064204 (2005)
[2] Thibierge, L'Hôte, Ladieu and Tourbot, Rev. Sci. Instrum. 79103905 (2008)
[3] Dalle-Ferrier et al. PRE 76041510 (2007)

# Trajectories of sand grains in a wave boundary layer 
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Sea beds are often covered by small scale sedimentary structures in the coastal zone [1, 2] (typical wave length $\sim 10 \mathrm{~cm}$ ); these structures result from complex interactions between the flow and the sediments. Many experimental and theoretical works have been conducted on the morphology of these structures which are generally called ripples, due to their significant effect on sediment transport, wave attenuation and boundary layer structure. Most of these studies have been carried out considering size homogeneous sediments; however, the in-situ works generally show the presence of a large variety of sediment size, and segregation phenomena [3]. The aim of the present work is to bring a contribution to the study of this segregation; experiments are carried out in a wave flume where ripples are generated, and the trajectories of sediments in suspension close to the bed are recorded. Figure 1 shows a typical view of the grain segregation in the case of bi-dispersed sediments [4]. In order to explain this segregation, the bedforms are fixed and a few sediment grains are dropped in the flow, above the rippled bed. The wave maker is switched off and the grain trajectories (Fig 2) are recorded using a high resolution video camera. These trajectories are compared with the results predicted by a theoretical model, and an explanation of the observed segregation based on the existence of a mean flow towards the ripple crests is proposed.


Fig 1. Typical view showing sediments segregation on a rippled bed (light grains in white and heavy grains in grey).


Fig 2. Grain trajectories in suspension above the rippled bed beneath waves.
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# Elastic instability of polymer solutions in the Couette-Taylor system 
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The study of transition to turbulence in Newtonian flows is governed by the well-known NavierStokes equations. In case of viscoelastic flows, no such universal equations exist and the transition to turbulence in such fluids is much more difficult to predict without any theoretical guidelines [1]. Viscoelastic liquids intervene in many industrial processes in which production rates or final product quality can be limited by flow instabilities. Therefore strong motivations exist for experimental investigation of viscoelastic flow behavior.
The present work report the behavior of the viscoelastic Couette-Taylor flow with dilute solutions of high-molecular-mass polyethyleneoxide in viscous solvents obtained by dissolving low-molecular-mass polyethyleneglycol in water. The solution viscosity varied from 41.5 mPa .s to $113.3 \mathrm{mPa} . \mathrm{s}$ and did not depend on shear rate. The solution was sheared in vertical CouetteTaylor cell with inner radius $a=4 \mathrm{~cm}$ and outer radius $\mathrm{b}=5 \mathrm{~cm}$. The gap width is $d=1 \mathrm{~cm}$ and its height is $L=45.9 \mathrm{~cm}$ leading to aspect ratio $\Gamma=H / d=45.9$ and radius ratio $\eta=\mathrm{a} / \mathrm{b}=0.8$. Experiments were conducted at room temperature. Kalliroscope flakes were used for flow visualization together with a laser light sheet. Rotation speeds of both cylinders were controlled, but for a given experiment only one of the cylinders is rotating with angular velocity $\Omega$. Above a critical rotation rate $\Omega_{c}$, the flow bifurcated to flow patterns typical of purely elastic regime (Fig. 1). These elastic instability-induced patterns exhibited disordered domains separated by strong radial flows [2]. The critical value of the onset of this purely elastic instability agrees well (Fig. 2) with theoretical criterion from [3] when only the inner cylinder is rotated, while preliminary result obtained with rotation of the outer cylinder exhibited a significant hysteresis.


Fig. 1: Typical flow patterns for : a) inner rotating cylinder, $\Omega=\Omega_{c} ;$ b) outer rotating cylinder, $\Omega=\Omega_{c}$; c) outer rotating cylinder, $\Omega=0.88 . \Omega_{c}$; d) space-time plot extracted from pattern (a) at $r=0.25+a$

## References

[1] R. G. Larson, E. S. G. Shaqfeh \& S. J. Muller, J. Fluid Mech. 218, 573 (1990).
[2] A. Groisman \& V. Steinberg, Phys. Fluids, 10, 2451 (1998).
[3] G. H. McKinley, A. Oztekin, J. A. Byars, and R. A. Brown. J. Fluid Mech. 285, 123 (1995).

# The renormalized fragmentation equation and its exact solutions 
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The fragmentation equation describes the time evolution of particles system, when particles break up. Spray atomization, turbulent eddy decay, solid particle decomposition, rock crushing, polymer degradation, impact of meteorites and network branching represent the examples of such fragmentation. In this paper, the renormalized form of the fragmentation equation is obtained, with the spectrum and the frequency of fragmentation, as arbitrary functions. If the fragmentation frequency is a power function of size, a simple exact solution to this equation is obtained, providing for stationary mass flux, from large scales towards zero scales. This work is a further development of results obtained in [1-3].

1. The fragmentation equation has the following form:
$\frac{\partial F(r)}{\partial t}=\left(q_{0} \hat{I}_{+}^{P}-1\right) v(r) F(r)(1) ; \hat{I}_{+}^{P} F=\int_{0}^{1} \frac{d \alpha}{\alpha} Q(\alpha) F\left(\frac{r}{\alpha}\right) ; \int_{0}^{1} Q(\alpha) d \alpha=1 ; q_{0}=\frac{1}{\left\langle\alpha^{3}\right\rangle_{Q}}$
where $F(r)$ is the number distribution function, $Q(\alpha)$ is the probability density function of breakup, $q_{0}$ is the mean number of particles formed by a break-up and $v(r)$ is the break-up frequency. 2. The mass distribution function. With evolution in time, the total mass is conserved but not the total number of particles. This motivates to introduce the energy distribution function $f(r)$, instead of using $F(r)$; the norm of the former one will not change. The relation between both functions, $f(r)=r^{3} F(r)$, leads to the following fragmentation equation:
$\frac{\partial f(r)}{\partial t}=\left(\hat{I}_{+}-1\right) v(r) f(r)(3) ; \hat{I}_{+} f=\int_{0}^{1} \frac{d \alpha}{\alpha} q(\alpha) f\left(\frac{r}{\alpha}\right) ; \int_{0}^{1} q(\alpha) d \alpha=1 ; q(\alpha)=\frac{\alpha^{3} Q(\alpha)}{\left\langle\alpha^{3}\right\rangle_{Q}}$
2. Exacts solutions for arbitrary fragmentation spectrum $q(\alpha)$. The first term in (2) represents difference between two terms; each of them can be very large, and even infinite (if to give up the normalization requirement of $q(\alpha)$ ). In order to overcome this problem, the renormalization of (3) was obtained, describing evolution of an infinite system of particles in the form of continuity equation. When $\gamma(r)=c r^{\mu}$, a simple solution to this equation, verifies to be:
$f(r, t)=\frac{j_{0}}{\langle-\ln \alpha\rangle} \cdot r^{-(\mu+1)}+t \cdot j_{0} \delta(r), \quad 0 \leq r<\infty(5)$ where $\left\langle(-\ln \alpha)^{n}\right\rangle=\int_{0}^{1}(-\ln \alpha)^{n} q(\alpha) d \alpha$.
With accumulation of particles of zero size, this solution provides for stationary mass flux $j_{0}$, from infinity towards zero size. Other self-similar solutions to the renormalized fragmentation equation have the following form: $f(r, t)=|\eta|^{\frac{1}{\mu}} \phi\left(|\eta|^{\frac{1}{\mu}} r, t\right) ; \eta(t)=1+\tau^{-1} t ; \tau<0 ; 0 \leq t<\infty$ (6) where $\phi(r)$ is defined from the solution of the equation $\frac{\partial}{\partial r} r\left[-\frac{1}{\mu \tau}+\langle-\ln \alpha\rangle \hat{I}_{+}^{(1)} v\right] \phi(r)=0$ (7)
References
[1] M.A. Gorokhovski and V.L. Saveliev, J. Phys. D: Appl. Phys. 41, (2008), 085405
[2] V.L. Saveliev and M.A. Gorokhovski,. Phys. Rev E 72, (2005), 016302
[3] V.L. Saveliev and M.A. Gorokhovski, Phys. Scr. T132, (2008) 014005

## Combinatorics, Physics and Complexity

## Organizing Committee

- Gérard H.E. Duchamp

LIPN, University of Paris XIII, France
Gerard.Duchamp@lipn.univ-paris13.fr

## Description

The (new) science of Complex Systems likes to consider the notion of "level of description". Many tools from Combinatorics, Computer Science and Mathematics are there needed, be it at the level where "things do happen" or at higher levels where statistical exactly solved models of a striking precision can be experimented and set. This special session is intended to be a contribution to the exposition of these tools/results. Includes (not exhaustive)

- Mathematical and Combinatorial local rules
- Theoretical Computer Science for Complex Systems
- Statistical Physics
- Exactly solved models
- Combinatorial models for and of emergence
- Explicit schemes for analysis of dynamical systems: finite (combinatorial) and infinite (based on functional analysis)


## Contents

Asymptotic analysis and convergence of some leader election algorithms Christian Lavault ..... 53
Learning self organizing maps as a Markov mixture Mustapha Lebbah, Younès Bennani, Nicoleta Rogovschi ..... 53
Statistics on graphs, exponential formula and combinatorial physics Gérard H.E. Duchamp, Laurent Poinsot, Silvia Goodenough, Karol A. Penson ..... 60
Exponential random graphs as models of overlay networksMoez Draief64
Coding rhombus tilings by multidimensional words: a first attempt Damien Jamet ..... 64
Synchronization of countable cellular systems, localization of quasi-periodic solutions of autonomous differential systems Laurent Gaubert ..... 64
Drawing solution curve of a differential equation Farida Benmakrouha, Christiane Hespel, Edouard Monnier ..... 75
Generating series: a combinatorial computation Farida Benmakrouha, Christiane Hespel ..... 79
On approximation of nonlinear generating series by rational series Mikhail V. Foursov, Christiane Hespel ..... 84
Counting rooted and unrooted triangular maps Samuel Vidal, Michel Petitot ..... 91
About a group of Drinfel'd associators Hoang Ngoc Minh ..... 97
Combinatorics \& Schelling's model Cyril Banderier, Hanane Tafat ..... 97
Systemic modelling
Daniel Krob ..... 97

# Asymptotic analysis and convergence of some leader election algorithms <br> <br> Christian Lavault 

 <br> <br> Christian Lavault}

We start with a set of $n$ players. With some probability $P(n, k)$, we kill $n-k$ players; the other ones stay alive, and we repeat with them. What is the distribution of the number $X_{n}$ of rounds before getting only one player? We present a probabilistic analysis of this very general algorithm (expectation and moments of $X_{n}$ ), under some conditions on the probability distributions $P(n, k)$ (if any), including stochastic monotonicity and the assumption that roughly a fixed proportion of the players survive in each round. Applications of the general result include asymptotic analysis of leader election algorithms where players are eliminated by independent coin tosses.

# Learning Self-Organizing Maps as a Mixture Markov Models 

Mustapha Lebbah, Younès Bennani and Nicoleta Rogovschi


#### Abstract

This paper describes a new algorithm to learn SelfOrganizing map as Markov Mixture Models. Our model realizes an unsupervised learning using unlabelled evolutionary data sets, namely those that describe sequential data. The new formalism that we present is valid for all structure of graphical model. We use E-M (Expectation-Maximisation) standard algorithm to maximize the likelihood. The graph structure is integrated in the parameter estimation of Markov model using a neighborhood function to learn a topographic clustering of not i.i.d data set. The new approach provides a self-organizing Markov model using an original learning algorithm.


Index Terms-Self-Organizing clustering, Markov Models, Sequential data, Expectation-Maximisation, graphical model

## I. Introduction

SInce many years, temporal and spatial sequences have been the subject of investigation in many fields, such as statistics, pattern recognition, web mining, and bioinformatic. The easiest way to treat sequential data would be simply to ignore the sequential aspects and treat the observations as independent and identically distribution (i.i.d) in the first stage. For many applications, the i.i.d assumption will be a poor one. Often in many application the treatment is decomposed in two steps; the first one is the clustering task with i.i.d assumption. In second stage the result of clustering is used to learn a probabilistic model by relaxing the i.i.d. assumption, and one of the simplest ways to do this is to consider a Markov model.
Hidden Markov Models (HMMs) are the most well-known and practically used extension of Markov model. They offer a solution to this problem introducing, for each state, an underlying stochastic process that is not known (hidden) but could be inferred through the observations it generates. In fact the probabilistic graphical modelling motivates different graphical structures based on the HMM [1], [2]. Another variant of the HMM worthy of mention is the factorial hidden Markov model [3], in which there are multiple independent Markov chains of latent variables, and the distribution of the observed variable at a given time step is conditional on the states of all of the corresponding latent variables at that same time step. Many related models, such as hybrids of HMMs with artificial neural networks [4], [5], [6]. Clearly, there are many possible probabilistic structures that can be constructed according to the needs of particular applications. Graphical models provide a general formalism for motivating, describing, and analysing such structures. Therefore, it will be very important to have algorithms able to infer from a

Mustapha Lebbah,Younès Bennani and Nicoleta Rogovschi are with LIPNUMR 7030 - CNRS, Université Paris 13. 99, av. J-B Clément F-93430 Villetaneuse e-mail: firstname.second-name@lipn.univ-paris13.fr.
data set of sequences not only the probability distributions but also the topological structure of the model, i.e., the number of states and the transitions interconnecting them. Unfortunately, this task is very difficult and only partial solutions are today available [7], [8], [9]. In order to overcome the limitations of HMMs, in [9] the author proposes a novel and an original machine learning paradigm, which is titled topological HMM, that embeds the nodes of an HMM state transition graph in Euclidian space. This approach models the local structure of HMM and extract their shape by defining a unit of information as a shape formed by a group of symbols of a sequence.

Others attempts have been made for combining HMMs and SOMs (Sel-Organizing Map of Kohonen) to form hybrid models that contain the clustering power of SOM with the sequential time series aspect of HMMs [6]. In many of these hybrid architectures, SOM models are used as front-end processors for vector quantization, and HMMs are then used in higher processing stages. In [10], [11], a vector sequence is associated with a node of SOM using DTW (dynamic time warping) model. Others works exist and differ in the manner of combination [12], [13], [14]. In [14] the authors propose an original combined model which is the offspring of a crossover between the SOM algorithm and the HMM theory. The model's core consists of a novel unified/hybrid SOM-HMM algorithm where each cell of SOM map presents an HMM. The model is coupled with a sequence data training method, that blends together the SOM unsupervised learning and the HMM dynamic programming algorithms. Of course, there is a lot more litterature on HMMs and their applications than can be covered here, but this survey wants to be representative of the issues addressed here. However, in the other the organization process are not integrated explicitly in HMM approach.

The aim of this paper is to built a new model for automating and self-organizing the construction of a statistical generative model of a data set of spatial sequences. In our model 3MSOM (Self-Organizing Maps as a Mixture Markov Models), we consider that we have one Markov chain forming a grid. The generation of the observed variable at a given time step is conditional on the neighborhood states at that same time step. Thus, a high proximity implies a high probability to contribute to generation. This proximity is quantified using neighborhood function. The same principle is used by Kohonen algorithm for i.i.d data set [15]. In our case we focus about not i.i.d observations. We use Expectation-Maximization (EM) algorithm to maximize the likelihood. The formalism that we present is valid for all structure of graph model. In our case we prefer to define the HMM architecture as map (grid).
This paper is organized as follows. In section II we present the
model we propose 3M-SOM. In section III we discuss the selforganizing process integrated in HMM. Finally, conclusions and some future works are provided.

## II. Self-Organizing Markov Model

We assume that the HMM architecture is a lattice $\mathcal{C}$, which has a discrete topology (discrete output space) defined by an undirect graph. Usually, this graph is a regular grid in one or two dimensions. We denote the number of cells (nodes,state) in $\mathcal{C}$ as $K$. For each pair of cells $(c, r)$ on the graph, the distance $\delta(c, r)$ is defined as the length of the shortest chain linking cells $r$ and $c$. The architecture of 3M-SOM model is inspired from probabilistic topographic clustering of i.i.d observations using a self-organizing map model of Kohonen [16], [17], [18].

## A. Mixture model and Self-Organizing

We assume that each element $\mathbf{x}_{n}$ of sequence observation $\mathbf{X}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}, \ldots, \mathbf{x}_{N}\right\}$ is generated by the following process: We start by associating to each cell (state) $c \in \mathcal{C}$ a probability $p\left(\mathbf{x}_{n} / c\right)$ where $\mathbf{x}_{n}$ is a vector in the data space. Next, we pick a cell $c^{*}$ from $\mathcal{C}$ according to the prior probability $p\left(c^{*}\right)$. For each cell $c^{*}$, we select an associated cell $c \in \mathcal{C}$ following the conditional probability $p\left(c / c^{*}\right)$. All cells $c \in \mathcal{C}$ contribute to the generation of an element $\mathbf{x}_{n}$ with $p\left(\mathbf{x}_{n} / c\right)$ according to the proximity to $c^{*}$ described by the probability $p\left(c / c^{*}\right)$. Thus, a high proximity to $c^{*}$ implies a high probability $p\left(c / c^{*}\right)$, and therefore the contribution of state $c$ to the generation of $\mathbf{x}_{n}$ is high.
Let us introduce a $K$-dimensional binary random variable as latent variable $\mathbf{z}_{n}$ and $\mathbf{z}_{n}^{*}$ having a 1 -of- $K$ representation in which a particular element $z_{n k}$ and $z_{n k}^{*}$ is equal to 1 and all other elements are equal to 0 . Each component $z_{n k}^{*}$ and $z_{n k}$ indicate a couple of state responsible for the generation of an element of the observation. Using this notation we can rewrite:

$$
p\left(\mathbf{x}_{n} / c\right) \equiv p\left(\mathbf{x}_{n} / z_{n c}=1\right) \equiv p\left(\mathbf{x}_{n} / \mathbf{z}_{n}\right)
$$

and

$$
p\left(c / c^{*}\right)=p\left(z_{n c}=1 / z_{n c^{*}}^{*}=1\right) \equiv p\left(z_{n c} / z_{n c^{*}}^{*}\right) \equiv p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right)
$$

is assumed to be known. To introduce the self-organizing process in the mixture model learning, we assume that $p\left(z_{n c} / z_{n c^{*}}^{*}\right)$ can be defined as:

$$
p\left(z_{n c} / z_{n c^{*}}^{*}\right)=\frac{\mathcal{K}^{T}\left(\delta\left(c, c^{*}\right)\right)}{\sum_{r \in \mathcal{C}} \mathcal{K}^{T}\left(\delta\left(r, c^{*}\right)\right)},
$$

where $\mathcal{K}^{T}$ is a neighbourhood function depending on the parameter $T$ (called temperature): $\mathcal{K}^{T}(\delta)=\mathcal{K}(\delta / T)$, where $\mathcal{K}$ is a particular kernel function which is positive and symmetric ( $\lim _{|x| \rightarrow \infty} \mathcal{K}(x)=0$ ). Thus $\mathcal{K}$ defines for each state $z_{n c^{*}}^{*}$ a neighbourhood region in the graph $\mathcal{C}$. The parameter $T$ allows the control of the size of the neighbourhood influencing a given cell on the map $\mathcal{C}$. As with the Kohonen algorithm for i.i.d observations, we decrease the value of $T$ between two values $T_{\text {max }}$ and $T_{\text {min }}$.

For the better understanding we have used similar notations
as in the book [19, chap. 13]. We denote the set of all latent variables by $\mathbf{Z}^{*}$ and $\mathbf{Z}$, with a corresponding row $\mathbf{z}_{n}^{*}$ and $\mathbf{z}_{n}$ associated to each sequence element $\mathbf{x}_{n}$. Now assume that, for each sequence observation in $X$, corresponds the coupe of latent variable $\mathbf{Z}$ and $\mathbf{Z}^{*}$. We denote by $\left\{\mathbf{X}, \mathbf{Z}, \mathbf{Z}^{*}\right\}$ the complete data set, and we refer to the observed data $\mathbf{X}$ as incomplete.

The set of all model parameters is denoted by $\theta$, the likelihood function is obtained from the joint distribution by marginalizing over the latent variables $\mathbf{Z}^{*}$ and $\mathbf{Z}$

$$
\begin{equation*}
p(\mathbf{X} ; \theta)=\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} p\left(\mathbf{X}, \mathbf{Z}, \mathbf{Z}^{*} ; \theta\right) \tag{1}
\end{equation*}
$$

Because the joint distribution $p\left(\mathbf{X}, \mathbf{Z}, \mathbf{Z}^{*} ; \theta\right)$ does not factorize over $n$, we cannot treat each of the summations over $\mathbf{z}_{n}^{*}$ and $\mathbf{z}_{n}$ independently.
An important concept for probability distributions over multiple variables is that of conditional independence [20]. We assume that the conditional distribution of $\mathbf{X}$, given $\mathbf{Z}^{*}$ and $\mathbf{Z}$, is such that it does not depend on the value of $\mathbf{Z}^{*}$. Often this assumtion is used for graphical model, so that $p\left(\mathbf{X} / \mathbf{Z}, \mathbf{Z}^{*}\right)=p(\mathbf{X} / \mathbf{Z})$. Thus the joint distribution of the sequence observations is equal to:

$$
p\left(\mathbf{X}, \mathbf{Z}^{*}, \mathbf{Z}\right)=p\left(\mathbf{Z}^{*}\right) p\left(\mathbf{Z} / \mathbf{Z}^{*}\right) p(\mathbf{X} / \mathbf{Z})
$$

thus we can rewrite the marginal distribution as

$$
\begin{equation*}
p(\mathbf{X} ; \theta)=\sum_{\mathbf{Z}^{*}} p\left(\mathbf{Z}^{*}\right) \sum_{\mathbf{Z}} p\left(\mathbf{Z} / \mathbf{Z}^{*}\right) p(\mathbf{X} / \mathbf{Z}) \tag{2}
\end{equation*}
$$

We note that

$$
\begin{equation*}
p\left(\mathbf{X} / \mathbf{Z}^{*}\right)=\sum_{\mathbf{Z}} p\left(\mathbf{Z} / \mathbf{Z}^{*}\right) p(\mathbf{X} / \mathbf{Z}) \tag{3}
\end{equation*}
$$

## B. Cost function and optimization

Considering a map $\mathcal{C}$ as Markov model, we allow the probability distribution of $\mathbf{z}_{n}^{*}$ to depend on the state of the previous latent variable $\mathbf{z}_{n-1}^{*}$ through a conditional distribution $p\left(\mathbf{z}_{n}^{*} \mid \mathbf{z}_{n-1}^{*}\right)$. Because the latent variables are $K$-dimensional binary variables, this conditional distribution corresponds to a table of probabilities that we denote by A. The elements of $\mathbf{A}$ are known as transition probabilities denoted by $A_{j k}=p\left(\mathbf{z}_{n k}^{*}=1 / \mathbf{z}_{n-1, j}^{*}=1\right)$, with $\sum_{k} A_{j k}=1$. So the matrix A has maximum of $K(K-1)$ independent parameters. In our case the number of transitions are limited by the grid (map). We can then write the conditional distribution explicitly in the form

$$
p\left(\mathbf{z}_{n}^{*} / \mathbf{z}_{n-1}^{*}, \mathbf{A}\right)=\sum_{k=1}^{K} \sum_{j=1}^{K} A_{j k}^{z_{n-1, j}^{*} z_{n k}^{*}}
$$

All of the conditional distributions governing the latent variables share the same parameters $\mathbf{A}$.
The initial latent state $\mathbf{z}_{1}^{*}$ is special in that it does not have a parent cell, and so it has a marginal distribution $p\left(\mathbf{z}_{1}^{*}\right)$ represented by a vector of probabilities $\pi$ with elements $\pi_{k}=p\left(\mathbf{z}_{1 k}^{*}=1\right)$, so that $p\left(\mathbf{z}_{1}^{*} \mid \pi\right)=\prod_{k=1}^{K} \pi^{z_{1 k}^{*}}$, where $\sum_{k} \pi_{k}=1$.

The model parameters are completed by defining the conditional distributions of the observed variables $p\left(\mathbf{x}_{n} / \mathbf{z}_{n} ; \phi\right)$, where $\phi$ is a set of parameters governing the distribution which is known as emission probabilities in HMM model.

Because $\mathbf{x}_{n}$ is observed, the distribution $p\left(\mathbf{x}_{n} / \mathbf{z}_{n}, \phi\right)$ consists, for a given value of $\phi$, of a vector of $K$ numbers corresponding to the $K$ possible states of the binary vector $\mathbf{z}_{n}$. We can represent the emission probabilities in the form

$$
p\left(\mathbf{x}_{n} / \mathbf{z}_{n} ; \phi\right)=\prod_{k=1}^{K} p\left(\mathbf{x}_{n} ; \phi_{k}\right)^{z_{n k}}
$$

The joint probability distribution over sequence observed variables and both latent $\mathbf{Z}$ and $\mathbf{Z}^{*}$ is then given by

$$
\begin{align*}
p\left(\mathbf{X}, \mathbf{Z}^{*}, \mathbf{Z} ; \theta\right)= & p\left(\mathbf{Z}^{*} ; \mathbf{A}\right) \times p\left(\mathbf{Z} / \mathbf{Z}^{*}\right) \times p(\mathbf{X} / \mathbf{Z} ; \phi) \\
p\left(\mathbf{X}, \mathbf{Z}^{*}, \mathbf{Z} ; \theta\right) & =\left[p\left(\mathbf{z}_{1}^{*} \mid \pi\right) \prod_{n=2}^{N} p\left(\mathbf{z}_{n}^{*} / \mathbf{z}_{n-1}^{*} ; \mathbf{A}\right)\right] \\
& \times\left[\prod_{i=1}^{N} p\left(\mathbf{z}_{i} / \mathbf{z}_{i}^{*}\right)\right] \\
& \times\left[\prod_{m=1}^{N} p\left(\mathbf{x}_{m} / \mathbf{z}_{m} ; \phi\right)\right] \tag{4}
\end{align*}
$$

$\theta=\{\pi, \mathbf{A}, \phi\}$ denotes the set of parameters governing the model. Most of our discussion of the self organizing Markov model will be independent of the particular choice of the emission probabilities. It's not obvious to maximize the likelihood function, because we obtain complex expressions with no closed-form solutions. Hence, we use the expectation maximization algorithm to find parameters for maximizing the likelihood function. EM algorithm starts with some initial selection for the model parameters, which we denote by $\theta^{\text {old }}$. In the E step, we take these parameter values and find the posterior distribution of the latent variables $p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X}, \theta^{\text {old }}\right)$. We then use this posterior distribution to evaluate the expectation of the logarithm of the complete-sequence data likelihood function (4), as a function of the parameters $\theta$, to give the function $Q\left(\theta, \theta^{\text {old }}\right)$ defined by:

$$
\begin{align*}
Q\left(\theta, \theta^{\text {old }}\right)= & \sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) \ln p\left(\mathbf{X}, \mathbf{Z}^{*}, \mathbf{Z} ; \theta\right) \\
Q\left(\theta, \theta^{\text {old }}\right) & =\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) \ln p\left(\mathbf{Z}^{*} ; \pi, \mathbf{A}\right) \\
& +\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) \ln p(\mathbf{X} / \mathbf{Z} ; \phi) \\
& +\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) \ln p\left(\mathbf{Z} / \mathbf{Z}^{*}\right) \\
Q\left(\theta, \theta^{\text {old }}\right) & =Q_{1}\left(\pi, \theta^{\text {old }}\right)+Q_{2}\left(\mathbf{A}, \theta^{\text {old }}\right) \\
& +Q_{3}\left(\phi, \theta^{\text {old }}\right)+Q_{4} \tag{5}
\end{align*}
$$

where

$$
Q_{1}\left(\pi, \theta^{o l d}\right)=\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} \sum_{k=1}^{K} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{o l d}\right) z_{1 k}^{*} \ln \pi_{k}
$$

$$
\begin{aligned}
Q_{2}\left(\mathbf{A}, \theta^{\text {old }}\right) & =\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} \sum_{n=2}^{N} \sum_{k=1}^{K} \sum_{j=1}^{K} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{o l d}\right) z_{n-1, j}^{*} z_{n}^{*} \ln \left(A_{j k}\right) \\
Q_{3}\left(\phi, \theta^{\text {old }}\right) & =\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} \sum_{n=1}^{N} \sum_{k=1}^{K} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) z_{n k} \ln \left(p\left(\mathbf{x}_{n} ; \phi_{k}\right)\right) \\
Q_{4} & =\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) \ln p\left(\mathbf{Z} / \mathbf{Z}^{*}\right)
\end{aligned}
$$

At this point, we introduce some notation. We will use $\gamma\left(\mathbf{z}_{n}^{*}, \mathbf{z}_{n}\right)$ to denote the marginal posterior distribution of a latent variable $\mathbf{z}_{n}^{*}$ and $\mathbf{z}_{n}$, and $\xi\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right)=$ $p\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*} / \mathbf{X}, \theta^{\text {old }}\right)$ to denote the joint posterior distribution of successive latent variables, so that

$$
\begin{aligned}
& \gamma\left(\mathbf{z}_{n}^{*}, \mathbf{z}_{n}\right)=p\left(\mathbf{z}_{n}^{*}, \mathbf{z}_{n} \mid \mathbf{X} ; \theta^{o l d}\right) \\
& \gamma\left(\mathbf{z}_{n}^{*}\right)=\sum_{\mathbf{z}} p\left(\mathbf{z}_{n}^{*}, \mathbf{z}_{n} \mid \mathbf{X} ; \theta^{o l d}\right) \\
& \begin{aligned}
\gamma\left(\mathbf{z}_{n}\right)= & \sum_{\mathbf{z}^{*}} p\left(\mathbf{z}_{n}^{*}, \mathbf{z}_{n} \mid \mathbf{X} ; \theta^{o l d}\right) \\
\gamma\left(z_{n k}^{*}\right) & =\mathbf{E}\left[z_{n k}^{*}\right] \\
& =\sum_{\mathbf{z}^{*}} \sum_{\mathbf{z}} \gamma\left(\mathbf{z}_{n}^{*}, \mathbf{z}_{n}\right) z_{n k}^{*} \\
& =\sum_{\mathbf{z}^{*}} \gamma\left(\mathbf{z}_{n}^{*}\right) z_{n k}^{*}
\end{aligned}
\end{aligned}
$$

thus

We observe that the objective function (5) $Q\left(\theta, \theta^{o l d}\right)$ is defined as a sum of four terms. The first term $Q_{1}\left(\pi, \theta^{\text {old }}\right)$ depends on initial probabilities; the second term $Q_{2}\left(\mathbf{A}, \theta^{\text {old }}\right)$ depends on transition probabilities $\mathbf{A}$; the third term $Q_{3}\left(\phi, \theta^{\text {old }}\right)$ depends on $\phi$, and the forth term is constant. Maximizing $Q\left(\theta, \theta^{\text {old }}\right)$ with respect to $\theta=\{\pi, \mathbf{A}, \phi\}$ can be performed separately.

1) Maximization of $Q_{1}\left(\pi, \theta^{\text {old }}\right)$ : Initial probabilities:

$$
\begin{aligned}
Q_{1}\left(\pi, \theta^{\text {old }}\right) & =\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} \sum_{k=1}^{K} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) z_{1 k}^{*} \ln \pi_{k} \\
& =\sum_{\mathbf{Z}^{*}} \sum_{k=1}^{K} p\left(\mathbf{Z}^{*} / \mathbf{X} ; \theta^{o l d}\right) z_{1 k}^{*} \ln \pi_{k} \\
& =\sum_{k=1}^{K} \gamma\left(z_{1 k}^{*}\right) \ln \pi_{k}
\end{aligned}
$$

The update parameter is computed as follows:

$$
\begin{equation*}
\pi_{k}=\frac{\gamma\left(z_{1 k}^{*}\right)}{\sum_{j=1}^{K} \gamma\left(z_{1 j}^{*}\right)} \tag{6}
\end{equation*}
$$

2) Maximization of $Q_{2}\left(\mathbf{A}, \theta^{\text {old }}\right)$ : Probability transitions:

$$
Q_{2}\left(\mathbf{A}, \theta^{o l d}\right)=
$$

$$
\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} \sum_{n=2}^{N} \sum_{k=1}^{K} \sum_{j=1}^{K} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{o l d}\right) z_{n-1, j}^{*} z_{n}^{*} \ln \left(A_{j k}\right)
$$

$$
=\sum_{\mathbf{Z}^{*}} \sum_{n=2}^{N} \sum_{k=1}^{K} \sum_{j=1}^{K} p\left(\mathbf{Z}^{*} / \mathbf{X} ; \theta^{\text {old }}\right) z_{n-1, j}^{*} z_{n}^{*} \ln \left(A_{j k}\right)
$$

$$
=\sum_{n=2}^{N} \sum_{k=1}^{K} \sum_{j=1}^{K} \xi\left(z_{n-1, j}^{*} z_{n}^{*}\right) \ln \left(A_{j k}\right)
$$

The update parameter is computed as follows:

$$
\begin{equation*}
A_{j k}=\frac{\sum_{n=2}^{N} \xi\left(z_{n-1, j}^{*}, z_{n k}^{*}\right)}{\sum_{l=1}^{K} \sum_{n=2}^{N} \xi\left(z_{n-1, j}^{*}, z_{n l}^{*}\right)} \tag{7}
\end{equation*}
$$

where

$$
\xi\left(z_{n-1, j}^{*}, z_{n, k}^{*}\right)=\mathbf{E}\left[z_{n-1, j}^{*} z_{n k}^{*}\right]=\sum_{\mathbf{z}^{*}} \gamma\left(\mathbf{z}^{*}\right) z_{n-1, j}^{*} z_{n, k}^{*}
$$

3) Maximization of $Q_{3}\left(\phi, \theta^{\text {old }}\right)$ : Emission probabilities:

$$
\begin{array}{r}
Q_{3}\left(\phi, \theta^{\text {old }}\right)= \\
\sum_{\mathbf{Z}^{*}} \sum_{\mathbf{Z}} \sum_{n=1}^{N} \sum_{k=1}^{K} p\left(\mathbf{Z}^{*}, \mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) z_{n k} \ln p\left(\mathbf{x}_{n} ; \phi_{k}\right) \\
=\sum_{\mathbf{Z}} \sum_{n=1}^{N} \sum_{k=1}^{K} p\left(\mathbf{Z} / \mathbf{X} ; \theta^{\text {old }}\right) z_{n k} \ln p\left(\mathbf{x}_{n} ; \phi_{k}\right) \\
=\sum_{n=1}^{N} \sum_{k=1}^{K} \gamma\left(z_{n k}\right) \ln p\left(\mathbf{x}_{n} ; \phi_{k}\right)
\end{array}
$$

In the case of spherical Gaussian emission densities we have $p\left(\mathbf{x} / \phi_{k}\right)=\mathcal{N}\left(\mathbf{x} ; \mathbf{w}_{k}, \sigma_{k}\right)$, defined by its "mean" $\mathbf{w}_{k}$, which have the same dimension as input data, and its covariance matrix, defined by $\sigma_{k}^{2} \mathbf{I}$ where $\sigma_{k}$ is the standard deviation and $\mathbf{I}$ is the identity matrix. The maximization of the function $Q_{3}\left(\phi, \theta^{\text {old }}\right)$ provides:

$$
\begin{gather*}
\mathbf{w}_{k}=\frac{\sum_{n=1}^{N} \gamma\left(z_{n k}\right) \mathbf{x}_{n}}{\sum_{n=1}^{N} \gamma\left(z_{n k}\right)}  \tag{8}\\
\sigma_{k}^{2}=\frac{\sum_{n=1}^{N} \gamma\left(z_{n k}\right)\left\|\mathbf{x}_{n}-\mathbf{w}_{k}\right\|^{2}}{d \sum_{n=1}^{N} \gamma\left(z_{n k}\right)} \tag{9}
\end{gather*}
$$

where $d$ is the dimension of the element $\mathbf{x}$.
The EM algorithm requires initial values for the parameters of the emission distribution. One way to set these is first to treat the data initially as i.i.d. and fit the emission density by maximum likelihood, and then use the resulting values to initialize the parameters for EM.

## C. The forward-backward algorithm: E-step

Next we seek an efficient procedure for evaluating the quantities $\gamma\left(\mathbf{z}_{n}^{*}\right), \gamma\left(\mathbf{z}_{n}\right)$ and $\xi\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right)$, corresponding to the E step of the EM algorithm. In the particular context of the hidden Markov model, this is known as the forward-backward
algorithm [21], or the Baum-Welch algorithm [22], [23]. In our case it can be renamed topological forward-backward algorithm, because we use the graph structure to organize the sequential data. Some formula are similar if we don't use the graph structure. We will use the notations $\alpha\left(z_{n k}^{*}\right)$ and $\alpha\left(z_{n k}\right)$ to denote the value of $\alpha\left(\mathbf{z}^{*}\right)$ and $\alpha(\mathbf{z})$ when $z_{n k}^{*}=1, z_{n k}=1$ with an analogous notations of $\beta$.

$$
\begin{aligned}
\gamma\left(\mathbf{z}_{n}^{*}\right) & =p\left(\mathbf{z}_{n}^{*} / \mathbf{X}\right)=\frac{p\left(\mathbf{X} \mid \mathbf{z}_{n}^{*}\right) p\left(\mathbf{z}_{n}^{*}\right)}{p(\mathbf{X})} \\
& =\frac{p\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}, \mathbf{z}_{n}^{*}\right) p\left(\mathbf{x}_{n+1}, \ldots, \mathbf{x}_{N} / \mathbf{z}_{n}^{*}\right)}{p(\mathbf{X})} \\
\gamma\left(\mathbf{z}_{n}^{*}\right) & =\frac{\alpha\left(\mathbf{z}_{n}^{*}\right) \beta\left(\mathbf{z}_{n}^{*}\right)}{p(\mathbf{X})}
\end{aligned}
$$

Using the similar decomposition we obtain

$$
\gamma\left(\mathbf{z}_{n}\right)=\frac{\alpha\left(\mathbf{z}_{n}\right) \beta\left(\mathbf{z}_{n}\right)}{p(\mathbf{X})}
$$

The values of $\alpha\left(\mathbf{z}_{n}^{*}\right)$ and $\alpha\left(\mathbf{z}_{n}\right)$ are calculated by forward recursion as follows:

$$
\begin{align*}
\alpha\left(\mathbf{z}_{n}^{*}\right) & =\left[\sum_{\mathbf{z}} p\left(\mathbf{x}_{n} / \mathbf{z}_{n}\right) p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right)\right] \\
& \times \sum_{\mathbf{z}_{n-1}^{*}} \alpha\left(\mathbf{z}_{n-1}^{*}\right) p\left(\mathbf{z}_{n}^{*} \mid \mathbf{z}_{n-1}^{*}\right) \tag{10}
\end{align*}
$$

and

$$
\begin{align*}
\alpha\left(\mathbf{z}_{n}\right)= & p\left(\mathbf{x}_{n} \mid \mathbf{z}_{n}\right) \sum_{\mathbf{z}_{n}^{*}} p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right)  \tag{11}\\
& {\left[\sum_{\mathbf{z}_{n-1}^{*}} \alpha\left(\mathbf{z}_{n-1}^{*}\right) p\left(\mathbf{z}_{n}^{*} \mid \mathbf{z}_{n-1}^{*}\right) \sum_{\mathbf{z}_{n-1}} p\left(\mathbf{z}_{n-1} \mid \mathbf{z}_{n-1}^{*}\right)\right] }
\end{align*}
$$

where $p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right)=p\left(z_{n c}=1 / z_{n c^{*}}^{*}=1\right)=\frac{K^{T}\left(\delta\left(c, c^{*}\right)\right)}{\sum_{r \in \mathcal{C}} K^{T}\left(\delta\left(r, c^{*}\right)\right)}$. To start this recursion, we need an initial condition that is given by

$$
\begin{aligned}
& \alpha\left(\mathbf{z}_{1}^{*}\right)=p\left(\mathbf{x}_{1}, \mathbf{z}_{1}^{*}\right)=p\left(\mathbf{z}_{1}^{*}\right)\left[\sum_{\mathbf{z}_{1}} p\left(\mathbf{x}_{1} / \mathbf{z}_{1}\right) p\left(\mathbf{z}_{1} / \mathbf{z}_{1}^{*}\right)\right] \\
& \alpha\left(\mathbf{z}_{1}\right)=p\left(\mathbf{x}_{1}, \mathbf{z}_{1}\right)=p\left(\mathbf{x}_{1} / \mathbf{z}_{1}\right)\left[\sum_{\mathbf{z}_{1}^{*}} p\left(\mathbf{z}_{1}^{*}\right) p\left(\mathbf{z}_{1} / \mathbf{z}_{1}^{*}\right)\right]
\end{aligned}
$$

The value of $\beta\left(\mathbf{z}_{n}^{*}\right)$, are calculated by backward recursion as follows:

$$
\begin{aligned}
\beta\left(\mathbf{z}_{n}^{*}\right)= & \sum_{\mathbf{z}_{n+1}^{*}} \beta\left(\mathbf{z}_{n+1}^{*}\right) p\left(\mathbf{x}_{n+1} / \mathbf{z}_{n+1}^{*}\right) p\left(\mathbf{z}_{n+1}^{*} / \mathbf{z}_{n}^{*}\right)(12) \\
\beta\left(\mathbf{z}_{n}\right)= & \frac{1}{p\left(\mathbf{z}_{n}\right)} \sum_{\mathbf{z}_{n}^{*}} p\left(\mathbf{z}_{n}^{*}\right) p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right) \sum_{\mathbf{z}_{n+1}} \sum_{\mathbf{z}_{n+1}^{*}} \\
& p\left(\mathbf{z}_{n+1} / \mathbf{z}_{n+1}^{*}\right) \beta\left(\mathbf{z}_{n+1}^{*}\right) p\left(\mathbf{x}_{n+1} / \mathbf{z}_{n+1}^{*}\right) p\left(\mathbf{z}_{n+1}^{*} / \mathbf{z}_{n}^{*}\right)
\end{aligned}
$$

where

$$
p\left(\mathbf{x}_{n+1} / \mathbf{z}_{n+1}^{*}\right)=\left[\sum_{\mathbf{z}} p\left(\mathbf{x}_{n+1} / \mathbf{z}_{n+1}\right) p\left(\mathbf{z}_{n+1} / \mathbf{z}_{n+1}^{*}\right)\right]
$$

$$
p\left(\mathbf{z}_{n}\right)=\sum_{\mathbf{z}_{n}^{*}} p\left(\mathbf{z}_{n}^{*}\right) p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right)
$$

and

$$
\begin{aligned}
p\left(\mathbf{z}_{n+1} / \mathbf{z}_{n+1}^{*}\right) & =p\left(z_{n+1, c}=1 / z_{n+1, c^{*}}^{*}=1\right) \\
& =\frac{K^{T}\left(\delta\left(c, c^{*}\right)\right)}{\sum_{r \in \mathcal{C}} K^{T}\left(\delta\left(r, c^{*}\right)\right)}
\end{aligned}
$$

Again we need a starting condition for the recursion, a value for $\beta\left(\mathbf{z}_{N}^{*}\right)=1$ and $\beta\left(\mathbf{z}_{N}\right)=1$. This can be obtained by setting $n=N$ in (expression 10).

Next we consider the evaluation of the quantities $\xi\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right)$ which correspond to the values of the conditional probabilities $p\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*} / \mathbf{X}\right)$ for each of the $K \times K$ settings for $\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right)$. Using the applying Bayes theorem, we obtain

$$
\begin{aligned}
\xi\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right) & =p\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*} / \mathbf{X}\right) \\
& =\frac{p\left(\mathbf{X} / \mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right) p\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right)}{p(\mathbf{X})} \\
\xi\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right) & =\frac{\alpha\left(\mathbf{z}_{n-1}^{*}\right)\left[\sum_{\mathbf{z}} p\left(\mathbf{x}_{n} / \mathbf{z}_{n}\right) p\left(\mathbf{z}_{n} / \mathbf{z}_{n}^{*}\right)\right]}{p(\mathbf{X})} \\
& \times \frac{p\left(\mathbf{z}_{n}^{*} / \mathbf{z}_{n-1}^{*}\right) \beta\left(\mathbf{z}_{n}^{*}\right)}{p(\mathbf{X})}
\end{aligned}
$$

If we sum both sides of $\alpha\left(\mathbf{z}^{*}\right)$ over $\mathbf{z}_{N}$, we obtain $p(\mathbf{X})=$ $\sum_{\mathbf{z}_{N}} \alpha\left(\mathbf{z}_{N}\right)$. Then we compute the forward $\alpha$ recursion and the backward $\beta$ recursion and use the results to evaluate $\gamma$ and $\xi\left(\mathbf{z}_{n-1}^{*}, \mathbf{z}_{n}^{*}\right)$. We use these results to compute a new parameter model $\theta$ using the M -step equations ( $6,7,8,9$ ). These both steps are repeated until some convergence criterion is satisfied.

## III. DISCUSSION ABOUT TOPOLOGICAL MARKOV MODEL ORGANIZATION

The $3 \mathrm{M}-\mathrm{SOM}$ model allows us to estimate the parameters maximizing the log-likelihood function for a fixed $T$. As in the topological clustering algorithm, we have to decrease the value of $T$ between two values $T_{\max }$ and $T_{\min }$, to control the size of the neighbourhood influencing a given state of HMM on the graph (grid) and at same time. For each $T$ value, we get a likelihood function $Q^{T}$, and therefore the expression varies with $T$. When decreasing $T$, the model of 3 M -SOM will be defined in the following way:

- The first step corresponds to high $T$ values. In this case, the influencing neighbourhood of each state $\mathbf{z}^{*}$ on the HMM graph (grid) is important and corresponds to higher values of $K^{T}(\delta(c, r))$. Formulas use a high number of state and hence high number of observations to estimate model parameters. This step provides the topological order of Markov model.
- The second step corresponds to small $T$ values. The number of observations in formulas is limited. Therefore, the adaptation is very local. The parameters are accurately computed from the local density of the data. In this case we can consider that we converge to traditional HMM (without using neighborhood). Recall that clustering based on mixture model for i.i.d. observations is a special case of the HMM [19, chap 9].


## IV. CONCLUSION

In this paper, we presented an original model that could be applied to more advanced/complex data set (not i.i.d observations, time series). We provides here the mathematical formulation of our model. We present one way to estimate the parameter using EM algorithm with Baum-Welch algorithm. Visualization techniques and refined graphic displays can be developed to illustrate the power of $3 \mathrm{M}-\mathrm{SOM}$ to to explore the not i.i.d data. As has been stressed, the $3 \mathrm{M}-\mathrm{SOM}$ unsupervised topographic learning algorithm is purely batch learning. An extension to an on-line mode version is quite straightforward. Finally, providing an equivalent to the 3 M SOM for applications requiring Bernoulli emission probability density functions should be interesting task.
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# Statistics on Graphs, Exponential Formula and Combinatorial Physics 

Gérard H. E. Duchamp, Laurent Poinsot, Silvia Goodenough and Karol A. Penson


#### Abstract

This paper concerns a famous combinatorial formula known as the "exponential formula" which occurs quite naturally in many physical contexts. Its meaning is the following: the exponential generating function of a whole structure is equal to the exponential of those of connected substructures. Keeping this descriptive statement as a guideline, we develop a general framework to handle many different situations in which the exponential formula can be applied.


Index Terms-Combinatorial physics, Exponential generating function, Partial semigroup, Experimental mathematics.

## I. Introduction

Applying the exponential paradigm one can feel sometimes incomfortable wondering whether "one has the right" to do so (as for example for coloured structures). The following paper is aimed at giving a rather large framework where this formula holds.
Exponential formula can be traced back to works by Touchard and Ridell \& Uhlenbeck [16], [13]. For an other exposition, see for example [2], [4], [7], [15].
We are interested to compute various examples of EGF for combinatorial objects having (a finite set of) nodes (i.e. their set-theoretical support) so we use as central concept the mapping $\sigma$ which associates to every structure, its set of (labels of its) nodes.
We need to draw what could be called "square-free decomposable objects" (SFD). This version is suited to our needs for the "exponential formula" and it is sufficiently general to contain, as a particular case, the case of multivariate series.

## II. Partial semigroups

Let us call partial semigroup a semigroup with a partially defined associative law (see for instance [3] for usual semigroups and [1], [11], [14] for more details on structures with a partially defined binary operation). More precisely, a partial semigroup is a pair $(S, *)$ where $S$ is a set and $*$ is a (partially defined) function $S \times S \rightarrow S$ such that the two (again partially defined) functions $S \times S \times S \rightarrow S$

$$
\begin{equation*}
(x, y, z) \mapsto(x * y) * z \text { and }(x, y, z) \mapsto x *(y * z) \tag{1}
\end{equation*}
$$
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coincide (same domain and values). Using this requirement one can see that the values of the (partially defined) functions $S^{n} \rightarrow S$

$$
\begin{equation*}
\left(x_{1}, \cdots, x_{n}\right) \mapsto E_{T}\left(x_{1}, \cdots, x_{n}\right) \tag{2}
\end{equation*}
$$

obtained by evaluating the expression formed by labelling by $x_{i}$ (from left to right) the $i$ th leaf of a binary tree $T$ with $n$ nodes and by $*$ its internal nodes, is independant of $T$. We will denote $x_{1} * \cdots * x_{n}$ their common value. In this paper we restrict our attention to commutative semigroups. By this we mean that the value $x_{1} * \cdots * x_{n}$ does not depend on the relative order of the $x_{i}$. A nonempty partial semigroup $(S, *)$ has a (two-sided and total) unit $\epsilon \in S$ if, and only if, for every $\omega \in S, \omega * \epsilon=\omega=\epsilon * \omega$. Using associativity of $*$, it can be easily checked that if $S$ has a unit, then it is unique.

Example 2.1: Let $F$ be a set of sets (resp. which contains $\emptyset$ as an element) and which is closed under the disjoint sum $\sqcup$, i.e., if $A, B \in F$ such that $A \cap B=\emptyset$, then $A \cup B(=$ $A \sqcup B) \in F$. Then $(F, \sqcup)$ is a partial semigroup (resp. partial semigroup with unit).

## III. SQUARE-FREE DECOMPOSABLE PARTIAL SEMIGROUPS

Let $2^{\left(\mathbb{N}^{+}\right)}$be the set of all finite subsets of the positive integers $\mathbb{N}^{+}$and $(S, \oplus)$ be a partial semigroup with unit equipped with a mapping $\sigma: S \rightarrow 2^{\left(\mathbb{N}^{+}\right)}$, called the (settheoretic) support mapping. Let $D$ be the domain of the $\oplus$. The triple $(S, \oplus, \sigma)$ is called square-free decomposable (SFD) if, and only if, it fulfills the two following conditions.

- Direct sum (DS):

1) $\sigma(\omega)=\emptyset$ iff $\omega=\epsilon$;
2) $D=\left\{\left(\omega_{1}, \omega_{2}\right) \in S^{2}: \sigma\left(\omega_{1}\right) \cap \sigma\left(\omega_{2}\right)=\emptyset\right\}$;
3) For all $\omega_{1}, \omega_{2} \in S$, if $\left(\omega_{1}, \omega_{2}\right) \in D$ then $\sigma\left(\omega_{1} \oplus\right.$ $\left.\omega_{2}\right)=\sigma\left(\omega_{1}\right) \cup \sigma\left(\omega_{2}\right)$.

- Levi's property (LP): For every $\omega_{1}, \omega_{2}, \omega^{1}, \omega^{2} \in S$ such that $\left(\omega_{1}, \omega_{2}\right),\left(\omega^{1}, \omega^{2}\right) \in D$ and $\omega_{1} \oplus \omega_{2}=\omega^{1} \oplus \omega^{2}$, there are $\omega_{i}^{j} \in S$ for $i=1,2, j=1,2$ such that $\left(\omega_{i}^{1}, \omega_{i}^{2}\right),\left(\omega_{1}^{j}, \omega_{2}^{j}\right) \in D, \omega_{i}=\omega_{i}^{1} \oplus \omega_{i}^{2}$ and $\omega^{j}=\omega_{1}^{j} \oplus \omega_{2}^{j}$ for $i=1,2$ and $j=1,2$.
Note 3.1: The second and third conditions of (DS) imply that $\sigma\left(\omega_{1} \oplus \omega_{2}\right)=\sigma\left(\omega_{1}\right) \sqcup \sigma\left(\omega_{2}\right)$ whenever $\left(\omega_{1}, \omega_{2}\right) \in D$ (which means that $\sigma\left(\omega_{1}\right) \cap \sigma\left(\omega_{2}\right)=\emptyset$ ), where $\sqcup$ denotes the disjoint sum

Example 3.2: As example of this setting we have:

1) The positive square-free integers, $\sigma(n)$ being the set of primes which divide $n$, the atoms being the prime numbers.
2) All the positive integeres ( $S=\mathbb{N}^{+}$), under the usual integer multiplication, $\sigma(n)$ being the set of primes which divides $n$.
3) Graphs, hypergraphs, (finitely) coloured, weighted graphs, with nodes in $\mathbb{N}^{+}, \sigma(G)$ being the set of nodes and $\oplus$ the juxtaposition (direct sum) when the set of nodes are mutually disjoint.
4) The set of endofunctions $f: F \rightarrow F$ where $F$ is a finite subset of $\mathbb{N}^{+}$.
5) The (multivariate) polynomials in $\mathbb{N}[X], X=\left\{x_{i}: i \in\right.$ $I\}$, with $I \subseteq \mathbb{N}^{+}$, being a nonempty set of (commuting or not) variables, with $\sigma(P)=\operatorname{Alph}(P)$ the set of indices of variables that occur in a polynomial $P$, and $\oplus=+$.
6) For a given finite or denumerable field, the set of irreducible monic polynomials is denumerable. Arrange them in a sequence $\left(P_{n}\right)_{n \in \mathbb{N}^{+}}$, then the square-free monic (for a given order on the variables) polynomials is SFD, $\sigma(P):=\left\{n \in \mathbb{N}^{+}: P_{n}\right.$ divides $\left.P\right\}$ and $\oplus$ being the multiplication.
7) Rational complex algebraic curves; $\sigma(V)$ being the set of monic irreducible bivariate polynomials vanishing on $V$.
In what follows we write $\oplus_{i=1}^{n} \omega_{i}$ instead of $\omega_{1} \oplus \cdots \oplus \omega_{n}$ (if $n=0$, then $\oplus_{i=1}^{n} \omega_{i}=\epsilon$ ) and we suppose that $(S, \oplus, \sigma)$ is SFD for the two following easy lemmas.
Lemma 3.3: Let $\omega_{1}, \ldots, \omega_{n} \in S$ such that $\oplus_{i=1}^{n} \omega_{i}$ is defined. Then for every $i, j \in\{1, \ldots, n\}$ such that $i \neq j$, it holds that $\sigma\left(\omega_{i}\right) \cap \sigma\left(\omega_{j}\right)=\emptyset$. In particular, if none $\omega_{k}$ is equal to $\epsilon$, then $\omega_{i} \neq \omega_{j}$ for every $i, j \in\{1, \ldots, n\}$ such that $i \neq j$. Moreover $\sigma\left(\oplus_{i=1}^{n} \omega_{i}\right)=\bigsqcup_{i=1}^{n} \sigma\left(\omega_{i}\right)$.

Lemma 3.4: Let $\left(\omega_{i}\right)_{i=1}^{n}$ be a finite family of elements of $S$ with pairwise disjoint supports. Suppose that for $i=1, \cdots, n$, $\omega_{i}=\oplus_{k=1}^{n_{i}} \omega_{i}^{k}$, where $\left(\omega_{i}^{k}\right)_{k=1}^{n_{i}}$ is a finite family of elements of $S$. Then $\oplus_{i=1}^{n} \omega_{i}=\oplus_{i=1}^{n}\left(\oplus_{k=1}^{n_{i}} \omega_{i}^{k}\right)$.
These lemmas are useful to define the sum of two or more elements of $S$ using respective sum decompositions.

Now, an atom in a partial semigroup with unit $S$ is any object $\omega \neq \epsilon$ which cannot be split, formally

$$
\begin{equation*}
\omega=\omega_{1} \oplus \omega_{2} \Longrightarrow \epsilon \in\left\{\omega_{1}, \omega_{2}\right\} \tag{3}
\end{equation*}
$$

The set of all atoms is denoted by atoms $(S)$. Whenever the square-free decomposable semigroup $S$ is not trivial, i.e., reduced to $\{\epsilon\}$, atoms $(S)$ is not empty.
Example 3.5: The atoms obtained from examples 3.2:

1) The atoms of 3.2.2 are the primes.
2) The atoms of 3.2.3 are connected graphs.
3) The atoms of 3.2.4 are the endofunctions for which the domain is a singleton.
4) The atoms of 3.2 .5 are the monomials.

The prescriptions (DS,LP) imply that decomposition of objects into atoms always exists and is unique.
Proposition 3.6: Let $(S, \oplus, \sigma)$ be SFD. For each $\omega \in S$ there is one and only one finite set of atoms $A=\left\{\omega_{1}, \cdots, \omega_{n}\right\}$ such that $\omega=\oplus_{i=1}^{n} \omega_{i}$. One has $A=\emptyset$ iff $\omega=\epsilon$.

## IV. Exponential formula

In this section we consider $(S, \oplus, \sigma)$ as a square-free decomposable partial semigroup with unit.

In the set $S$, objects are conceived to be "measured" by different parameters (data in statistical language). So, to get a general purpose tool, we suppose that the statistics takes its values in a (unitary) ring $R$ of characteristic zero that is to say which contains $\mathbb{Q}$ (as, to write exponential generating series it is convenient to have no trouble with the fractions $\frac{1}{n!}$ ). Let then $c: S \rightarrow R$ be the given statistics. For $F$ a finite set and each $X \subseteq S$, we define

$$
\begin{equation*}
X_{F}:=\{\omega \in X: \sigma(\omega)=F\} . \tag{4}
\end{equation*}
$$

In order to write generating series, we need

1) that the sums $c\left(X_{F}\right):=\sum_{\omega \in X_{F}} c(\omega)$ exist for every finite set $F$ of $\mathbb{N}^{+}$and every $X \subseteq S$;
2) that $F \rightarrow c\left(X_{F}\right)$ would depend only of the cardinality of the finite set $F$ of $\mathbb{N}^{+}$, for each fixed $X \subseteq S$;
3) that $c\left(\omega_{1} \oplus \omega_{2}\right)=c\left(\omega_{1}\right) \cdot c\left(\omega_{2}\right)$.

We formalize it in
(LF) Local finiteness. - For each finite set $F$ of $\mathbb{N}^{+}$, the subset $S_{F}$ of $S$ is a finite set.
(Eq) Equivariance. -
$\operatorname{card}\left(F_{1}\right)=\operatorname{card}\left(F_{2}\right) \Longrightarrow c\left(\operatorname{atoms}(S)_{F_{1}}\right)=c\left(\operatorname{atoms}(S)_{F_{2}}\right)$.
(Mu) Multiplicativity. -

$$
\begin{equation*}
c\left(\omega_{1} \oplus \omega_{2}\right)=c\left(\omega_{1}\right) \cdot c\left(\omega_{2}\right) . \tag{6}
\end{equation*}
$$

Note 4.1: a) In fact, (LF) is a property of the set $S$, while $(\mathrm{Eq})$ is a property of the statistics. In practice, we choose $S$ which is locally finite and choose equivariant statistics for instance

$$
c(\omega)=x^{(\text {number of cycles })} y^{(\text {number of fixed points })}
$$

for some variables $x, y$.
b) More generally, it is typical to take integer-valued partial (additive) statistics $c_{1}, \cdots c_{i}, \cdots, c_{r}$ (for every $\omega \in S$, $\left.c_{i}(\omega) \in \mathbb{N}\right)$ and set $c(\omega)=x_{1}^{c_{1}(\omega)} x_{2}^{c_{2}(\omega)} \cdots x_{r}^{c_{r}(\omega)}$.
c) The set of example 3.2.2 is not locally finite, but other examples satisfy (LF): for instance 3.2.3 if one asks that the number of arrows and weight is finite, 3.2.1.

A multiplicative statistics is called proper if $c(\epsilon) \neq 0$. It is called improper if $c(\epsilon)=0$. In this case, for every $\omega \in S$, $c(\omega)=0$. Indeed $c(\omega)=c(\omega \oplus \epsilon)=c(\omega) c(\epsilon)=0$.

If $R$ is a integral domain and if $c$ is proper, then $c(\epsilon)=1$ because $c(\epsilon)=c(\epsilon \oplus \epsilon)=c(\epsilon)^{2}$, therefore $1=c(\epsilon)$. Note that for each $X \subseteq S$, $c\left(X_{\emptyset}\right)=\sum_{\omega \in X_{\emptyset}} c(\omega)=\left\{\begin{array}{lll}c(\epsilon) & \text { if } & \epsilon \in X \\ 0 & \text { if } & \epsilon \notin X\end{array}\right.$. For every finite subset $X$ of $S$, we also define $c(X):=\sum_{\omega \in X} c(\omega)$, then
we have in particular $c(\emptyset)=0$ (different from $c\left(S_{\emptyset}\right)=c(\{\epsilon\})$ if $c$ is proper). The requirement (LF) implies that for every $X \subseteq S$ and every finite set $F$ of $\mathbb{N}^{+}, c\left(X_{F}\right)$ is defined as a sum of a finite number of terms because $X_{F} \subseteq S_{F}$, and therefore $X_{F}$ is finite.

Now, we are in position to state the exponential formula as it will be used throughout the paper. Let us recall the usual exponential formula for formal power series in $R[[z]]$ (see [10], [15] for more details on formal power series). Let $f(z)=$ $\sum_{n \geq 1} f_{n} z^{n}$. Then we have

$$
\begin{equation*}
e^{f}=\sum_{n \geq 0} a_{n} \frac{z^{n}}{n!} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n}=\sum_{\pi \in \Pi_{n}} \prod_{p \in \pi} f_{\operatorname{card}(p)} \tag{8}
\end{equation*}
$$

with $\Pi_{n}$ being the set of all partitions of $[1 . . n]$ (in particular for $n=0, a_{0}=1$ ) and $e^{z}=\sum_{n \geq 0} \frac{z^{n}}{n!} \in R[[z]]$.
In what follows $[1 . . n]$ denotes the interval $\left\{j \in \mathbb{N}^{+}: 1 \leq j \leq\right.$ $n\}$, reduced to $\emptyset$ when $n=0$. Let $(S, \oplus, \sigma)$ be locally finite SFD and $c$ be a multiplicative equivariant statistics. For every subset $X$ of $S$ one sets the following exponential generating series

$$
\begin{equation*}
\operatorname{EGF}(X ; z)=\sum_{n=0}^{\infty} c\left(X_{[1 . . n]}\right) \frac{z^{n}}{n!} \tag{9}
\end{equation*}
$$

Theorem 4.2 (exponential formula): Let $S$ be a locally finite SFD and $c$ be a multiplicative equivariant statistics. We have

$$
\begin{equation*}
\mathbf{E G F}(S ; z)=c(\epsilon)-1+e^{\mathbf{E G F}(\operatorname{atoms}(S) ; z)} \tag{10}
\end{equation*}
$$

In particular if $c(\epsilon)=1$ (for instance if $c$ is proper and $R$ is an integral domain),

$$
\begin{equation*}
\mathbf{E G F}(S ; z)=e^{\mathbf{E G F}(\operatorname{atoms}(S) ; z)} \tag{11}
\end{equation*}
$$

Proof - Let $n=0$. Then the unique element of $S_{\emptyset}$ is $\epsilon$. Therefore $c\left(S_{\emptyset}\right)=c(\epsilon)$. Now suppose that $n>0$ and let $\omega \in$ $S_{[1 . . n]}$. According to proposition 3.6, there is a unique finite set $\left\{\alpha_{1}, \ldots, \alpha_{k}\right\} \subseteq$ atoms $(S)$ such that $\omega=\oplus_{i=1}^{k} \alpha_{i}$. By lemma 3.3, $\left\{\sigma\left(\alpha_{i}\right): 1 \leq i \leq k\right\}$ is a partition of [1..n] into $k$ blocks. Therefore $\omega \in \operatorname{atoms}(S)_{P_{1}} \oplus \cdots \oplus$ atoms $(S)_{P_{k}}$ where $P_{i}=\sigma\left(\alpha_{i}\right)$ for $i=1, \ldots, k$. We can remark that $\alpha_{1} \oplus \cdots \oplus \alpha_{k}$ is well-defined for each $\left(\alpha_{1}, \ldots, \alpha_{k}\right) \in \operatorname{atoms}(S)_{P_{1}} \times \cdots \times$ atoms $(S)_{P_{k}}$ since the supports are disjoint. Now, one has, thanks to the partitions of [1..n]

$$
\begin{array}{r}
S_{[1 . . n]}=\bigsqcup_{\pi \in \Pi_{n}} \bigoplus_{p \in \pi} \operatorname{atoms}(S)_{p} \\
c\left(S_{[1 . . n]}\right)=\sum_{\pi \in \Pi_{n}} \prod_{p \in \pi} c\left(\operatorname{atoms}(S)_{p}\right) \tag{13}
\end{array}
$$

as, for disjoint (finite) sets $F$ and $G$ of $\mathbb{N}^{+}$, it is easy to check that $c\left(X_{F} \oplus X_{G}\right)=c\left(X_{F}\right) c\left(X_{G}\right)$ for every $X \subseteq S$ and because the disjoint union as only a finite number of
factors. Therefore due to equivariance of $c$ on sets of the form atoms $(S)_{F}$, one has

$$
\begin{equation*}
c\left(S_{[1 . . n]}\right)=\sum_{\pi \in \Pi_{n}} \prod_{p \in \pi} c\left(\operatorname{atoms}(S)_{[1 . . \operatorname{card}(p)]}\right) . \tag{14}
\end{equation*}
$$

But $c\left(\operatorname{atoms}(S)_{[1 . . \operatorname{card}(p)]}\right)$ is the $\operatorname{card}(p)$ th coefficient of the series EGF (atoms $(S) ; z)$. Therefore due to the usual exponential formula, $\mathbf{E G F}(S ; z)=c(\epsilon)-1+e^{\mathbf{E G F}(\operatorname{atoms}(S) ; z)}$. Now if $c(\epsilon)=1$, then we obtain $\operatorname{EGF}(S ; z)=$ $e^{\mathbf{E G F}(\operatorname{atoms}(S) ; z)}$.

## V. Two Examples

The examples provided here pertain to the class of labelled graphs where the "classic" exponential formula applies, namely Burnside's Classes ${ }^{1}$ Burn $_{a, b}$, defined, for $0 \leq a<b$ two integers, as the class of graphs of numeric endofunctions $f$ such that

$$
\begin{equation*}
f^{a}=f^{b} \tag{15}
\end{equation*}
$$

where $f^{n}$ denotes the $n$th power with respect to functional composition. Despite of its simplicity, there are still (enumerative combinatorial) open problems for this class and only $B_{1, \ell+1}$ gives rise to an elegant formula [5], [15] (see also [8], for the idempotent case: $\ell=1$ and compare to exact but non-easily tractable formulas in [2] for the general case in the symmetric semigroup, and in [9] for their generalization to the wreath product of the symmetric semigroup and a finite group).

The second example: the class of finite partitions which can be (and should here) identified as graphs of equivalence relations on finite subsets $F \subseteq \mathbb{N}^{+}$. Call this class "Stirling class" as the number of such graphs with support [1..n] and $k$ connected components is exactly the Stirling number of the second kind $S_{2}(n, k)$ and, using the statistics $x^{(\text {number of points })} y^{(n u m b e r ~ o f ~ c o n n e c t e d ~ c o m p o n e n t s) ~}$, one obtains

$$
\begin{equation*}
\sum_{n, k \geq 0} S_{2}(n, k) \frac{x^{n}}{n!} y^{k}=e^{y\left(e^{x}-1\right)} \tag{16}
\end{equation*}
$$

Examples of this kind bring us to the conclusion that bivariate stastistics like $\operatorname{Burn}_{a, b}(n, k), S_{2}(n, k)$ or $S_{1}(n, k)$ (Stirling numbers of the second and first kind) are better understood through the notion of one-parameter group, conversely such groups naturally arinsing in Combinatorial Physics lead to such statistics and new ones some of which can be interpreted combinatorially.

## VI. Generalized Stirling numbers in Combinatorial Physics

Many tools of Quantum Mechanics bail down to the consideration of creation and annihilation operators which will be
${ }^{1}$ The name is related to the notion of free Burnside semigroups, namely the quotient of the free semigroup $A^{+}$, where $A$ is a finite alphabet, by the the smallest congruence that contains the relators $\omega^{n+m}=\omega^{n}, \omega \in A^{+}$. For more details see [12].
here denoted respectively $a^{\dagger}$ and $a$. These two symbols do not commute and are subject to the unique relation

$$
\begin{equation*}
\left[a, a^{\dagger}\right]=1 \tag{17}
\end{equation*}
$$

The complex algebra generated by these two symbols and this unique relation, the Heisenberg-Weyl algebra, will be here denoted by $H W_{\mathbb{C}}$. The consideration of evolution (oneparameter) groups $e^{\lambda \Omega}$ where $\Omega=\sum_{\omega \in H W_{C}} \alpha(\omega) \omega$ is an element of $H W_{\mathbb{C}}$, with all - but a finite number of them the complex numbers $\alpha(\omega)$ equal to 0 , and $\omega$ a word on the alphabet $\left\{a, a^{\dagger}\right\}$ leads to the necessity of solving the Normal Ordering Problem, i.e., the reduction of the powers of $\Omega$ to the form

$$
\begin{equation*}
\Omega^{n}=\sum \beta_{i, j}\left(a^{\dagger}\right)^{i} a^{j} \tag{18}
\end{equation*}
$$

In the sequel, $\operatorname{Normal}\left(\Omega^{n}\right)$ denotes such a sum. This problem can be performed with three indices in general and two in the case of homogeneous operators that is operators for which the "excess" $e=i-j$ is constant along the monomials $\left(a^{\dagger}\right)^{i} a^{j}$ of the support (for which $\beta_{i, j} \neq 0$ ). Thus, for

$$
\begin{equation*}
\Omega=\sum_{i-j=e} \beta_{i, j}\left(a^{\dagger}\right)^{i} a^{j} \tag{19}
\end{equation*}
$$

one has, for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\operatorname{Normal}\left(\Omega^{n}\right)=\left(a^{\dagger}\right)^{n e} \sum_{k=0}^{\infty} S_{\Omega}(n, k)\left(a^{\dagger}\right)^{k} a^{k} \tag{20}
\end{equation*}
$$

when $e \geq 0$, and

$$
\begin{equation*}
\operatorname{Normal}\left(\Omega^{n}\right)=\left(\sum_{k=0}^{\infty} S_{\Omega}(n, k)\left(a^{\dagger}\right)^{k} a^{k}\right) a^{n|e|} \tag{21}
\end{equation*}
$$

otherwise. It turns out that, when there is only one annihilation, one gets a formula of the type ( $x, y$ are formal commutative variables)

$$
\begin{equation*}
\sum_{n, k \geq 0} S_{\Omega}(n, k) \frac{x^{n}}{n!} y^{k}=g(x) e^{y \sum_{n \geq 1} S_{\Omega}(n, 1) \frac{x^{n}}{n!}} \tag{22}
\end{equation*}
$$

which is a generalization of formula (16). A complete study of such a procedure and the details to perform the solution of the normal ordering problem may be found in [6].

## VII. CONClUSION

In this paper, we have broadened the domain of application of the exponential formula, a tool originated from statistical physics. This broadening reveals us together with the essence of "why this formula works" a possibility of extension to denominators other than the factorial and also a link with oneparameter groups whose infinitesimal generators are (formal) vector fields on the line. The general combinatorial theory of the correspondence (vector fields $\leftrightarrow$ bivariate ststistics) is still to be done despite the fact that we have already a wealth of results in this direction.
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# Exponential random graphs as models of overlay networks <br> Moez Draief 

In this talk, we describe a Metropolis-Hastings type algorithm to construct optimised overlay networks in the context of Peer-to-Peer systems to provide load balancing and minimise communication costs. We show that the graphs obtained are distributed according to a Gibbs like distribution $?(G)=\frac{1}{Z} e^{-\beta s u m_{i} d_{i}^{2}}$ on a subset of of the set of connected graphs with $n$ nodes, $d_{i}$ being the degree of node i. Using analogies with the configuration model for graph generation we derive a number of asymptotic results for the properties of such graphs. More precisely we show that the degrees are concentrated around their mean value, derive asymptotic results on the number of edges crossing a graph cut and use these results (i) to compute the graph expansion and conductance, and (ii) to analyse the graph resilience to random failures.

## Coding rhombus tilings by multidimensional words: a first attempt <br> Damien Jamet

Since the discovery of quasicrystals, rhombus tilings have provided well adapted models for quasicrystalline alloys. In the present work, we focus on a particular class of rhombus tilings, namely the ones one can code with a 2D-sequence over the three-letter alphabet $1,2,3$. Among these tilings, we deeply investigate the ones coding radomized rhombus tilings and the ones coding the trajectories of an element of the torus $\mathrm{R} / \mathrm{Z}$ under the action of two irrational rotations. Firstly, we study the recognition problem of 2 D -sequences coding a rhombus tiling: given a 2 D -sequence, does it represent a rhombus tiling? We then show that the set of such sequences is of finite type, that is, a sequence coding a rhombus tiling is entirely characterized by a finite set of its configurations. In the second part of this talk, we investigate the combinatoric properties of such tilings such as, for instance, the enumeration of local configurations. We will end this talk by stating several perspectives and challenges of these researchs, in computer science as well as in mathematics.

# Synchronization of countable cellular systems, localization of quasi-periodic solutions of autonomous differential systems 

Laurent Gaubert


#### Abstract

We address the question of frequencies locking in coupled differential systems, related to the existence of quasiperiodic solutions of differential systems. Our tool is what we call "cellular systems", quite general as it deals with countable number of coupled systems in some general Banach spaces. Moreover, the inner dynamics of each subsystem does not have to be specified. We reach some general results about how the frequencies locking phenomenon is related to the structure of the coupling map, and therefore about the localization of quasiperiodic solutions of some differential systems that may be seen as cellular systems. This paper gives some explanations about how and why synchronized behaviors naturally occur it a wide variety of complex systems.


Index Terms-coupled differential systems, synchronization, frequencies locking.

## I. Introduction

SYNCHRONIZATION is an extremely important and interesting emergent property of complex systems. The first example found in literature goes back to the 17 th century with Christiaan Huygens' work [11], [2]. This kind of emergent behavior can be found in artificial systems as well as in natural ones and at many scales (from cell to whole ecological systems). Biology abounds with periodic and synchronized phenomena and the work of Ilya Prigogine shows that such behaviors arise within specific conditions: a dissipative structure generally associated to a nonlinear dynamics [20]. Biological systems are open, they evolve far from thermodynamic equilibrium and are subject to numerous regulating processes, leading to highly nonlinear dynamics. Therefore periodic behaviors appear (with or without synchronization) at any scale [21]. More generally, life itself is governed by circadian rhythms [9]. Those phenomena are as much attractive as they are often spectacular: from cicada populations that appear spontaneously every ten or thirteen years [10] or networks of heart cells that beat together [17] to huge swarms in which fireflies, gathered in a same tree, flash simultaneously [3]. This synchronization phenomenon occupies a privileged position among emergent collective phenomena because of its various applications in neuroscience, ecology, earth Science, for instance [27], [25], [16], as well as in the field of coupled dynamical systems, especially through the notion of chaotic systems' synchronization [18], [7] and the study of coupledoscillators [13]. This wide source of examples leads the field
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of research to be highly interdisciplinary, from pure theory to concrete applications and experimentations.

The classical concept of synchronization is related to the locking of the basic frequencies and instantaneous phases of regular oscillations. One of the most successful attempts to explore this emergent property is due to Kuramoto [14], [15]. As in Kuramoto's work, those questions are usually addressed by studying specific kinds of coupled systems (see for instance [5], [22], [8]). Using all the classical methods available in the field of dynamical systems, researchers study specific trajectories of those systems in order to get information on possible attracting synchronized state [28], [13], [22], [19], [8], [12].

The starting point of this work was the following question : "Why synchronization is such a widely present phenomena ?" In order to give some mathematical answer to this question, the first step is to build a model of coupled systems that is biologically inspired. This is what is done in the second section, after having described some basic material, we define what we call cellular systems and cellular coupler. If one would summarize the specificities of cellular system, one could say that each cell (subsystem) of a cellular system receives information from the whole population (the coupled system) according to some constraints:

- a cell has access to linear transformations of all the others cell's states
- the way this information is gathered depends (not linearly) on the cell's state itself
In other words, a cell interprets its own environment via the states of the whole population and according to its own state.

It's a bit surprising that despite this model arising very naturally, it gives a good framework to address the main question. Indeed, in the third section we expose a localization result concerning periodic trajectories of cellular systems, according to some sub-periods dependencies. It exhibits some links between the coupler's properties and the structure of periodic trajectories.
The fourth section gives some example of general results that may be proved using the localization lemma. Moreover, it goes out of the scope of coupled systems as synchronization is strongly related to the more abstract field of dynamical systems. If one thinks about presence of regular attractors (in opposition with strange attractors) in a differential system, one may for example classify those as:

- point attractor
- limit cycle
- limit torus

Those attractors can be related to coupled systems in an obvious way: roughly speaking, a point attractor may be seen as a solution of coupled systems for which each of the subsystems has a constant behavior. Similarly, a limit cycle may be thought as the situation where every subsystem oscillate, all frequencies among the whole system being locked. A limit torus is a similar situation which differs from the previous one by the fact that the frequencies are not locked (non commensurable periods of a quasi-periodic solution of the whole coupled system). Hence, the three previous cases may be translated into the coupled dynamical systems context:

- point attractor $\leftrightarrow$ constant trajectories
- limit cycle $\leftrightarrow$ periodic trajectories, locked frequencies
- limit torus $\leftrightarrow$ periodic trajectories, unlocked frequencies

Therefore, we deduce some results about the localization of solutions of the third type, quasi-periodic solutions, using the point of view of coupled dynamical systems. The results of this third section may help to understand why the second case is the most observed in natural systems, which may be seen as coupled dynamical systems, at many levels. Indeed, the section ends with a sketch of how the cellular systems point of view may be applied to a wide class of differential systems in order to systematically address those questions with algebraic tools.

## II. BASIC mATERIAL AND NOTATIONS

As our model is inspired by cellular tissues, some terms clearly come from the vocabulary used to describe those kinds of complex systems.

## A. Model of population behavior

Here are the basic compounds and notations of our model:
A population $\mathcal{I}$ is a countable set, so we may consider it as a subset $\mathcal{I} \subset \mathbb{N}$. Moreover, as it's only the cardinality of $\mathcal{I}$ that's important, $\mathcal{I}$ may be chosen as an interval of integer. Elements of $\mathcal{I}$ are called cells.

We suppose that the systems we want to study are valued in some Banach spaces. Thus, for any $i \in \mathcal{I},\left(E_{i},\|\cdot\|_{i}\right)$ is a Banach space, and the state space of $\mathcal{I}$ is the vector space $\mathcal{S}=\prod_{i \in I} E_{i}$.

We will sometimes identify $E_{i}$ with

$$
\prod_{j<i}\{0\} \times E_{i} \times \prod_{j>i}\{0\} \subset \mathcal{S}
$$

and then consider it as a subspace of $\mathcal{S}$.
We denote $\mathcal{S}_{b}$ the space of uniformly bounded states:

$$
\mathcal{S}_{b}=\left\{x \in \mathcal{S}, \sup _{i \in \mathcal{I}}\left\|x_{i}\right\|_{i}<\infty\right\}
$$

This subspace will sometimes be useful as, embodied with the norm $\|x\|_{\infty}=\sup _{i \in \mathcal{I}}\left\|x_{i}\right\|_{i}$, it's a Banach space, allowing
the classic PicardLindelöf theorem to be valid.

Given an interval $\Omega \subset \mathbb{R}$, a trajectory $x$ of $\mathcal{I}$ is an element of $\mathcal{C}^{\infty}(\Omega, \mathcal{S})$. Such $x$ is then described by a family of $\mathcal{C}^{\infty}$ applications $\left(x_{i}\right)_{i \in \mathcal{I}}$ such that $\forall i \in \mathcal{I}$ :

$$
\begin{array}{rlll}
x_{i}: \quad \Omega & \longrightarrow & E_{i} \\
t & \longmapsto & x_{i}(t)
\end{array}
$$

The space of trajectories on $I$ is denoted $\mathcal{T}$.
A period on $\mathcal{I}$ is a map $\tau: \mathcal{I} \rightarrow \mathbb{R}_{+}^{*}$. A trajectory $x \in \mathcal{T}$ is said to be $\tau$-periodic if for any $i \in \mathcal{I}, x_{i}$ is $\tau(i)$-periodic and non constant. $\tau(i)$ is then said to be a period of the cell $i$. The space of such trajectories is written $\mathcal{T}_{\tau}$.

Each cell $i$ is supposed to behave according to an autonomous differential system given by a vector field $F_{i}: E_{i} \rightarrow$ $E_{i}$. Thus, given a family of functions $\left\{F_{i}\right\}_{i \in \mathcal{I}}$ we define the vector field $F_{\mathcal{I}}$ on $\mathcal{S}$ :

$$
\begin{aligned}
F_{\mathcal{I}}: & \mathcal{S} \\
x & \longmapsto \mathcal{S} \\
& \longmapsto F_{\mathcal{I}}(x)
\end{aligned}
$$

with, for any $i \in \mathcal{I}$ :

$$
\left[F_{\mathcal{I}}(x)\right]_{i}=F_{i}\left(x_{i}\right)
$$

Remark. The definition of periodic trajectory handle both classical concepts of periodic and quasi-periodic solutions of a differential system. From the point of view of coupled systems, it describes the situation in which each subsystem of the whole system oscillates. We stress the point that a period of a periodic trajectory needs not to be a minimal period $(\tau(i)$ isn't necessarily a generator of the group of periods of $x_{i}$ ). Nevertheless, our definition of $\mathcal{T}_{\tau}$ avoid any trajectory which contains some constant component (none of the $x_{i}$ can be a constant map) as they may be seen as degenerate (localized into an "hyperplane" of $\mathcal{S}$ ).

We recall that a (finite) subset $\left\{\tau_{1}, \ldots, \tau_{k}\right\}$ of $\mathbb{R}$ is said to be rationally dependent if there exists some integers $l_{1}, \ldots, l_{k}$ non all zero and such that:

$$
l_{1} \tau_{1}+\ldots+l_{k} \tau_{k}=0
$$

Then there exists a unique lowest common multiple (lcm) $\tau_{0}$ for which there exits $n_{1}, \ldots, n_{k}$ such that:

$$
n_{1} \tau_{1}=\ldots=n_{k} \tau_{k}=\tau_{0}
$$

An infinite set of real numbers is said to be rationally dependent if any finite subset is rationally dependent.

Now, any period $\tau$ on $\mathcal{I}$ (or, equivalently, any periodic trajectory) defines a equivalence relation on $\mathcal{I}$ as:

$$
i \sim j \Leftrightarrow\{\tau(i), \tau(j)\} \text { is a dependent set }
$$

Hence we may consider the (countable) partition $\mathcal{I}(\tau)$ of $\mathcal{I}$ into equivalence classes ( $K$ countable):

$$
\mathcal{I}(\tau)=\left\{\mathcal{I}_{k}\right\}_{k \in K}
$$

## B. Cellular coupler and cellular systems

In this section we build what we call cellular systems by way of cellular coupler. Most of the works always deal with a specific way of coupling dynamical systems: one adds a quantity (that models interactions between subsystems) to the derivative of the systems. This leads to equations with the following typical shape (here, there are only two coupled systems):

$$
\begin{aligned}
x_{1}^{\prime}(t) & =F\left(x_{1}(t)\right)+G_{1}\left(x_{1}(t), x_{2}(t)\right) \\
x_{2}^{\prime}(t) & =F\left(x_{2}(t)\right)+G_{2}\left(x_{1}(t), x_{2}(t)\right)
\end{aligned}
$$

The functions $G_{1}$ and $G_{2}$ are the coupling functions. The problem is then restated in terms of phase-shift variables and efforts are made to detect stable states and to prove their stability.

Our approach to coupling is different. We study exclusively a way of coupling where the exchanges are made on the current state of the system. This means that the coupling quantity applies inside the map $F$, which leads us to the following type of equation:

$$
\begin{align*}
x_{1}^{\prime}(t) & =F\left(x_{1}(t)+H_{1}\left(x_{1}(t), x_{2}(t)\right)\right)  \tag{1}\\
x_{2}^{\prime}(t) & =F\left(x_{2}(t)+H_{2}\left(x_{1}(t), x_{2}(t)\right)\right)
\end{align*}
$$

Remark. We stress the point that those two different ways of handling coupled systems are quite equivalent in most cases. Indeed, starting with the first two equations, as soon as $G_{1}$ and $G_{2}$ stay in the range of $F$ (which is likely if the coupling functions are small), we can rewrite them in the second shape involving $H_{1}$ and $H_{2}$.

The last kind of coupled systems is sometimes studied (for instance in [12]) but never broadly (indeed, if one wants some quantitative results about convergence of trajectories, one must work with specific equations and dynamical systems). Even in a few papers that are quite general (as the very interesting [24]) some strong assumptions are made (in [24] authors deal with symmetric periodic solutions). The kind of coupled systems we handle are a generalization of the one describe in equation (1). Its general shape is:

$$
x_{i}^{\prime}(t)=F_{i}\left(\sum_{j \in \mathcal{I}} c_{i j}\left(x_{i}(t)\right) x_{j}(t)\right)
$$

Each cell $i \in \mathcal{I}$ holds it's own differential system represented by a map $F_{i}$ (hence, all the dynamical systems are not forcibly identical nor have the same shape, nor that they are weakly coupled (as in the classical paper of Art Winfree [26]). A cell $i$ "interprets" it's own environment by mean of the functions $c_{i j}$.

Before giving the exact definition of a cellular coupler, we recall that, as $\mathcal{S}$ may be seen as a module on the ring $\prod_{i \in \mathcal{I}} \mathcal{L}\left(E_{i}\right), \mathcal{L}(\mathcal{S})$ has to be understood as the space of linear operators on $\mathcal{S}$ with coefficients in the $\mathcal{L}\left(E_{i}, E_{j}\right)$. Any
$M \in \mathcal{L}(\mathcal{S})$ may then be written as an infinite (if $\mathcal{I}$ isn't finite) matrix:

$$
M=\left[m_{i j}\right]_{(i, j) \in I^{2}}, m_{i j} \in \mathcal{L}\left(E_{j}, E_{i}\right)
$$

In this context, here is the definition of a cellular coupler on $\mathcal{I}$ :

Definition 1. A cellular coupling map on $\mathcal{I}$ is a map $c$ :

$$
\begin{array}{llll}
c: & \mathcal{S} & \longrightarrow \mathcal{L}(\mathcal{S}) \\
x & \longmapsto c(x)
\end{array}
$$

such that the matrix $\left[c_{i j}\right]_{(i, j) \in \mathcal{I}^{2}}$ satisfies:

1) $\forall(i, j) \in \mathcal{I}^{2}, \forall x \in \mathcal{S}, c_{i j}(x)$ depends only on $x_{i}$ (so that we may consider it as a map $\left.c_{i j}: E_{i} \rightarrow \mathcal{L}\left(E_{j}, E_{i}\right)\right)$;
2) $\forall i \in \mathcal{I}, \forall x_{i} \in E_{i}, \sum_{j \in \mathcal{I}}\left\|c_{i j}\left(x_{i}\right)\right\|_{i}<+\infty$

Then, $c$ defines a cellular coupler $\widetilde{c}$ on $\mathcal{I}$ in the following way:

$$
\begin{array}{rlll}
\widetilde{c}: & \mathcal{S} & \longrightarrow \mathcal{S} \\
& x & \longmapsto c(x) \cdot x
\end{array}
$$

In other words (for the sake of simplicity, we only take examples with a finite population), for any $x \in \mathcal{S}$, the matrix $c(x)$ has the following shape:

$$
c(x)=\left[\begin{array}{ccc}
c_{11}\left(x_{1}\right) & \cdots & c_{1 k}\left(x_{1}\right) \\
\vdots & \ddots & \vdots \\
c_{k 1}\left(x_{k}\right) & \cdots & c_{k k}\left(x_{k}\right)
\end{array}\right] \in \mathcal{L}(\mathcal{S})
$$

And then :

$$
\widetilde{c}(x)=c(x) \cdot x=\left[\begin{array}{c}
c_{11}\left(x_{1}\right) \cdot x_{1}+\ldots+c_{1 k}\left(x_{1}\right) \cdot x_{k} \\
\vdots \\
c_{k 1}\left(x_{k}\right) \cdot x_{1}+\ldots+c_{k k}\left(x_{k}\right) \cdot x_{k}
\end{array}\right] \in \mathcal{S}
$$

Now we can define a cellular system:
Definition 2. Let $F_{\mathcal{I}}$ be a vector field on $\mathcal{S}$ given by a family $\left\{F_{i}\right\}_{i \in \mathcal{I}}$ of vector fields on the $E_{i}$. Let $\widetilde{c}$ a cellular coupler on $\mathcal{I} .\left(\mathcal{I}, F_{\mathcal{I}}, \widetilde{c}\right)$ is called a cellular system. A trajectory of this system is a trajectory $x \in \mathcal{T}$ that satisfies:

$$
x^{\prime}=F_{\mathcal{I}} \circ \widetilde{c}(x)=F_{\mathcal{I}}(c(x) \cdot x)
$$

in other words:

$$
\forall i \in \mathcal{I}, \forall t \in \Omega, x_{i}^{\prime}(t)=F_{i}\left(\sum_{j \in \mathcal{I}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t)\right)
$$

This equation may be naturally interpreted in biological terms: the cell $i$ behaves according to a mean of the states of all other cells $x_{j}$, but only its state defines how this mean is computed (the cell interprets its own environment), and this link state $\leftrightarrow$ interpreting function has no reason to be linear in $x_{i}$.

Remark. In order to avoid any confusion, we stress the differences between trajectory and solution regarding periodic behaviors. In this paper, periodic trajectory has a specific meaning related to the cells. A periodic trajectory of a cellular
system is a trajectory for which each cell has a periodic behavior. From the classic point of view of differential equations, periodic and quasi-periodic solutions of the cellular system are periodic trajectories. In the case of a periodic solution, $\tau(\mathcal{I})$ admit a $l \mathrm{~cm}$, which false in the case of a quasi-periodic solution.

In the next section we start of by exposing algebraic links between a cellular coupler and a periodic trajectory, and then we turn to our localization lemma.

## III. LOCALISATION LEMMA

If $M$ is a matrix indexed on $\mathcal{I}^{2}$, and if $J \subset \mathcal{I}$, we write $\bar{J}=\mathcal{I}-J$ and we define $M^{J}$ as the matrix:

$$
M=\left(m_{i j}\right)_{(i, j) \in J \times \bar{J}}
$$

For $x \in \mathcal{S}$ (resp. $x \in \mathcal{T}$ ) we denote $x^{J}$ the vector (resp. the map) $\left[x_{i}\right]_{i \in J}$ (see figure 1).

## $\bar{J}$



Fig. 1. Matrix and vectors associated to a subset $J$ of $\mathcal{I}$.

If $\mathcal{I}(\tau)=\left\{I_{1}, \ldots, I_{K}\right\}$ is a partition of $\mathcal{I}$, we define the matrix $M^{\mathcal{I}(\tau)}$ as (see figure 2):

$$
m_{i j}^{\mathcal{I}(\tau)}= \begin{cases}0 & \text { if }(i, j) \in I_{1} \times I_{1} \cup \ldots \cup I_{K} \times I_{K} \\ m_{i j} & \text { if not }\end{cases}
$$



Fig. 2. Matrix associated to a partition of $\mathcal{I}$.

We can then go further and begin to work on the heart of our matter. The forthcoming result that can be used in many ways and generalized as, for the sake of simplicity, we did not use the weakest assumptions under which it holds (for example, the series convergence in the proof can be insured in many other contexts).

Lemma 1. Let $\left(\mathcal{I}, F_{\mathcal{I}}, \widetilde{c}\right)$ be a cellular system and $\tau$ a period on $\mathcal{I}$. Let $U \subset \mathcal{S}$ on which $F_{\mathcal{I}}$ is injective. If $x \in \mathcal{T}^{\tau}$ is a periodic trajectory of cellular system that satisfies:

1) $x(\Omega) \subset \mathcal{S}_{b}$;
2) $\widetilde{c}(x)(\Omega) \subset U$
then there exists $b \in \mathcal{S}_{b}$ such that for any $t \in \Omega$ :

$$
x(t)-b \in \operatorname{ker}\left(c(x(t))^{\mathcal{I}(\tau)}\right)
$$

Remark. Note that the first condition on $x$ is useless if $\mathcal{I}$ is finite.

The previous result is not very practical as it involves the trajectory $x$ itself, which is unknown. As there is no ambiguity, we define the kernel of $c^{\mathcal{I}(\tau)}$ as:

$$
\operatorname{ker}\left(c^{\mathcal{I}(\tau)}\right)=\bigcup_{x \in \mathcal{S}} \operatorname{ker}\left(c(x)^{\mathcal{I}(\tau)}\right)
$$

Hence we may give a weaker version of the previous lemma
Corollary 1. Under the conditions of lemma 1 there exists $b \in \mathcal{S}$ such that:

$$
x(\Omega)-b \in \operatorname{ker}\left(c^{\mathcal{I}(\tau)}\right)
$$

Proof: (of lemma 1) First of all, let's check that $\widetilde{c}(x)$ is $\tau$-periodic.
For any $i \in \mathcal{I}$, $x_{i}^{\prime}$ is $\tau(i)$-periodic and non constant for $x_{i}$ is so. Let's $U_{i}=U \cap E_{i}, F_{i}$ has to be injective on $U_{i}$. Hence, as $x$ is a trajectory of the cellular system, $F_{i}\left(\widetilde{c}(x)_{i}\right)$ must be periodic and then $\widetilde{c}(x)_{i}$ is $\tau(i)$-periodic. Therefore, $c(x)$ is $\tau$-periodic.

Now, according to the partition $\mathcal{I}(\tau)=\left\{\mathcal{I}_{k}\right\}_{k \in K}$ defined by $\tau$ (see section II-A), let $k \in K$ and $i \in \mathcal{I}_{k}$. For any $M \in \mathbb{N}$ we define the following set:

$$
\mathcal{I}_{k}^{M}=\mathcal{I}_{k} \cap \llbracket 0, M \rrbracket
$$

The set $\tau\left(\mathcal{I}_{k}^{M}\right)$ is now a finite dependent set, so that we can consider its $l c m \tau_{k}^{M}$. Now, for any $j \in \mathcal{I}_{k}^{M}, x_{j}$ and $\widetilde{c}(x)_{j}$ are
$\tau_{j}^{M}$-periodic, so that, for any integer $N$ :

$$
\begin{aligned}
\widetilde{c}(x)_{i}(t)= & \frac{1}{N+1} \sum_{l=0}^{N} \widetilde{c}(x)_{i}\left(t+l \tau_{k}^{M}\right) \\
= & \frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \mathcal{I}} c_{i j}\left(x_{i}\left(t+l \tau_{k}^{M}\right)\right) \cdot x_{j}\left(t+l \tau_{k}^{M}\right) \\
= & \frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \mathcal{I}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}\left(t+l \tau_{k}^{M}\right) \\
= & \frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t) \\
& +\frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \mathcal{I}_{k}-\mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}\left(t+l \tau_{k}^{M}\right) \\
& +\frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}\left(t+l \tau_{k}^{M}\right) \\
= & \sum_{j \in \mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t) \\
& +\frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \mathcal{I}_{k}-\mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}\left(t+l \tau_{k}^{M}\right) \\
& +\frac{1}{N+1} \sum_{l=0}^{N} \sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}\left(t+l \tau_{k}^{M}\right)
\end{aligned}
$$

As $x$ is uniformly bounded, using the second property of a coupling map (def. 1), we may invert the summation orders in the previous equation and compute the limits when $M \rightarrow+\infty$ and $N \rightarrow+\infty$ in any order. Thus we have:

$$
\begin{aligned}
\widetilde{c}(x)_{i}(t) & =\sum_{j \in \mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t) \\
& +\sum_{j \in \mathcal{I}_{k}-\mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right)\left[\frac{1}{N+1} \sum_{l=0}^{N} x_{j}\left(t+l \tau_{k}^{M}\right)\right] \\
& +\sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right)\left[\frac{1}{N+1} \sum_{l=0}^{N} x_{j}\left(t+l \tau_{k}^{M}\right)\right]
\end{aligned}
$$

for the same reasons, it's easy to show that: and
$\lim _{M, N \rightarrow+\infty} \sum_{j \in \mathcal{I}_{k}-\mathcal{I}_{k}^{M}} c_{i j}\left(x_{i}(t)\right)\left[\frac{1}{N+1} \sum_{l=0}^{N} x_{j}\left(t+l \tau_{k}^{M}\right)\right]=0$
Now, as for all $j \in \overline{I_{k}}, \tau_{k}^{M}$ and $\tau(j)$ are non commensurable, if we denote $\tau_{j}^{\prime}$ the generator of $x_{j}$ group of period, as $\tau(j)=n_{j} \tau_{j}^{\prime}$ for a certain integer $n_{j}, \tau_{k}^{M}$ and $\tau_{j}^{\prime}$ as well are non commensurable. Therefore, the sequence $\left(\frac{t+l \tau_{k}^{M}}{\tau_{j}^{\prime}}\right)_{l \in \mathbb{N}}$ is equidistributed $\bmod 1$, and we may apply some classic ergodic
theorem (see for instance [23], [4]) and write:

$$
\begin{aligned}
\lim _{N \rightarrow+\infty} \frac{1}{N+1} \sum_{l=0}^{N} x_{j}\left(t+l \tau_{k}^{M}\right) & =\frac{1}{\tau_{j}^{\prime}} \int_{0}^{\tau(j)} x_{j}(s) d s \\
& =\frac{n_{j}}{\tau(j)} \int_{0}^{\tau(j)} x_{j}(s) d s
\end{aligned}
$$

We can now define the state $b$ as:

$$
b=\left[b_{j}\right]_{j \in \mathcal{I}}, b_{j}=\frac{n_{j}}{\tau(j)} \int_{0}^{\tau(j)} x_{j}(s) d s
$$

so that:

$$
\begin{aligned}
\lim _{N \rightarrow+\infty} & \sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right)\left[\frac{1}{N+1} \sum_{l=0}^{N} x_{j}\left(t+l \tau_{k}^{M}\right)\right] \\
& =\sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) b_{j}
\end{aligned}
$$

hence, we have shown that:

$$
\widetilde{c}(x)_{i}(t)=\sum_{j \in \mathcal{I}_{k}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t)+\sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) \cdot b_{j}
$$

But, obviously, from the beginning we had:

$$
\widetilde{c}(x)_{i}(t)=\sum_{j \in \mathcal{I}_{k}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t)+\sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t)
$$

So that:

$$
\sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) \cdot x_{j}(t)=\sum_{j \in \overline{\mathcal{I}_{k}}} c_{i j}\left(x_{i}(t)\right) \cdot b_{j}
$$

The previous work can be done for any $i$ which belongs to $\mathcal{I}_{k}$, thus we can summarize in the following way (see previously defined notations):

$$
c(x(t))^{\mathcal{I}_{k}} \cdot(x(t)-b)^{\overline{\mathcal{I}_{k}}}=0
$$

Again, the previous conclusion still holds for any $k \in K$, hence we may conclude using our notations:

$$
c(x(t))^{\mathcal{I}(\tau)} \cdot(x(t)-b)=0
$$

In the next section we give some examples of results based upon this lemma. We will mainly show how lemma 1 may be applied to turn synchronization issues (and existence of quasi-periodic solutions to a differential system) into algebraic problems. One of the main argument is that one wants to avoid periodic trajectories for which one cell is inert (a constant map), as it may be discarded from the population (in the case of an infinite population, this may lead to recurrence reasoning).

## IV. Applications

## A. Weakly injective coupler

In this example we just write down an elementary property of $\widetilde{c}$ which ensures that a periodic trajectory must have an inert cell.

Definition 3. Let $\widetilde{c}$ be a cellular coupler on $\mathcal{I} . \widetilde{c}$ is said to be weakly injective if for any non trivial partition $\mathcal{I}(\tau)$ of $\mathcal{I}$ there exist $i \in \mathcal{I}$ such that:

$$
\forall x \in \mathcal{S}, \operatorname{ker}\left(c(x)^{\mathcal{I}(\tau)}\right) \cap E_{i}=\{0\}
$$

Now we can state a simple result:
Proposition 1. Under the conditions of lemma 1, if $\widetilde{c}$ is weakly injective and if $x$ is a $\tau$-periodic trajectory of the cellular system, then $\tau(\mathcal{I})$ is a dependent set.

Proof: Let suppose that $\mathcal{I}(\tau)$ is not trivial, applying lemma 1 we know that:

$$
c(x(t))^{\mathcal{I}(\tau)} \cdot(x(t)-b)=0
$$

As $\widetilde{c}$ is weakly injective, there exists $i \in \mathcal{I}$ such that:

$$
\forall t \in \Omega, x(t)_{i}=b_{i}
$$

which contradicts the definition of a periodic trajectory.
This result may be restated in terms of quasi-periodic solution of the cellular system:
Proposition 2. Under the conditions of lemma 1, if $\widetilde{c}$ is weakly injective and if $\tau$ is bounded, the cellular system has no quasiperiodic solution.

The next example deals with some topological properties of a coupler (how it connects cells together).

## B. Chained cellular system

In this section, for the sake of simplicity, all the vector spaces $E_{i}$ have finite dimension.

We first study the case of differential systems for which the spaces $E_{i}$ have same dimension and are coupled with $k$-nearest neighbors (the finite dimension condition isn't necessary, but it makes the exposure simpler). This case is formally described by a cellular system $\left(\mathcal{I}, F_{\mathcal{I}}, \widetilde{c}\right)$ where $\mathcal{I}$ is countable, all $\operatorname{dim}\left(E_{i}\right)=n$ and $\widetilde{c}$ satisfies:

$$
\forall i, j \in \mathcal{I},|j-i|>k \Rightarrow c_{i j}=0
$$

This is what we call a chained cellular system. Adding the following condition on the coupler, we may reach a general result:
Definition 4. A cellular coupler $\widetilde{c}$ is said to have full rank if for any $i, j \in \mathcal{I}$ and $x \in \mathcal{S}$ the map $c_{i j}(x)$ has full rank
Proposition 3. Let $\left(\mathcal{I}, F_{\mathcal{I}}, \widetilde{c}\right)$ be a chained cellular system coupled with $k$-nearest neighbors (all $E_{i}$ having same finite dimension). Let $F_{\mathcal{I}}$ be injective on $U \subset \mathcal{S}$ and $x$ a $\tau$-periodic trajectory that stays in $U$. If $\widetilde{c}$ has maximal rank and if there exists $I \in \mathcal{I}(\tau)$ which contains $2 k$ consecutive cells, i.e. there exists $i \in \mathcal{I}$ such that:

$$
\llbracket i, i+2 k-1 \rrbracket \subset I
$$

Then $\mathcal{I}(\tau)=\{\mathcal{I}\}$ (equivalently, $\tau(\mathcal{I})$ is a dependent set).
Proof: Let suppose that $I \neq \mathcal{I}$. There must exist $\llbracket i, i+$ $2 k \rrbracket \subset I$, such that $i-1 \notin I$. Then, line $i+k-1$ of the matrix
$c(x(t))^{\mathcal{I}(\tau)}$ contains only one non zero element $c_{i+k-1, i-1}$. As this linear map is injective for any $t \in \Omega$, we know that:

$$
\operatorname{ker}\left(c(x(t))^{\mathcal{I}(\tau)}\right) \bigcap E_{i-1}=\{0\}
$$

Applying lemma 1 we know that there exists $b_{i-1} \in E_{i-1}$ such that for any $t \in \Omega$ :

$$
x_{i-1}(t)-b_{i-1} \in \operatorname{ker}\left(c(x(t))^{\mathcal{I}(\tau)}\right) \bigcap E_{i-1}
$$

i.e. $x_{i-1}(t)=b_{i-1}$ is a constant map, which contradicts the definition of a periodic trajectory. So we can conclude that $I=\mathcal{I}$.

If we assume that $\tau$ is bounded, this result may be restated as: "as soon as $k$ consecutive cells are synchronized (locked frequencies), then all the population is syncrohnized".

Moreover, we may drop some assumptions made on the indentical dimension of the $E_{i}$ and reach an interesting connecting result concerning the case when $k=1$.
Proposition 4. Let $\left(\mathcal{I}, F_{\mathcal{I}}, \widetilde{c}\right)$ be a chained cellular system coupled with 1-nearest neighbor. Let $F_{\mathcal{I}}$ be injective on $U \subset \mathcal{S}$ and $x$ a $\tau$-periodic trajectory that stays in $U$. If $\widetilde{c}$ has maximal rank and if there exists two sets $I_{1}$ and $I_{2}$ in $\mathcal{I}(\tau)$ such that:

$$
\llbracket i, i+1 \rrbracket \subset I_{1} \quad \llbracket i+2, i+3 \rrbracket \subset I_{2}
$$

Then $I_{1}=I_{2}$.
Proof: Let suppose that the cells $i+1$ have non commensurable periods with those of the cells $i+2$ (i.e. $I_{1} \neq I_{2}$ ). Following the previous proof, we know that the lines $i+1$ and $i+2$ of the matrix $c(x(t))^{\mathcal{I}(\tau)}$ contains only one non zero element, respectively $c_{i+1, i+2}$ and $c_{i+2, i+1}$. But, we recall that for any $t \in \Omega$ :

$$
c_{i+1, i+2}\left(x_{i+1}(t)\right): E_{i+2} \rightarrow E_{i+1}
$$

and

$$
c_{i+2, i+1}\left(x_{i+2}(t)\right): E_{i+1} \rightarrow E_{i+2}
$$

As the coupler has maximal rank, one of the previous map must be injective for all $t \in \Omega$. Using the same argument we may conclude that either $x_{i+1}$ is a constant map, either it's $x_{i+2}$, leading to a contradiction.

Moreover, one could restate those results in terms of quasi periodic solutions of differential systems, but it may sound less intuitive. We will do it in the next sections.

For the next example, we add some regularity conditions on the cellular system which lead to a interesting description of $\mathcal{S}$.

## C. Localization results with bounded states

As $\left(\mathcal{S}_{b},\|\cdot\|_{\infty}\right)$ is a Banach space, the classic PicardLindelöf theorem is valid and we can give a version adapted to cellular systems (we stress the point that in this section, any vector field $F_{\mathcal{I}}$ has to be a vector field on $\mathcal{S}_{b}$, as well for any cellular coupler $\widetilde{c}$, which brings some constraint on the families $\left(F_{i}\right)_{i \in \mathcal{I}}$ and $\left.\left(c_{i j}\right)_{(i, j) \in \mathcal{I}^{2}}\right)$.

Proposition 5. If $F_{\mathcal{I}}: \mathcal{S}_{b} \rightarrow \mathcal{S}_{b}$ and $\widetilde{c}$ are locally lipshcitz, which is the case if for any $x \in \mathcal{S}_{b}$ there exists a neighborhood $V=\prod_{i \in \mathcal{I}} V_{i}$, a positive number $k$ and a sequence $\left(k_{j}\right)_{j \in \mathcal{I}}$ of positive numbers such that:

1) $\forall y, z \in V, \forall i \in \mathcal{I},\left\|F_{i}\left(y_{i}\right)-F_{i}\left(z_{i}\right)\right\|_{i} \leq k\left\|y_{i}-z_{i}\right\|_{i}$
2) $\forall y, z \in V, \forall i \in \mathcal{I},\left\|c_{i j}\left(y_{i}\right)-c_{i j}\left(z_{i}\right)\right\|_{\left(E_{j}, E_{i}\right)} \leq k_{j} \| y_{i}-$ 3) $\sum_{j \in \mathcal{I}}^{z_{i} \|_{i}} k_{j}<+\infty$
then, given any initial condition $\left(t^{0}, x^{0}\right)$ in $\mathbb{R} \times \mathcal{S}_{b}$, the cellular coupling admits a unique maximal solution $x$ that satisfies $x\left(t^{0}\right)=x^{0}$.

Before stating our localization result, we need to define the sets that any non synchronized periodic trajectory of the cellular system must avoid (or, with the classical point of view, any quasi periodic solution).

Definition 5. Let $\widetilde{c}$ be a cellular coupler on $\mathcal{I}$. The set of regular points for $\widetilde{c}$ is defined as:
$R(\widetilde{c})=\left\{x \in \mathcal{S}, \forall \mathcal{I}(\tau)\right.$ partition of $\mathcal{I}, c(x)^{\mathcal{I}(\tau)}$ is injective $\}$ We say that $\widetilde{c}$ is regular if $R(\widetilde{c})=\mathcal{S}$.

Now we can state a localization result:
Proposition 6. Under the conditions of lemma 1 and proposition 5, if there exists a infinite compact subset $V \subset \Omega$ such that:

$$
\forall t \in V, x(t) \in R(\widetilde{c})
$$

then $\tau(\mathcal{I})$ is a dependent set.
One can rewrite this result in terms of differential systems:
Proposition 7. Under the conditions of lemma 1 and proposition 5, and if $\tau$ is bounded, a quasi-periodic trajectory must "avoid" $R(\widetilde{c})$ (it can't cross this set on an infinite compact subset of $\Omega$ ).

Proof: (of proposition 6) Let suppose that $\mathcal{I}(\tau)$ is not trivial, applying lemma 1 we know that:

$$
c(x(t))^{\mathcal{I}(\tau)} \cdot(x(t)-b)=0
$$

the assumptions made on $\widetilde{c}$ ensure that:

$$
\forall t \in V, x(t)=b
$$

As $V$ has an accumulation point, we may conclude that there exists $t_{0} \in V$ such that:

$$
x^{\prime}\left(t_{0}\right)=0
$$

Proposition 5 may be applied, hence we know that $t \mapsto x(t)$ is a constant map, which contradicts the definition of a periodic trajectory.

The next example gives a more precise result in the case where the maps $c_{i j}$ don't depend on the state of the system (homogeneous coupler).
D. Exact frequencies locking with homogeneous cellular coupler

If $x \in \mathcal{I}_{\tau}$, for any $i \in \mathcal{I}$ the map $x_{i}$ equals its Fourier's series. We write:

$$
e_{\tau(i)}^{k}(t)=\exp \left(\frac{2 i \pi k t}{\tau(i)}\right)
$$

and we define :

$$
\widehat{x}_{i}(k)=\frac{1}{\tau(p)} \int_{0}^{\tau(p)} x_{i}(t) e_{\tau(i)}^{k}(t) d t
$$

so that we have :

$$
x=\sum_{k \in \mathbb{Z}} \widehat{x}(k) e^{k}
$$

i.e. $\forall i \in \mathcal{I}$ :

$$
x_{i}(t)=\sum_{k \in \mathbb{Z}} \widehat{x}_{i}(k) e_{\tau(i)}^{k}(t)
$$

with normal convergence (note that $\widehat{x}_{i}(k)$ is $E_{i}$-valued).

Theorem 1. Under the conditions of lemma 1 , let $\widetilde{c}$ be homogeneous and regular. If $\tau$ is a bounded period on $\mathcal{I}$ and $x$ a $\tau$-periodic trajectory of the cellular system then $\tau$ is constant on $\mathcal{I}$.
Remark. As this result is true as soon as $\tau$ is a period of $x$, it may be applied to the minimal periods of each $x_{i}$, then its conclusion is that all cells have exactly the same minimal period.

Proof: As $\widetilde{c}$ is homogeneous, we may identify it with $c$. Moreover, applying lemma 1 we know that $\tau(\mathcal{I})$ is a dependent set (unless at least one of the $x_{i}$ would be a constant map). We now have to prove that $\tau$ is constant on $\mathcal{I}$.

Let's write a partition of $\mathcal{I}$ according to $\tau$ 's values on $\mathcal{I}$ (we must recall that $\tau$ is supposed bounded):

$$
\left\{\mathcal{I}_{1}, \mathcal{I}_{2}, \ldots, \mathcal{I}_{K}\right\}
$$

such that

$$
\forall 1 \leq k \leq K, \tau\left(\mathcal{I}_{k}\right)=\tau_{k}
$$

and $\tau_{l} \neq \tau_{k}$ if $l \neq k$.
We now suppose that $K>1$.
As $\tau(\mathcal{I})$ is a finite dependent set, there exists $n_{1}, \ldots, n_{K}$ integers and $\tau_{0}$ (the $l \mathrm{~cm}$ ) such that:

$$
\tau_{0}=n_{1} \tau_{1}=n_{2} \tau_{2}=\ldots=n_{K} \tau_{K}
$$

The trajectory $x$ is $\tau_{0}$-periodic. We may therefore write its Fourier's series:

$$
x(t)=\sum_{l \in \mathbb{Z}} \widehat{x}(l) e_{\tau_{0}}^{l}(t)
$$

and as well for $c . x$ :

$$
(c . x)(t)=\sum_{l \in \mathbb{Z}} \widehat{c . x}(l) e_{\tau_{0}}^{l}(t)
$$

uniqueness of Fourier coefficients forces them to satisfy:

$$
\widehat{c . x}(l)=c \widehat{x}(l)
$$

So that, for any $i \in \mathcal{I}$ :

$$
\widehat{c . x}_{i}(l)=\sum_{j=1}^{k} c_{i j} \widehat{x}_{j}(l)
$$

Now, let $i \in \mathcal{I}_{k}$, the properties of Fourier decomposition ensure that $\widehat{x}_{i}(l)$ and $c . \widehat{x}_{i}(l)$ are zero as soon as $n_{k}$ does not divide $l$ (as $(c . x)_{i}$ and $x_{i}$ are $\tau_{k}$-periodic and $\tau_{0}=n_{k} \tau_{k}$ ). So, if $l \in \mathbb{Z}$, let's define $I(l)$ as:

$$
I(l)=\left\{k \in\{1, \ldots, K\}, n_{k} \nmid l\right\}
$$

For any integer $l$, if $k \in I(l)$ and $i \in \mathcal{I}_{k}$, then $\widehat{x}_{i}(l)=$ $c . \widehat{x}_{i}(l)=0$, so that (with similar convergence arguments that in the proof of lemma 1 ):

$$
\begin{aligned}
c . \widehat{x}_{i}(l) & =\sum_{j=1}^{k} c_{i j} \widehat{x}_{j}(l) \\
0 & =\sum_{j \in I(l)}^{k} c_{i j} \widehat{x}_{j}(l)+\sum_{j \notin I(l)}^{k} c_{i j} \widehat{x}_{j}(l) \\
0 & =\sum_{j \notin I(l)}^{k} c_{i j} \widehat{x}_{j}(l)
\end{aligned}
$$

This last property, (observable on figure 3), can be writen as:

$$
\forall l \in \mathbb{Z} \quad c^{I(l)} \widehat{x}(l)^{\overline{I(l)}}=0
$$



Fig. 3. Constraints on the Fourier's coefficients $\hat{x}(l)$.
This property holds for any integer $l$, and is empty when $l$ is a multiple of all the $n_{i}$. So that, if $\mathcal{I}(l)$ is the partition of $\mathcal{I}$ defined as:

$$
\mathcal{I}(l)=\{I(l), \overline{I(l)}\}
$$

we can re-write it as:

$$
\forall l \in \mathbb{Z} \quad c^{\mathcal{I}(l)} \widehat{x}(l)=0
$$

Let's now consider $\mathcal{I}_{1} \neq \mathcal{I}_{2}$ (this is possible as $K>1$ ). As those two classes are distinct, there exists $l$ such that $n_{1}$ does
not divide $l$ and $n_{2}$ divides $l$. As $c$ is regular, $c^{\mathcal{I}(l)}$ is thereby injective. We deduce that:

$$
\widehat{x}(l)^{\overline{I(l)}}=0
$$

This proves that for any $l$ divisible by $n_{2}$ and not by $n_{1}$, $\widehat{x}(l)^{\overline{I(l)}}$ is zero. Thus, for any coefficient of $\widehat{x}(l)^{\overline{I(l)}}$ to be non zero, $n_{1}$ must divide $l$, and consequently (as none of the $x_{i}$ is a constant map) for all $i \in \mathcal{I}_{2}, x_{i}(t)$ is $n_{1} \tau_{0}$ periodic. This is incompatible with the partition of $\mathcal{I}$. Thus, $K=1$ and thereby $\tau$ is a constant map (in other words, $\mathcal{I}$ is synchronized).

## E. Perspectives of application to classical differential systems

In this last section, we show how the cellular systems point of view may be applied to classic differential systems and how dealing with different Banach spaces $E_{i}$ may be useful. This discussion will be enlightened with a really simple example (finite population).

Let $E$ be a Banach space and $F$ a vector field on $E$. We want to see how this differential equation may be seen as a cellular system. For instance, one could consider a simple conservative system on $E=\mathbb{R}^{4}$ with an Hamilton's equation given by (see [1])

$$
\begin{aligned}
x_{1}^{\prime} & =y_{1} \\
y_{1}^{\prime} & =\alpha x_{1}-\beta x_{1}^{3}+\varepsilon x_{2} \\
x_{2}^{\prime} & =y_{2} \\
y_{2}^{\prime} & =-\gamma x_{2}+\varepsilon x_{1}
\end{aligned}
$$

The first step is to identify the different cells of $\mathcal{I}$. The first step is to factorize each term in the equations according to the different variables. For example, the second equation may be seen as:

$$
y_{1}^{\prime}=\left(\alpha-\beta x_{1}^{2}\right) x_{1}+\varepsilon x_{2}
$$

So that the term $\left(\alpha-\beta x_{1}^{2}\right)$ has to be a part of the coupler we are building. Moreover, as it's the equation giving $y_{1}^{\prime}$, and as the way a cell computes how it interprets the population's state depends only on its own state, $x_{1}$ and $y_{1}$ have to belong to the same cell. In this simple example it's the only case where to variables have to be gathered in the same cell. In the end, this leads to the following structure of cellular system:

$$
\mathcal{I}=\{1,2,3\}
$$

with the Banach spaces:

$$
E_{1}=\mathbb{R}^{2}, E_{2}=E_{3}=\mathbb{R}
$$

As it should often be the case, the associated vector fields are just identity maps on $E_{i}$, and the coupler is then:

$$
c=\left[\begin{array}{lll}
c_{11} & c_{12} & c_{13} \\
c_{21} & c_{22} & c_{23} \\
c_{31} & c_{32} & c_{33}
\end{array}\right]
$$

with

$$
\begin{array}{rcll}
c_{11}: & E_{1} & \longrightarrow \mathcal{L}\left(E_{1}\right) \\
\left(x_{1}, y_{1}\right) & \longmapsto & {\left[\begin{array}{cc}
0 & 1 \\
\alpha-\beta x_{1}^{2} & 0
\end{array}\right]}
\end{array}
$$

$$
\begin{aligned}
c_{12}: E_{2} & \longrightarrow \mathcal{L}\left(E_{2}, E_{1}\right) \\
x_{2} & \longmapsto\left[\begin{array}{c}
0 \\
\varepsilon
\end{array}\right] \\
c_{13}: E_{3} & \longrightarrow \mathcal{L}\left(E_{3}, E_{1}\right) \\
y_{2} & \longmapsto\left[\begin{array}{c}
0 \\
0
\end{array}\right] \\
c_{21}: & E_{1} \\
\left(x_{1}, y_{1}\right) & \longmapsto\left[\begin{array}{c} 
\\
c_{1} \\
\left.c_{1}, E_{2}\right) \\
c_{22}:
\end{array}\right] \\
E_{2} & \longrightarrow \mathcal{L}\left(E_{2}\right) \\
x_{23}: E_{3} & \longmapsto[0] \\
y_{2} & \longmapsto[1] \\
E_{1} & \longrightarrow \mathcal{L}\left(E_{3}, E_{2}\right) \\
\left(x_{1}, y_{1}\right) & \longmapsto\left[\mathcal{L}_{1}, E_{3}\right) \\
c_{32}: E_{2} & \longrightarrow \mathcal{L}\left(E_{2}, E_{3}\right) \\
x_{2} & \longmapsto[-\gamma] \\
c_{33}: E_{3} & \longrightarrow \mathcal{L}\left(E_{3}\right)
\end{aligned}
$$

Now, before applying some of the previous techniques, we may compute the different decomposition of $c$ upon different non trivial partitions of $\mathcal{I}$. Those partitions are

$$
\begin{gathered}
P_{1}=\{\{1\},\{2\},\{3\}\}, P_{2}=\{\{1,2\},\{3\}\} \\
P_{3}=\{\{1,3\},\{2\}\}, P_{4}=\{\{1\},\{2,3\}\}
\end{gathered}
$$

which gives:

$$
\begin{array}{ll}
c^{P_{1}}=\left[\begin{array}{ccc}
0 & c_{12} & c_{13} \\
c_{21} & 0 & c_{23} \\
c_{31} & c_{32} & 0
\end{array}\right] & c^{P_{2}}=\left[\begin{array}{ccc}
0 & 0 & c_{13} \\
0 & 0 & c_{23} \\
c_{31} & c_{32} & 0
\end{array}\right] \\
c^{P_{3}}=\left[\begin{array}{ccc}
0 & c_{12} & 0 \\
c_{21} & 0 & c_{23} \\
0 & c_{32} & 0
\end{array}\right] & c^{P_{4}}=\left[\begin{array}{ccc}
0 & c_{12} & c_{13} \\
c_{21} & 0 & 0 \\
c_{31} & 0 & 0
\end{array}\right]
\end{array}
$$

Now, in order to simplify, we replace the $c_{i j}$ that are identically zero by 0 , we obtain the following different matrices:

$$
\begin{array}{cl}
c^{P_{1}}=\left[\begin{array}{ccc}
0 & c_{12} & 0 \\
0 & 0 & c_{23} \\
c_{31} & c_{32} & 0
\end{array}\right] \quad c^{P_{2}}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & c_{23} \\
c_{31} & c_{32} & 0
\end{array}\right] \\
c^{P_{3}}=\left[\begin{array}{ccc}
0 & c_{12} & 0 \\
0 & 0 & c_{23} \\
0 & c_{32} & 0
\end{array}\right] \quad c^{P_{4}}=\left[\begin{array}{ccc}
0 & c_{12} & 0 \\
0 & 0 & 0 \\
c_{31} & 0 & 0
\end{array}\right]
\end{array}
$$

In the end, writing the coupler as an application from $\mathcal{S}$ to $\mathcal{L}(\mathcal{S})$, one finds those four matrices:

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & \varepsilon & 0 \\
0 & 0 & 0 & 1 \\
\varepsilon & 0 & -\gamma & 0
\end{array}\right]}
\end{aligned}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\varepsilon & 0 & -\gamma & 0
\end{array}\right]
$$

At this point, we just have to check that the coupler is weakly injective:

$$
\begin{aligned}
& \operatorname{ker}\left(c^{P_{1}}\right) \cap E_{2}=\operatorname{ker}\left(c^{P_{4}}\right) \cap E_{2}=\{0\} \\
& \operatorname{ker}\left(c^{P_{2}}\right) \cap E_{3}=\operatorname{ker}\left(c^{P_{3}}\right) \cap E_{3}=\{0\}
\end{aligned}
$$

So, we may apply the proposition 1 and without any analytic calculus, state that this differential system may not admit any quasi-periodic solution. In other words, in case there exists periodic trajectories (which is well known to be true) they must be synchronized.

Moreover, those conclusions may hold in a more general case were the $c_{i j}$ are less simple, and we can easily produce a result without any effort:

Proposition 8 (Generalized coupled pendulum). Let's consider a differential system which is driven by the following equations:

$$
\begin{aligned}
x_{1}^{\prime}= & a_{1}\left(x_{1}, y_{1}\right) x_{1}+a_{2}\left(x_{1}, y_{1}\right) y_{1}+a_{3}\left(x_{1}, y_{1}\right) x_{2} \\
& +a_{4}\left(x_{1}, y_{1}\right) y_{2} \\
y_{1}^{\prime}= & a_{5}\left(x_{1}, y_{1}\right) x_{1}+a_{6}\left(x_{1}, y_{1}\right) y_{1} \\
x_{2}^{\prime}= & a_{7}\left(x_{2}\right) x_{2}+u\left(x_{2}\right) y_{2} \\
y_{2}^{\prime}= & \varepsilon\left(y_{2}\right) x_{1}+a_{8}\left(y_{2}\right) y_{1}-\gamma\left(y_{2}\right) x_{2}+a_{9}\left(y_{2}\right) y_{2}
\end{aligned}
$$

If the maps $u$ and $\varepsilon$ never vanish, then the systems has no quasi-periodic solution.

This result doesn't have to be deep in itself, neither has it to be the most general one we could have deduced from the previous discussion. It's just a sketch of how one can handle some structure properties of a differential system, applying 1, without going into deep and specific calculus.

## V. Conclusion

In this work we have built a general framework of cellular systems in order to handle a wide variety of coupled systems, and therefore a wide class of complex systems. We focused on an emergent property of those dynamical systems: the frequencies locking phenomenon. Usually one observes solutions of particular coupled systems and shows that within suitable conditions synchronization must occur. Those results are qualitatively dependent on the systems of interest and do not stand in the general cases. We tried to change our point of view and to bring out completing results. As we choose not to address the problem of the convergence to a periodic solution, we don't prove that synchronization ultimately happens. Instead, we consider the problem at its end: if one supposes that some coupled systems "truly" oscillates, then they must be synchronized, regardless to the individual dynamical systems as soon as the maps which define each of them are injective nearby the trajectories. The loss in time evolution information is compensated by very general results, almost independent from the individual differential systems to be coupled. For example, we proved results concerning countable coupled systems, each of them needing not to be finite dimensional. In most papers (see for instance [13]) this population of coupled systems is implicitly defined and has only two cells (sometimes a finite number $N$, and more
rarely an infinity). Moreover, on the contrary of what most studies about synchronization issues state, we do not assume anything concerning the cells dynamics (especially, we don't assume that they are oscillators). We only assume that they exhibit periodic behaviors under the coupling effects (the first assumption implies the second, but the opposite is clearly false).

We believe that this way of reaching general results about cellular systems gives some explanations about why the frequencies locking phenomenon emerges naturally in a large variety of coupled dynamical systems. Our results show that the following alternative is natural in many cases: either the whole population is synchronized, or its cells can't all have periodic behaviors.
Another interesting perspective is to apply this strategy to differential systems, as we outlined in the end of the fourth section. We think that it could prove useful to understand the stability or instability of limit torus when one adds some perturbations to a differential system. For example, if one already knows that there's no periodic solution, even with perturbations, and if on is able to prove, using our strategy, that a quasi-periodic solutions disappears under the effects of those perturbation, some conclusions about strange attractor emergence may be reachable.

Moreover, we have achieved some similar work on a natural generalization of this strategy to non countable population (in order to model natural systems, it's often necessary to handle continuous populations). We truly think that all those results are only a part of what can be done using cellular systems and that this work enlarges the possibilities of studying synchronization issues. But the scope of those kind of cellular systems may be beyond synchronization questions, as it's quite general and allows some theoretical studies. It could be a promising theoretical tool to model complex systems by the way of coupled differential systems.
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# Drawing solution curve of differential equation 

Farida Benmakrouha, Christiane Hespel, and Edouard Monnier


#### Abstract

We develop a method for drawing approximated solution curves of differential equations. This method is based on the juxtaposition of local approximating curves on successive intervals $\left[t_{i}, t_{i+1}\right]_{0 \leq i \leq n-1}$. The differential equation, considered as a dynamical system, is described by its state equations and its initial value at $t=t_{0}$. A generic expression of its generating series $G_{t}$ truncated at any order $k$, of the output and its derivatives $y^{(j)}(t)$ expanded at any order $k$, can be calculated. These expressions are obtained from the vector fields, from the observation of the state at time $t$, in the state equations [3], [7]. We get an expansion of $y^{(j)}(t)$ as a linear combination of differential monomials indexed by some colored partitions. At every initial point of the present interval, we specify the previous expressions of $G_{t}$ and $y^{(j)}(t)$ for $t=t_{i}$. Then we obtain an approximated output $y(t)$ at order $k$ in every interval $\left[t_{i}, t_{i+1}\right]_{0 \leq i \leq n-1}$. We present an example from physics: the Duffing equation. By using Maple system, we have developed a package corresponding to the creation of the generic expression of $G_{t}$ and $y^{(j)}(t)$ at order $k$ and to the drawing of the local curves on every interval $\left[t_{i}, t_{i+1}\right]_{0 \leq i \leq n-1}$, by iterations on the initial points $t=\left(t_{i}\right)_{0 \leq i \leq n-1}$.


Index Terms-analysis of dynamical systems, symbolic algorithm, generating series, colored partitions, rational approximation

## I. Introduction

The usual methods for drawing curves of differential equations consist in an iterative construction of isolated points, connected by straight lines (Runge-Kutta). Rather than calculate numerous successive approximate points $y\left(t_{i}\right)_{i \in I}$, it can be interesting to provide some few successive local curves $\{y(t)\}_{t \in\left[t_{i}, t_{i+1}\right]_{o \leq 1 \leq n-1}}$
Moreover, the computing of these local curves can be kept partly generic since a generic expression of the generating series $G_{t_{i}}$ of the system can be provided in terms of $t_{i}$. The expression of the local curves $\{y(t)\}_{t \in\left[t_{i}, t_{i+1}\right]}$ is only a specification for $t=t_{i}$ at order $k$ of the formula given in the proposition of section 3 .
We consider a differential equation

$$
\begin{equation*}
y^{(N)}(t)=\phi\left(t, y(t), \cdots, y^{(N-1)}(t), u(t)\right) \tag{1}
\end{equation*}
$$

with initial conditions

$$
y(0)=y_{0,0}, \cdots, y^{(N)}(0)=y_{0, N}
$$

We assume that $\phi\left(t, y(t), \cdots, y^{(N-1)}(t), u(t)\right)$ is polynomial in $y, \cdots, y^{(N-1)}$.
Then this differential equation can be viewed as an affine input
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$\left(u(t)=\left(u_{j}(t)\right)_{1 \leq j \leq m}\right)$ dynamical system.
By derivating, in the Fliess's formula, the expression of $y(t)$ in a neighborhood of $t=t_{0}$, we get an expansion of $y^{(n)}\left(t_{0}\right)$. This expression can be written as a linear combination of differential monomials $\otimes_{1 \leq j \leq m}\left(u_{j}^{\left(i_{1}\right)}\right)^{e_{1}} \cdots\left(u_{j}^{\left(i_{q}\right)}\right)^{e_{q}}$ indexed by some colored partitions $\mu=\otimes \mu_{j}$, for $u^{\mu}=u_{1}^{\mu_{1}} \cdots u_{m}^{\mu_{m}}$. And then there exist some polynomials $g_{\mu}$ in noncommutaive variables such that

$$
\begin{equation*}
y^{(n)}\left(t_{0}\right)=\sum_{\mu}\left\langle G_{t_{0}} \mid g_{\mu}\right\rangle \tag{2}
\end{equation*}
$$

For the partition $\left(\mu_{j}\right)=\left(u_{j}^{\left(i_{1}\right)}\right)^{e_{1}} \cdots\left(u_{j}^{\left(i_{q}\right)}\right)^{e_{q}}$, the weight $\operatorname{wgt}\left(\mu_{j}\right)$ and the length $\lg \left(\mu_{j}\right)$ are

$$
\begin{align*}
& \operatorname{wgt}\left(\mu_{j}\right)=\sum_{1 \leq k \leq m} e_{k} i_{k}  \tag{3}\\
& \lg \left(\mu_{j}\right)=\sum_{1 \leq k \leq m} e_{k}
\end{align*}
$$

## II. Preliminaries

## A. Affine system, Generating series

We consider the nonlinear analytical system affine in the input:

$$
(\Sigma) \quad\left\{\begin{align*}
\dot{q} & =f_{0}(q)+\sum_{j=1}^{m} f_{j}(q) u_{j}(t)  \tag{4}\\
y(t) & =g(q(t))
\end{align*}\right.
$$

- $\left(f_{j}\right)_{0 \leq j \leq m}$ being some analytical vector fields in a neighborhood of $q(0)$
- $g$ being the observation function analytical in a neighborhood of $q(0)$
Its initial state is $q(0)$ at $t=0$. The generating series $G_{0}$ is built on the alphabet $Z=\left\{z_{0}, z_{1}, \cdots, z_{m}\right\}, z_{0}$ coding the drift and $z_{j}$ coding the input $u_{j}(t)$. Generally $G_{0}$ is expressed as a formal sum $G_{0}=\sum_{w \in Z^{*}}\left\langle G_{0} \mid w\right\rangle w$ where $\left\langle G_{0} \mid z_{j_{0}} \cdots z_{j_{l}}\right\rangle=$ $\left.f_{j_{0}} \cdots f_{j_{l}} g(q)\right|_{q(0)}$ depends on $q(0)$.


## B. Fliess's formula and iterated integrals

The output $y(t)$ is given by the Fliess's equation ([3]):

$$
\begin{equation*}
y(t)=\sum_{w \in Z^{*}}\left\langle G_{0} \mid w\right\rangle \int_{0}^{t} \delta(w) \tag{5}
\end{equation*}
$$

where $G_{0}$ is the generating series of $(\Sigma)$ at $t=0$ :

$$
\begin{align*}
G_{0}= & \sum_{w \in Z^{*}}\left\langle G_{0} \mid w\right\rangle w \\
= & \left.g(q)\right|_{q(0)} ^{+}{ }^{m}  \tag{6}\\
& \left.\sum_{l \geq 0} \sum_{j_{i}=0}^{m} f_{j_{0}} \cdots f_{j_{l}} g(q)\right|_{q(0)} z_{j_{0}} \cdots z_{j_{l}}
\end{align*}
$$

and $\int_{0}^{t} \delta(w)$ is the iterated integral associated with the word $w \in Z^{*}=\left\{z_{0}, z_{1}, \cdots, z_{m}\right\}^{*}$.

Remember that the iterated integral $\int_{0}^{t} \delta(w)$ of the word $w$ for the input $u$ is defined by

$$
\begin{cases}\int_{0}^{t} \delta(\epsilon)= & 1  \tag{7}\\ \int_{0}^{t} \delta\left(v z_{i}\right)= & \int_{0}^{t}\left(\int_{0}^{\tau} \delta(v)\right) u_{i}(\tau) d \tau \\ \forall z_{i} \in Z \quad \forall v \in Z^{*}\end{cases}
$$

where $\epsilon$ is the empty word, $u_{0} \equiv 1$ is the drift and $u_{i}, \quad 1 \leq i \leq m$ is the $i$ th input.
We define the Chen's series as follows ([2])

$$
\begin{equation*}
C_{u}(t)=\sum_{w \in Z^{*}} \int_{0}^{t} \delta(w) \tag{8}
\end{equation*}
$$

From the previous definitions, we obtain the following expression of $y(t)$

$$
\begin{equation*}
y(t)=\sum_{w \in Z^{*}}\left\langle G_{0} \mid w\right\rangle\left\langle C_{u}(t) \mid w\right\rangle \tag{9}
\end{equation*}
$$

## C. Iterated derivatives $y^{(n)}(0)$ of the output

$G_{0}$ being the generating series of the system, the $i$ th derivative of $y(t)$ is

$$
\begin{equation*}
y^{(i)}(t)=\left\langle G_{0} \mid C_{u}^{(i)}(t)\right\rangle \tag{10}
\end{equation*}
$$

We prove the following lemma ([6]) based on the PicartVessiot theory ([4])

## Lemma :

Let be $\sum_{0 \leq j \leq m} u_{j} \cdot z_{j}=\mathrm{A}$. Then the derivative of the Chen's series is $\frac{d}{d t} C_{u}=C_{u}$. A

From it, results the following recurrence relation:

$$
\begin{equation*}
C_{u}^{(i)}=C_{u} \mathrm{~A}_{\mathrm{i}}, \quad \mathrm{~A}_{1}=\mathrm{A}, \quad \mathrm{~A}_{\mathrm{i}+1}=\mathrm{AA}_{\mathrm{i}}+D_{t} \mathrm{~A}_{\mathrm{i}} \tag{11}
\end{equation*}
$$

$D_{t}$ being the operator of time derivation.
Since $C_{u}(0)=1$ and $C_{u}^{(i)}(0)=\mathrm{A}_{\mathrm{i}}(0)$ then

$$
\begin{equation*}
y^{(i)}(0)=\sum_{w \in Z^{*}}\left\langle G_{0} \mid w\right\rangle\left\langle C_{u}^{(i)}(0) \mid w\right\rangle=\left\langle G_{0} \mid \mathrm{A}_{\mathbf{i}}(0)\right\rangle \tag{12}
\end{equation*}
$$

Let us remark that the successive derivatives $y(0), y^{(1)}(0), \cdots, y^{(k)}(0)$ are obtained from the coefficients $\left\langle G_{0} \mid w\right\rangle$ associated with the words whose length is $\leq k$. It results that the Taylor expansion of $y(t)$ up to order $k$ only depends on the coefficients of $G_{0}$ truncated at order $k$.
For instance, for a single input $u(t)$ with drift $u_{0}(t) \equiv 1$, the derivatives are the following

$$
\begin{aligned}
y(0)= & \left\langle G_{0} \mid \epsilon\right\rangle \\
y^{(1)}(0)= & \left\langle G_{0} \mid z_{0}\right\rangle+\left\langle G_{0} \mid z_{1}\right\rangle u(0) \\
y^{(2)}(0)= & \left\langle G_{0} \mid z_{0}^{2}\right\rangle+\left(\left\langle G_{0} \mid z_{0} z_{1}\right\rangle+\left\langle G_{0} \mid z_{1} z_{0}\right\rangle\right) u(0)+ \\
& \left\langle G_{0} \mid z_{1}^{2}\right\rangle u(0)^{2}+\left\langle G_{0} \mid z_{1}\right\rangle u^{(1)}(0)
\end{aligned}
$$

This method allows us to compute recursively the successive derivatives of $y(t)$ at $t=0$.
The derivation law $D$ of the partitions, producing the effect of the time derivation $D_{t}$ of the differential monomials satisfies

$$
\begin{array}{ll}
D\left(i_{k}\right) & =i_{k+1} \\
D\left(i_{1}^{e_{1}} \cdots i_{q}^{e_{q}}\right) & =\sum_{k=1}^{q} e_{k} \times\left(i_{1}^{e_{1}} \cdots i_{k}^{e_{k-1}} i_{k+1}^{e_{k+1}+1} \cdots i_{q}^{e^{q}}\right.
\end{array}
$$

For a single input $u(t)$ with drift $u_{0}(t) \equiv 1$, the bicolored multiplicity is $\mu=\mu_{0} \otimes \nu$ with

$$
\begin{array}{ll}
\mu_{0} & =1^{p} \\
\operatorname{wgt}(\mu) & =p+\operatorname{wgt}(\nu)  \tag{15}\\
D\left(1^{p} \otimes \nu\right) & =1^{p} \otimes D(\nu)
\end{array}
$$

III. Approximate value of $y^{(n)}(t)$

The Fliess's formula can be written

$$
\begin{equation*}
y(t)=\left\langle G_{0} \mid \epsilon\right\rangle+\sum_{w \in Z^{*}-\{\epsilon\}}\left\langle G_{0} \mid w\right\rangle\left\langle C_{u}(t) \mid w\right\rangle \tag{16}
\end{equation*}
$$

An approximate function $y_{k}(t)$ de $y(t)$ up to order $k$ in a neighborhood of $t=0$ is obtained by expanding this expression up to the same order $k$. Then we have

$$
\begin{equation*}
\left|y(t)-y_{k}(t)\right|=O\left(t^{k+1}\right) \tag{17}
\end{equation*}
$$

For instance, at order $k=1, y(t)$ has the following approximate expression for a single input with drift

$$
\begin{equation*}
y_{1}(t)=\left\langle G_{0} \mid \epsilon\right\rangle+\left\langle G_{0} \mid z_{0}\right\rangle t+\left\langle G_{0} \mid z_{1}\right\rangle \xi_{1}(t) \tag{18}
\end{equation*}
$$

where $\xi_{k}(t)$ denotes the $k$ th primitive of $u(t)$.
This computing can be generalized to the successive derivatives of $y(t)$.

## Proposition

Given the expression of $y^{(n)}(0)$ in terms of the coefficients of $G_{0}$ and of the derivatives of order $\leq n-1$ of the input $u(t)_{t=0}$ obtained recursively according to the previous section, we can deduce the expression of $y^{(n)}(t)$ by executing in $y^{(n)}(0)$ the following transformations

1) We substitute $u^{(i)}(t)$ to $u^{(i)}(0)$ for $0 \leq i \leq n-1$
2) For every occurrence of a coefficient $\left\langle\overline{G_{0}} \mid v\right\rangle$ where $v \in Z^{*}$, we add the following corrective term

$$
\sum_{w \neq \epsilon}\left\langle G_{0} \mid w v\right\rangle\left\langle C_{u}(t) \mid w\right\rangle
$$

The proof is based on the following properties

$$
\left\{\begin{align*}
\frac{d}{d t}\left\langle C_{u}(t) \mid v z_{i}\right\rangle & =\left\langle C_{u}(t) \mid v\right\rangle u_{i}(t)  \tag{19}\\
\left\langle C_{u}(t) \mid \epsilon\right\rangle & =1
\end{align*}\right.
$$

For instance, for a single input with drift, we compute from

$$
y^{(1)}(0)=\left\langle G_{0} \mid z_{0}\right\rangle+\left\langle G_{0} \mid z_{1}\right\rangle u(0)
$$

the expression of $y^{(1)}(t)$ :

$$
\begin{align*}
y^{(1)}(t)= & \left\langle G_{0} \mid z_{0}\right\rangle+\sum_{w \neq \epsilon}\left\langle G_{0} \mid w z_{0}\right\rangle\left\langle C_{u}(t) \mid w\right\rangle+ \\
& \left(\left\langle G_{0} \mid z_{1}\right\rangle+\sum_{w \neq \epsilon}\left\langle G_{0} \mid w z_{1}\right\rangle\left\langle C_{u}(t) \mid w\right\rangle\right) u(t) \tag{20}
\end{align*}
$$

By restricting the sums to the words $w$ whose length $|w|$ satisfies $1 \leq|w| \leq k$, we obtain a function $y_{k}^{(n)}(t)$ approximating $y^{(n)}(t)$ up to order $k$. And then

$$
\begin{equation*}
\left|y_{k}^{(n)}(t)-y^{(n)}(t)\right|=O\left(t^{k+1}\right) \tag{21}
\end{equation*}
$$

## A. Generalization at time $t=t_{i}$

For a single input with drift, the system $(\Sigma)$ can be written at $t=t_{i}$ :

$$
\left\{\begin{array}{l}
\dot{q}\left(t_{i}+h\right)=f_{0}\left(q\left(t_{i}+h\right)\right)+f_{1}\left(q\left(t_{i}+h\right)\right) u\left(t_{i}+h\right) \\
y\left(t_{i}+h\right)=g\left(q\left(t_{i}+h\right)\right)
\end{array}\right.
$$

By setting

$$
\left\{\begin{align*}
U_{i}(h) & =u\left(t_{i}+h\right)  \tag{23}\\
Y_{i}(h) & =y\left(t_{i}+h\right) \\
Q_{i}(h) & =q\left(t_{i}+h\right)
\end{align*}\right.
$$

we obtain the following system

$$
\left(\Sigma_{i}\right) \quad\left\{\begin{align*}
\dot{Q}_{i}(h) & =f_{0}\left(Q_{i}(h)\right)+f_{1}\left(Q_{i}(h) U_{i}(h)\right.  \tag{24}\\
Y_{i}(h) & =g\left(Q_{i}(h)\right)
\end{align*}\right.
$$

And $G_{i}$ is the generating series of $\left(\Sigma_{i}\right)$.
By setting $\psi_{i, k}(h)=\xi_{k}\left(t_{i}+h\right)$, then $\psi_{i, k}(h)$ is the $k$ th primitive of $u\left(t_{i}+h\right)$ or the $k$ th primitive of $U_{i}(h)$.

We have the equalities

$$
\begin{equation*}
\xi_{1}\left(t_{i}+h\right)=\int_{t_{i}}^{t_{i}+h} u(\tau) d \tau=\int_{0}^{h} U_{i}(t) d t=\psi_{i, 1}(h) \tag{25}
\end{equation*}
$$

And then, we can prove recursively that the Chen's integral $\int_{t_{i}}^{t_{i}+h} \delta(w)$ can be computed as an integral $\int_{0}^{t} \delta(W)$ by considering $U_{i}(t)$ instead of $u\left(t_{i}+t\right)$.

## IV. Application to curves drawing

We present an application to the curve drawing of the solution of differential equations. We consider a differential equation

$$
\begin{equation*}
y^{(N)}(t)=\phi\left(t, y(t), \cdots, y^{(N-1)}(t), u(t)\right) \tag{26}
\end{equation*}
$$

with initial conditions

$$
y(0)=y_{0,0}, \cdots, y^{(N)}(0)=y_{0, N}
$$

It can be written for $y=q_{1}$ :

$$
\begin{cases}q_{1}^{(1)} & =q_{2}  \tag{27}\\ q_{2}^{(1)} & =q_{3} \\ \cdots & =\cdots \\ q_{N}^{(1)} & =\phi\left(t, q_{1}, \cdots, q_{N}\right)\end{cases}
$$

We assume that
$\phi\left(t, q_{1}, \cdots, q_{N}\right)=P_{0}\left(q_{1}, \cdots, q_{N}\right)+\sum_{j=1}^{m} P_{j}\left(q_{1}, \cdots, q_{N}\right) u_{j}(t)$
for $P_{0}, P_{1}, \cdots, P_{m}$ polynomials in commutative variables $q_{1}, \cdots, q_{N}$.

For an analytical affine single input system $(\Sigma)$ then $m=1$ and the vector fields are $f_{0}, f_{1}$, corresponding to $P_{0}, P_{1}$.

We propose a curve drawing of the output $y(t)$ of this system in $[0, T]=\bigcup\left[t_{i}, t_{i+1}\right]_{0<i<n-1}$ according to the
following algorithm:
Firstly, we compute a generic expression of the generating series $G_{t}$.

- Initial point $t_{0}=0$ :
$y(0)=q_{1}(0), \cdots, y^{(N-1)}(0)=q_{N}(0)$ are given.
The vector fields $f_{0}, f_{1}$ applied to $g(q)$ evaluated in $t_{0}$ provide $\left\langle G_{0} \mid w\right\rangle$ for $|w| \leq k$
- Step $i$ :

Knowing $y\left(t_{i-1}\right)=q_{1}\left(t_{i-1}\right), \cdots, y^{(N-1)}\left(t_{i-1}\right)=$ $q_{N}\left(t_{i-1}\right)$ and $\left\langle G_{i-1} \mid w\right\rangle$ (for $|w| \leq k$ ), we compute $y\left(t_{i}\right), \cdots, y^{(N-1)}\left(t_{i}\right)$ according to section 3 and $\left\langle G_{i} \mid w\right\rangle$ (for $|w| \leq k$ ) by applying the vector fields $f_{0}, f_{1}$ to $g(q)$ at $q\left(t_{i}\right)$.
We draw the local curve of the function $t_{i-1}+d t \rightarrow$ $y\left(t_{i-1}+d t\right)$ on the interval $\left[t_{i-1}, t_{i}\right]$.

- Final point $t=T=t_{n}$ :
stop at $i=n$.


## A. Genericity of the method

The computing of the coefficients

$$
\left\langle G_{i} \mid z_{j_{0}} \cdots z_{j_{l}}\right\rangle=\left.f_{j_{0}} \cdots f_{j_{l}} g(q)\right|_{q\left(t_{i}\right)}
$$

is generic.
The computing of the expressions of

$$
Y_{i}(h)=y\left(t_{i}+h\right)=y\left(t_{i}\right)+\sum_{|w| \leq k}\left\langle G_{i} \mid w\right\rangle\left\langle C_{U_{i}}(h) \mid w\right\rangle
$$

and of

$$
\begin{align*}
Y_{i}^{(1)}(h)= & \left\langle G_{i} \mid z_{0}\right\rangle+\sum_{1 \leq|w| \leq k}\left\langle G_{i} \mid w z_{0}\right\rangle\left\langle C_{U_{i}}(h) \mid w\right\rangle+  \tag{28}\\
& \left(\left\langle G_{i} \mid z_{1}\right\rangle+\sum_{1 \leq|w| \leq k}\left\langle G_{i} \mid w z_{1}\right\rangle\left\langle C_{U_{i}}(h) \mid w\right\rangle\right) U_{i}(h)
\end{align*}
$$

are generic too.
We use the previous algorithm by specifying $t_{i}$ at every step in the previous expressions.

## B. Example: Duffing equation

Its equation is the following:

$$
\begin{align*}
& y^{(2)}(t)+a y^{(1)}(t)+b y(t)+c y^{3}(t)=u(t) \\
& y(0)=y_{0}  \tag{29}\\
& y^{(1)}(0)=y_{1,0}
\end{align*}
$$

It can be written as a first order differential system

$$
\left\{\begin{align*}
q_{1}^{(1)}(t) & =q_{2}(t)  \tag{30}\\
q_{2}^{(1)}(t) & = \\
& -a q_{2}(t)-b q_{1}(t)-c q_{1}^{3}(t)+u(t) \\
y(t) & F(q(t))+u(t) \\
q_{1}(0)=y_{0}, & q_{1}(t)=g(q) \\
& q_{2,0}=y_{1,0}
\end{align*}\right.
$$

The vector fields are

$$
\begin{aligned}
f_{0}\left(q_{1}, q_{2}\right)= & q_{2} \frac{\partial}{\partial q_{1}}-\left(a q_{2}+b q_{1}+c q_{1}^{3}\right) \frac{\partial}{\partial q_{2}} \\
= & q_{2} \frac{\partial}{\partial q_{1}}+F(q) \frac{\partial}{\partial q_{2}} \\
& f_{1}\left(q_{1}, q_{2}\right)=\frac{\partial}{\partial q_{2}}
\end{aligned}
$$

1) We write generic equations describing the generating series $G_{i}$ at $t=t_{i}$ :

$$
\forall t_{i} \quad\left\langle G_{i} \mid z_{j_{1}} \cdots z_{j_{l}}\right\rangle=\left.\left(f_{j_{1}} \cdots f_{j_{l}} g(q)\right)\right|_{q\left(t_{i}\right)}
$$

Let us remark that

$$
\left\langle G_{i} \mid w z_{1}\right\rangle=0 \quad \forall w \in Z^{*}, \quad\left\langle G_{i} \mid w z_{1} z_{0}\right\rangle=0 \quad \forall w \in Z^{+}
$$

For instance, for order $k=3$, we have only to compute 6 coefficients of $G_{i}$ instead of 15 coefficients.

$$
\begin{array}{ll}
\left\langle G_{i} \mid \epsilon\right\rangle & =q_{1}\left(t_{i}\right) \\
\left\langle G_{i} \mid z_{0}\right\rangle & =q_{2}\left(t_{i}\right) \\
\left\langle G_{i} \mid z_{0}^{2}\right\rangle & =F\left(q\left(t_{i}\right)\right) \\
\left\langle G_{i} \mid z_{1} z_{0}\right\rangle & =1 \\
\left\langle G_{i} \mid z_{0}^{3}\right\rangle & =\left(q_{2} \frac{\partial}{\partial q_{1}} F(q)+F(q) \frac{\partial}{\partial q_{2}} F(q)\right)_{q\left(t_{i}\right)} \\
\left\langle G_{i} \mid z_{1} z_{0}^{2}\right\rangle & =-a \tag{31}
\end{array}
$$

2) We write generic approximate expression of the output $y\left(t_{i+1}\right)$ and its derivative $y^{(1)}\left(t_{i+1}\right)$ for every $t=$ $t_{i+1}=t_{i}+h$ at order $k:$

$$
\begin{align*}
& y\left(t_{i+1}\right)=\left\langle G_{i} \mid \epsilon\right\rangle+\sum_{1 \leq|w| \leq k}\left\langle G_{i} \mid w\right\rangle\left\langle C_{U_{i}}(h) \mid w\right\rangle \\
& y^{(1)}\left(t_{i+1}\right)=\left\langle G_{i} \mid z_{0}\right\rangle+ \\
& \sum_{1 \leq|w| \leq k}\left\langle G_{i} \mid w z_{0}\right\rangle\left\langle C_{U_{i}}(h) \mid w\right\rangle+ \\
& \left(\left\langle G_{i} \mid z_{1}\right\rangle+\sum_{1 \leq|w| \leq k}\left\langle G_{i} \mid w z_{1}\right\rangle\left\langle C_{U_{i}}(h) \mid w\right\rangle\right) U_{i}(h) \tag{32}
\end{align*}
$$

For instance, for order $k=3$

$$
\begin{align*}
Y_{i}(h)= & y\left(t_{i}+h\right) \\
= & y\left(t_{i}\right)+\left\langle G_{i} \mid z_{0}\right\rangle h+\left\langle G_{i} \mid z_{0}^{2}\right\rangle h^{2} / 2+ \\
& \left\langle G_{i} \mid z_{1} z_{0}\right\rangle \psi_{i, 2}(h)+\left\langle G_{i} \mid z_{0}^{3}\right\rangle h^{3} /(3!)+ \\
& \left\langle G_{i} \mid z_{1} z_{0}^{2}\right\rangle \psi_{i, 3}(h) \tag{33}
\end{align*}
$$

and

$$
\begin{align*}
Y_{i}^{(1)}(h)= & y^{(1)}\left(t_{i}+h\right) \\
= & \left\langle G_{i} \mid z_{0}\right\rangle+\left\langle G_{i} \mid z_{0}^{2}\right\rangle h+ \\
& \left\langle G_{i} \mid z_{1} z_{0}\right\rangle \psi_{i, 1}(h)+\left\langle G_{i} \mid z_{0}^{3}\right\rangle h^{2} / 2+ \\
& \left\langle G_{i} \mid z_{1} z_{0}^{2}\right\rangle \psi_{i, 2}(h) \tag{34}
\end{align*}
$$

3) And we use the algorithm of section 4 by specifying $t_{i}$ at every step. So we obtain the drawing of $y(t)$.

## C. Contribution of symbolic computing

The symbolic computing allows us to profit from the genericity and from the precision.

1) Genericity : We propose that one uses the formal expression of the generating series $G_{i}$ and of the output $y\left(t_{i}\right)$ and its derivative $y^{(1)}\left(t_{i}\right)$. Then we replace successively the expressions by their values at every step.
2) Precision : We can choose any order $k$ for approximating the output and its derivative. The error is on the order of $k+1$.

## D. Comparison with other methods

The main interest of this method consists in choosing the precision, not only by the size of the time interval $h$ but by the order of the approximation.
The quality of any approximation depends on the order, the
size of the interval but also depends on the roughness of the curve and the stability of the system [1]. When the system is stable, the drawing of the curve is suitable, by using our method, for a large period of time and a small order. In this case, our method is favourable. Otherwise we have to reduce the period of time in order to follow the true curve.
In comparison with Runge-Kutta methods, this method consists in selecting a much smaller number of steps, the local curve being acquired on every interval.
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# Generating series : a combinatorial computation 

Benmakrouha Farida, Hespel Christiane<br>Computer Science Department INSA - IRISA<br>20 Avenue des Buttes de Coësmes CS 1431535043 Rennes Cedex, France

## I. Introduction

The purpose of this paper is to apply combinatorial techniques for computing coefficients of rational formal series $\left(G_{k}\right)$ in two noncommutative variables and their differences at order k and $\mathrm{k}-1$. This in turn may help one to study validation of a family $\left(B_{k}\right)$ of bilinear systems, described by the series $\left(G_{k}\right)$ and global modeling of an unknown dynamical system $(\Sigma)$.
The model validation is a central problem in system identification [2]. In almost cases, the model validation consists, in a test that falsifies or not falsifies the model, using a validation data set.
Computing and bounding these differences, we propose an estimation of the error due to approximations by $\left(B_{k}\right)$. This error computation is a sum of differential monomials in the input functions and behavior system. We identify each differential monomial with its colored multiplicity and analyse our computation in the light of the free differential calculus.
We propose also a combinatorial interpretation of coefficients of $\left(G_{k}\right)$, according to [12]. These coefficients are powers of an operator $\Theta$ which is in the monoid generated by two linear differential operators $\Delta$ and $\Gamma$.
The n-th power of $\Theta$ is equal to the sum of the labels of all forests of colored increasing trees.
This error computation allows one to better measure the impact of noisy inputs on the convergence of $\left(B_{k}\right)$. Indeed, one can determine the contribution of the inputs and of the system in the error computation.

## II. A LOCAL MODELING OF THE UNKNOWN SYSTEM

The problem consists in modeling an unknown dynamic system $(\Sigma)$ for $t \in[0, T]=\bigcup_{i \in I}\left[t_{i}, t_{i}+\right.$ $d]$, when knowing some correlated sets of input/output.
We construct a behavioral model, based on the identification of its input/output functional (the generating series), in a neighborhood of every $t_{i}$, up to a given order $k$ [1], [4]. At once a local modeling by a bilinear system $\left(B_{i}\right)_{k}$ around every
$t_{i}$ is provided. Then a family $\left(\left(B_{i}\right)_{i \in I}\right)_{k}$, global modeling of the unknown system is produced, such that the outputs of $(\Sigma)$ and $\left(\left(B_{i}\right)_{i \in I}\right)_{k}$ coincide up to order $k$.

## III. THE BILINEAR SYSTEM

We consider a certain class $(\mathcal{G} P)$ enclosing the electric equation

$$
\begin{equation*}
y^{(1)}(t)=f(y(t))+u(t) \tag{1}
\end{equation*}
$$

where $u(t)$ is the input function
$\Sigma$, the unknown system is an affine system.
In this case, equation (1) can be written

$$
\left\{\begin{align*}
\dot{x} & =A_{0}(x)+A_{1}(x) u(t) \\
y(t) & =x(t)
\end{align*}\right.
$$

- $u(t)$ is the real input
- $\mathrm{x}(\mathrm{t})$ is the current state
- $A_{0}=a^{(0)} \frac{\partial}{\partial x}$ where $a^{(0)}=\left.f(x)\right|_{x(0)}$
- $A_{1}=\frac{\partial}{\partial x}$

The class $(\mathcal{G} P)$ encloses the nonlinear differential equation relating the current excitation $i(t)$ and the voltage $\mathrm{v}(\mathrm{t})$ across a capacitor [9]

$$
v^{(1)}+k_{1} v+k_{2} v^{2}=i(t)
$$

Let $a^{(i)}=\left.f^{(i)}(x)\right|_{x(0)}$
We notice that the fundamental formula [9]provides the following bilinear system $\left(B_{k}\right)$, approximating at order k :

$$
\left\{\begin{array}{l}
\dot{x}_{k}(t)=\left(M_{0}+M_{1} u(t)\right) x_{k}(t) \\
\bar{y}_{k}(t)=\lambda x_{k}(t)
\end{array}\right.
$$

where $\lambda=(x(0) \quad 1 \quad 0 \cdots 0)$

$$
x_{k}(0)=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

$M_{0}=\left(C_{z_{0} z_{1}^{k}}\right)\left(\operatorname{resp} M_{1}=\left(C_{z_{1}^{k+1}}\right)\right)$ expressed in basis $\left(C_{z_{1}^{k}}\right)$.

$$
\begin{gathered}
M_{0}=\left(\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
a^{(0)} & a^{(1)} & a^{(2)} & \cdots & a^{(k)} \\
0 & a^{(0)} & 2 a^{(1)} & \cdots & 0 \\
0 & 0 & a^{(0)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \\
0 & 0 & 0 & \cdots & 0
\end{array}\right) \\
M_{1}=\left(\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \\
0 & 0 & 0 & \cdots & 0
\end{array}\right)
\end{gathered}
$$

So, at order k , we obtain the ith derivative of the state vector x as a function of the previous ones. Our solution consists of two steps : to compute $x_{(k-n) k}^{(k-n+i)}(0)$ and to compute the difference of the ith derivative $x_{2 k}^{(i)}(0)-x_{2(k-1)}^{(i)}(0)$.
IV. First step : Computation of $x_{(k-n) k}^{(k-n+i)}(0)$

By derivating and term's regrouping, we can

$$
\begin{aligned}
& \text { show that : } \\
& =x_{(k-n) k}^{(k-n+i)}(0) \\
& \sum_{m=1}^{\min (i+1, k-1)} a^{(m)} \sum_{l=1}^{k-n-1}\binom{k-n-l+m-1}{m} \\
& +\quad\left(a^{(0)}+u^{(0)}\right)^{l-1} x_{(k-n-l+m) k}^{(k-n-l+m+i-m)}(0) \\
& +\sum_{m=1}^{i+1} u^{(m)} \sum_{l=1}^{k-n-2}\binom{k-n-l+i}{m} \\
& \left(a^{(0)}+u^{(0)}\right)^{l-1} x_{(k-n-l) k}^{(k-n-l+i-m)}(0)+1 \\
& (i f \quad m=i+1)
\end{aligned}
$$

We analyze now these equations in the light of the free differential calculus. Considering the derivative $a^{(i)}$ and $u^{(i)}$ specialized in time $\mathrm{t}=0$ as differential letters, it is clear that our computation is a sum of differential monomials in a and $u$.

## A. Colored partitions and multiplicities

A number partition or multiplicity is a sequence $\mu=\left(\mu_{1}, \mu_{2}, \mu_{3}, \cdots\right)$ (often written as $1^{\mu_{1}} 2^{\mu_{2}} 3^{\mu_{3}} \cdots$ ) of nonnegative integers. On a single letter a , the differential monomials become :

$$
\begin{gathered}
a^{\mu}=\left(a^{\left(i_{1}\right)}\right)^{e_{1}}\left(a^{\left(i_{2}\right)}\right)^{e_{2}} \cdots\left(a^{\left(i_{q}\right)}\right)^{e_{q}} \\
1 \leq i_{1}<i_{2}<\ldots i_{q}
\end{gathered}
$$

Such a monomial is indexed by the following partition [10] :

$$
\mu=\left(i_{1}^{\mu_{i_{1}}} i_{2}^{\mu_{i_{2}}} \cdots i_{q}^{\mu_{i_{q}}}\right)
$$

Let $C=\{a, u\}$ be a set of two colors. We call colored partition on C an element of the free monoid generated by the cartesian product $N \times N$ i.e. any finite sequence of couples of nonnegative integers

$$
\mu=\left(\left(\mu_{1}^{a}, \mu_{1}^{u}\right),\left(\mu_{2}^{a}, \mu_{2}^{u}\right), \cdots\right)
$$

So, a colored partition $\mu$ will denote the differential monomial

$$
\begin{gathered}
a^{\mu}=\left(a^{\left(i_{1}\right)}\right)^{e_{1}} \cdots\left(a^{\left(i_{p}\right)}\right)^{e_{p}}\left(u^{\left(j_{1}\right)}\right)^{f_{1}} \cdots\left(u^{\left(j_{q}\right)}\right)^{f_{q}} \\
1 \leq i_{1}<i_{2}<\ldots i_{p}, \quad 1 \leq j_{1}<i_{2}<\ldots j_{q}
\end{gathered}
$$

where $e_{l}\left(\operatorname{resp} f_{l}\right)=\mu_{i_{l}}^{a}\left(\operatorname{resp} \mu_{j_{l}}^{u}\right)$. The weight and the size of $\mu$ are defined as follows :

$$
\begin{aligned}
& w g t(\mu)=\sum_{c} \sum_{k} k \cdot \mu_{k}^{c} \\
& \operatorname{size}(\mu)=\sum_{c} \sum_{k} \mu_{k}^{c}
\end{aligned}
$$

The empty partition is noted $\epsilon$.
If $L$ is the set of colored partitions, we define a partial order $\ll$ on $L$ :

$$
\nu=\left\{\left(\nu_{i}^{a}, \nu_{i}^{u}\right)\right\} \ll \mu=\left\{\left(\mu_{i}^{a}, \mu_{i}^{u}\right)\right\}
$$

if

$$
\nu_{i}^{a} \leq \mu_{i}^{a} \quad \text { and } \quad \nu_{i}^{u} \leq \mu_{i}^{u} \quad \forall i
$$

$L$, with this partial ordering forms a Young lattice.
[11]
We consider now $B_{i}$ a subset of $L$ defined by:

$$
\{\mu / w g t(\mu)=i\}
$$

and we note $I\left(\mu_{\max }\right)$ the order ideal generated by $\mu_{\max }$, if

$$
\mu_{\max }=\max \left(\mu / \mu \in B_{i}\right)
$$

## B. Combinatorial analysis of our computation

Let us now interpret combinatorially our computation by identifying each differential monomial with its colored multiplicity. The recursive relation is captured by the operation :

$$
\mu_{\max } \odot c=\sum_{\substack{\nu \in I\left(\mu_{\max } \\ w g t(\nu)=j \leq i\right.}} c^{(i-j+1)} \cdot \nu
$$

By factorizing according to the colored partitions, we get :

$$
x_{(k-n) k}^{(k-n+i)}=\sum_{c} \sum_{\substack{\nu \in I\left(\mu_{\max } \\ w g t(\nu)=j \leq i\right.}} c^{(i-j+1)} \cdot \nu \cdot g_{\left(c^{(i-j+1)} \nu\right)}^{1}
$$

where :

$$
g_{a^{(m)} \nu}^{l}=\left(a^{(0)}+u^{(0)}\right)^{m+1} \sum_{p=m}^{n_{l}+m}\binom{l}{m} g_{v}^{p}
$$

and

$$
g_{u^{(m)} \nu}^{l}=\left(a^{(0)}+u^{(0)}\right)^{m-1} \sum_{p=1}^{n_{l}}\binom{l+i+1}{m} g_{v}^{p}
$$

with $n_{1}=k-n-1, \quad n_{l}=l \quad \forall l>1$

$$
g_{\epsilon}=1
$$

## C. Computation of $x_{(k-n) k}^{(k-n+i)}(0)$

We consider now permutations of a colored partition $\mu$ on an alphabet $X=\bigcup_{c \in C} X_{c}$. A permutation [11] of $\mu$ is a word in which each letter belongs to X and for each $x_{i} \in X$, the total number of appearances of $x_{i}$ in the word is $\mu_{i}^{c}$, for some $c \in C$
Let us note $\pi=\xi_{1} \xi_{2} \cdots \xi_{s i z e(\mu)}$ a permutation of $\mu$ and $\sigma_{\mu}$ the set of permutations of $\mu$.
Since, our alphabet

$$
X_{a}=\left\{a^{(p)} \mid p=1, \min (k-1, i+1)\right\}
$$

and

$$
\begin{gathered}
\left.X_{u}=\left\{u^{(p)} \mid p=1, i+1\right)\right\} \\
\xi_{j}=c^{\left(i_{j}\right)}
\end{gathered}
$$

, for some $\left(c, i_{j}\right)$.
$x_{(k-n) k}^{(k-n+i)}$ is a linear combination of monomial $y_{1}^{\lambda_{1}} \cdots y_{n}^{\lambda_{n}}\left(y_{i} \in X_{a} \bigcup X_{u}\right)$ and all distinct monomials obtained from it by a permutation of variables.
We get finally, if $s=\left(\sum_{j} j \mid \quad \mu_{j}^{u} \neq 0\right)$ and r $=\operatorname{size}(\mu)$
$x_{(k-n) k}^{(k-n+i)}=\sum_{w g t(\mu)=i+1} \mu \cdot\left(a^{(0)}+u^{(0)}\right)^{k-n+i-r-s} g_{\mu}^{n}$

$$
g_{\mu}^{n}=\sum_{\pi \in \sigma_{\mu}} A_{1} \prod_{j=2}^{r} A_{j}+b
$$

where:
$A_{j}=\left\{\begin{array}{lll}\sum_{m_{j}=i_{j}}^{m_{j-1}+i_{j}}\binom{m_{j}}{i_{j}} & \text { if } & \xi_{j}=a^{\left(i_{j}\right)} \\ \sum_{m_{j}=1}^{m_{j-1}=1}\binom{m_{j}+i-j+2}{i_{j}} & \text { if } & \xi_{j}=u^{\left(i_{j}\right)}\end{array}\right.$
$A_{1}=\left\{\begin{array}{llll}\sum_{m_{1}=m}^{k-n-2+m}\binom{m_{1}}{i_{1}} & \text { if } & \xi_{1}=a^{\left(i_{1}\right)} & g_{\mu}^{1} \text { defined previously. } \\ \sum_{m_{j}=1}^{k-n-2}\binom{m_{1}+i+1}{i_{1}} & \text { if } & \xi_{1}=u^{\left(i_{1}\right)} & \sigma_{\nu}^{1}=\left\{\pi \in \sigma_{\nu} \mid \pi \neq \nu_{1} . \mu, \operatorname{size}\left(\nu_{1}\right)<\operatorname{size}(\nu)\right.\end{array}\right.$
and $\mathrm{b}=1$ if $\xi_{1}=u^{(i+1)}, 0$ otherwise.
Remark : $x_{(k-n) k}^{(k-n+i)}$ is not a symmetric polynomial even if its structure is the same, because input and system contributions are different.

$$
\text { and } \left.\pi \neq\left(a^{(1)}\right)^{r-1} . \xi_{r}\right\}
$$

$$
\begin{aligned}
& \text { V. SECOND STEP: COMPUTATION OF } \\
& x_{2 k}^{(k+i)}(0)-x_{2(k-1)}^{(k+i)}(0)
\end{aligned}
$$

The first derivative coincide up to order k - 2 , but at order $\mathrm{k}-1$, we have
$x_{2 k}^{(k-1)}-x_{2(k-1)}^{(k-1)}=0$ and $x_{j k}^{(k-1)}-x_{j(k-1)}^{(k-1)} \neq 0$.
Let $M$ (resp $P$ ) the set of partitions on the single letter a (resp u)
$W_{i}$ a subset of $M$ defined by

$$
\{\nu \mid 1 \leq \operatorname{size}(\nu) \leq i+2\}
$$

$V_{i}$ a subset of $P$ defined by
$\left\{\lambda \left\lvert\, \operatorname{size}(\lambda)=\left\lfloor\frac{i}{2}\right\rfloor\right., w g t(\lambda) \leq i-2 \quad\right.$ or $\quad \lambda=u^{(i-2)} \quad$ or $\left.\quad \lambda=u^{(i-1)}\right\}$ and $S_{l}$ a subset of $L$ defined by

$$
\{\mu \mid w g t(\mu)=l\}
$$

We define now an operation $\nabla: M \times P \times L \mapsto L$

$$
\nabla(\nu, \lambda, \mu)=\left(\left(\nu_{i}+\mu_{i}^{a}, \lambda_{i}+\mu_{i}^{c}\right)\right)_{i}
$$

and a subset $P_{t}$ of $L \quad \forall 0 \leq t \leq i$
$P_{t}=\left\{\tau=\nabla(\nu, \lambda, \mu) \mid \quad \mu \in S_{t}, \lambda \in V_{i}, \nu \in W_{i}, w g t(\tau)=k+i-1\right\}$
We obtain, by a straightforward computation :
$x_{2 k}^{(k+i)}-x_{2(k-1)}^{(k+i)}=\sum_{\substack{\nabla(\nu, \lambda, \mu) \in P_{t} \\ 0 \leq t \leq i}} \nabla(\nu, \lambda, \mu) \quad h_{\nu} \cdot f_{\lambda} \cdot g_{\mu}^{1} \cdot\left(a^{(0)}+u^{(0)}\right)^{k+i-2-r}$
where

$$
f_{\lambda}=\sum_{\pi \in \sigma_{\lambda}} \prod_{l=1}^{s i z e(\lambda)}\binom{k+i-2 l}{k+i-2 l-i_{j}}
$$

$h_{\nu}= \begin{cases}\sum_{\pi \in \sigma_{\nu}^{1}} \prod_{j=1}^{r-2}\binom{i_{j}+i_{j+1}-1}{i_{j+1}}\binom{k-2}{i_{r}} & \text { if } \\ 1 & \text { if } \\ \text { size }(\nu) \neq 1 \\ & \text { ize }(\nu)=1\end{cases}$
with

$$
r=\operatorname{size}(\nu
$$

)

$$
r_{1}=r+\operatorname{size}(\mu)
$$

$$
s=\left(\sum_{j} j \mid \mu_{j}^{u} \neq 0\right)
$$

$$
\pi=\xi_{1} \xi_{2} \cdots \xi_{r}
$$

$$
\xi_{j}=c^{\left(i_{j}\right)}
$$

Taking into account that $\bar{y}_{k}^{(i)}(0)=x_{2 k}^{(i)}(0)$, we obtain a right computation of the output's difference at order k and $\mathrm{k}-1$. By majorization of these output's differences, and when k tends towards infinity, we get an overestimation of the error due to approximation by the ( $B_{k}$ )

## VI. CoEfficients of The generating series

We give, in this section, a combinatorial interpretation of coefficients of generating series. In [12], the author define increasing trees, model used to describe powers of a differential linear operator. We extend this concept to multiple operators by introducing colored increasing trees.

## A. Forest of colored increasing trees

A forest of increasing trees on $\{1, \cdots, n\}$, according to [12], is a set of rooted increasing trees, the set of vertices of which is exactly [ n$]$ and such each vertex is smaller than all its successors. To take into account the multiplicity of operators,, we use a notion of a "colored partition" ([11]). For each vertex $i$, we color $i$ any one of $c_{i}$ colors. Let $C$ the set of colors. We define colored increasing trees on cartesian product $\{1, \cdots, n\} \times C$.

## B. Combinatorial interpretation

The author shows that the n-power of a linear differential operator is equal to the sum of the labels of all forests of increasing trees on $\{1, \cdots n\}$. So, in our case, the label of a forest on $\{1, \cdots, n\} \times C$ is a noncommutative monomial and is defined as :

$$
\Pi_{(i, c) \in\{1, \cdots, n\} \times C} P^{(\alpha(i, c))} \frac{\partial^{k}}{\partial q}
$$

where
$P(q)=1$ or $P(q)=a^{(0)}$
$\alpha(i, c)$ is the number of sons of the node (i,c) $k$ is the number of trees of the forest.

## C. Application

We consider the class $(\mathcal{G P})$ given in the previous section. According to ([5]), the coefficients of the generating series are :

$$
\left\langle G \mid z_{i_{1}} z_{i_{2}} \cdots z_{i_{k}}\right\rangle=\left[A_{i_{1}} \circ A_{i_{2}} \circ \cdots \circ A_{i_{k}} \circ h(q)\right]_{0}
$$

where :

$$
A_{i_{j}}=a^{(0)} \frac{\partial}{\partial q}
$$

or

$$
A_{i_{j}}=\frac{\partial}{\partial q}
$$

Let us define two differential operators

$$
\begin{gathered}
\Delta=a^{(0)} \frac{\partial}{\partial q} \\
\Gamma=\frac{\partial}{\partial q}
\end{gathered}
$$

These coefficients are powers of an operator $\Theta$ which is in the monoid generated by the two linear differential operators $\Delta$ and $\Gamma . C=\left\{c_{1}, c_{2}\right\}$

The 2-power of operator $\Theta$ is :
$\Theta^{2}=\left\langle G \mid z_{1} z_{0}\right\rangle+\left\langle G \mid z_{0} z_{1}\right\rangle+\left\langle G \mid z_{0} z_{0}\right\rangle+\left\langle G \mid z_{1} z_{1}\right\rangle$
The colored increased trees are :


The labels of these trees are monomials $P^{(0)} P^{(1)} \frac{\partial}{\partial q}, P^{(0)^{2}} \frac{\partial}{\partial q}^{2}$
Each colored vertex is associated to $P(q)=1$ or $P(q)=a^{(0)}$
We note that, since the observation function $h(q)$ is the identity function, all the powers of $\frac{\partial^{n}}{}{ }^{n}$, $n \geq 2$ are zero.

## VII. CONCLUSION

The validation which is presented in this paper is not statistical. It consists in valuing the convergence of a bilinear models family $\left(B_{k}\right)$ on the unknown system $(\Sigma)$ by an effective symbolic computation. It displays the respective contributions of the input and of the system itself.
More than a symbolic validation, these computing tools are parameterized by the input and the system's behavior. They can particularly provide a valuation process for rough and oscillating inputs as well as for smooth inputs.
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# On approximation of nonlinear generating series by rational series 
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#### Abstract

In his article we propose an improvement of the method of identification and modeling of dynamical systems of Hespel-Jacob in the case of a single input. Our new method allows one to construct, whenever possible, the unique bilinear system of minimal rank satisfying all conditions obtained during the process of identification of the coefficients of the generating series of the dynamical system. Most importantly, we can unambiguously recognize a rational power series of rank $r$ from the information obtained from the first $2 r-1$ derivatives of the output of the dynamical system.


Index Terms-Formal power series, Hankel matrices, dynamical systems, finite analysis of dynamical systems, generating series, identification of dynamical systems, modeling of dynamical systems.

## I. Introduction

The causal input/output functionals can be described by a certain noncommutative formal power series: the generating (or Fliess) series. The generating series is a canonical representation of the causal functional, in the sense that different functionals have different generating series. The functional corresponding to a generating series is obtained as a product with another noncommutative power series depending on the input: the Chen series.
If the system of equations defining a causal functional is not known, we may consider it as a black box [12], [14] and identify the coefficients of the generating series from the input/output behavior. It was shown by Hespel and Jacob that it is possible to identify the coefficients of the generating series $G$ using a sufficient number of appropriate correlated input/output sets and their derivatives, up to an arbitrary order $k$ [10], [11]. The proof is of a combinatorial nature, the coefficient of the generating series being binomial coefficients.

Once a generating series is identified up to order $k$, it is possible to construct a rational series of minimal rank that coincides with it up to order $k$ [7], [8], [9]. A rational series corresponds to a bilinear dynamical system that can be constructed using the dependencies between the columns of its Hankel matrix. As a result, the method of Hespel-Jacob allows one to construct a bilinear system that approximates an unknown system with an error of $O\left(t^{k}\right)$.

Since the combinatorial explosion makes it difficult to identify the coefficients of high order, it would be quite

[^14]interesting to better profit from all the information available to us and identify more generating series coefficients. Moreover, in general, there may be more than one rational series of minimal rank that coincides with a given nonlinear generating series up to order $k$.

In this article, we thus propose to reduce as much as possible the problem of choosing one of those rational series, for the case of systems with a single input. The main idea is to use the partial information about the coefficients of orders greater then $k$ that was obtained during the identification. Indeed, during the modeling step, one uses only the values of the coefficients of orders up to $k$. However, some of linear combinations of the coefficients of higher order were also identified at the identification step. We propose thus an algorithm that uses this additional information in order to give the rational series that fits best to the known data. In the cases when the series is rational of rank $r$ such that the output derivatives of orders up to $2 r-1$ were used during the identification, we show that this rational series can be uniquely determined.

## II. Preliminaries

By a dynamical system we will mean an affine system of ordinary differential equations of the form
( $\Sigma$ )

$$
\left\{\begin{array}{l}
\dot{\mathbf{q}}(t)=\mathbf{v}_{0}(\mathbf{q})+\sum_{j=1}^{m} \mathbf{v}_{j}(\mathbf{q}) u_{j}(t)  \tag{II.1}\\
y(t)=h(\mathbf{q}(t))
\end{array}\right.
$$

where

1) $\mathbf{u}(t)=\left(u_{1}(t), \ldots, u_{m}(t)\right)$ is the input vector,
2) $\mathbf{q}(t) \in \mathcal{M}$ is the current state, where $\mathcal{M}$ is a real differential manifold,
3) $\left\{\mathbf{v}_{0}, \ldots, \mathbf{v}_{m}\right\}$ is a family of smooth vector fields on $\mathcal{M}$,
4) $h: \mathcal{M} \rightarrow \mathbb{R}$ is a smooth function called the observation map,
5) $y(t) \in \mathbb{R}$ is the output function.

We will be working with the causal functional that associates to the set of $m$ input functions (commands) $\mathbf{u}(t)$ the corresponding output function $y(t)$. To the commands $u_{1}(t), u_{2}(t), \ldots, u_{m}(t)$ we associate an alphabet $\mathcal{Z}=$ $\left\{z_{0}, z_{1}, \ldots, z_{m}\right\}$ of $(m+1)$ letters, $z_{0}$ being associated to the drift (which we will represent as an additional constant input function $\left.u_{0}(t) \equiv 1\right)$. To every multi-index $I=\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ we associate a word $w=z_{I}=z_{i_{1}} z_{i_{2}} \cdots z_{i_{k}}$. These words form $\mathcal{Z}^{*}$, the free monoid over $\mathcal{Z}$. (The empty word is denoted by $\varepsilon$.)

The behavior of causal functionals is uniquely described by two noncommutative power series: the generating series and the Chen series.

The generating series $G=\sum_{w \in \mathcal{Z}^{*}}\left\langle G \mid z_{I}\right\rangle z_{I}$ [4] is the geometric contribution and it is independent of the input. Its coefficients $\left\langle G \mid z_{I}\right\rangle$ are obtained by iteratively applying Lie derivatives corresponding to the vector fields to the observation map and evaluating the resulting expression at the initial state $\mathbf{q}_{0}$ :

$$
\left\langle G \mid z_{I}\right\rangle=\left\langle G \mid z_{i_{1}} z_{i_{2}} \cdots z_{i_{k}}\right\rangle=\left.\mathbf{v}_{i_{1}} \circ \mathbf{v}_{i_{2}} \circ \cdots \circ \mathbf{v}_{i_{k}} \circ h\right|_{\mathbf{q}_{0}} .
$$

The generating series completely describes the causal functional. More precisely, two formal power series define the same functional if and only if they are equal [5], [16].

The Chen series $\mathcal{C}_{u}(t)=\sum_{w \in \mathcal{Z}^{*}}\left\langle\mathcal{C}_{u}(t) \mid z_{I}\right\rangle z_{I}$ measures the input contribution [1], [2], and is independent of the system. The coefficients of the Chen series are calculated recursively by integration using the following two relations:

- $\left\langle\mathcal{C}_{u}(t) \mid \varepsilon\right\rangle=1$,
- $\left\langle\mathcal{C}_{u}(t) \mid w\right\rangle=\int_{0}^{t}\left\langle\mathcal{C}_{u}(\tau) \mid v\right\rangle u_{j}(\tau) d \tau$ for a word $w=v z_{j}$.

The causal functional $y(t)$ is then obtained locally as the product of the generating series and the Chen series [6]:

$$
\begin{equation*}
y(t)=\left\langle G \| \mathcal{C}_{u}(t)\right\rangle=\sum_{w \in \mathcal{Z}^{*}}\langle G \mid w\rangle\left\langle\mathcal{C}_{u}(t) \mid w\right\rangle \tag{II.2}
\end{equation*}
$$

This formula is known as the Peano-Baker formula, as well as the Fliess' fundamental formula. Differentiating (II.2), we obtain

$$
\begin{equation*}
\frac{d^{n} y(t)}{d t^{n}}=\sum_{w \in \mathcal{Z}^{*}}\langle G \mid w\rangle\left\langle\left.\frac{d^{n}}{d t^{n}} \mathcal{C}_{u}(t) \right\rvert\, w\right\rangle \tag{III.3}
\end{equation*}
$$

Note that only the time derivatives of the Chen series appear in this expression. Their exact or at least recursive formula is needed. It can be shown in a straightforward way that [15]

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}} \mathcal{C}_{u}(t)=\mathcal{C}_{u}(t) A_{n}(t) \tag{II.4}
\end{equation*}
$$

where the noncommutative polynomials $A_{n}(t)$ are recursively defined by the following relations

$$
\begin{equation*}
A_{0}(t)=1, \quad A_{n+1}(t)=\mathcal{L}_{u}(t) A_{n}(t)+\frac{d}{d t} A_{n}(t) \tag{II.5}
\end{equation*}
$$

where $\mathcal{L}_{u}(t)=\sum_{z_{i} \in \mathcal{Z}} u_{i}(t) z_{i}$. Thus we finally obtain that

$$
\begin{equation*}
\left.\frac{d^{n}}{d t^{n}} y(t)\right|_{t=0}=\sum_{w \in \mathcal{Z}^{*}}\langle G \mid w\rangle\left\langle A_{n}(0) \mid w\right\rangle \tag{II.6}
\end{equation*}
$$

The Hankel matrix of a formal power series $G$ is an infinite matrix with columns and rows indexed by the monomials from $\mathcal{Z}^{*}$ ordered lexicographically, such that the entry on the intersection of the row $u$ and the column $v$ is $\langle G \mid u v\rangle$.

Theorem II.1. A (real-valued) formal power series is recognizable if and only if its Hankel matrix has finite rank [3].

Theorem II.2. A (real-valued) formal power series is rational if and only if it is recognizable [13].

The following result due to Fliess is also important in this article.

Theorem II.3. If all the rows (columns) corresponding to monomials of a certain fixed length are linear combinations of previous rows (columns), then all the following rows (columns) are also linear combinations thereof.

Corollary II.4. If a rational series in two variables is of rank $n$, then the upper left block of the Hankel matrix of size $\left(2^{n}-1\right) \times\left(2^{n}-1\right)$ is of rank $n$.
Algorithm II.5. The method of Hespel-Jacob consists in two steps: identification of the coefficients of the generating series and construction of a bilinear model. A short description follows. For a complete description, see [7], [8], [9], [10], [11].

## - Identification.

The derivatives of the output are linear in the generating series coefficients and polynomial in the inputs $u_{j}$ and their derivatives (cf. (II.6)). Choosing appropriate input/output sets, certain linear combinations of the generating series coefficients can be identified (those are exactly the coefficients of the monomials in the inputs and their derivatives).
On the second stage of identification, the identified linear combinations are used to find the generating series coefficients themselves. Identification of coefficients of orders up to $k$ can be done using the output derivatives of orders up to $m=k+\lfloor k / 2\rfloor(k-\lfloor k / 2\rfloor)$, in the case of a series in two letters. However, not all the linear combinations are used during this step, but only those involving the coefficients of orders $\leq k$. The remaining linear combinations give only partial information about the individual coefficients.

- Modeling.

During the identification, the coefficients of the generating series were identified up to order $k$. These values are inserted into the Hankel matrix whose column basis is then calculated. The bilinear model is of the form

$$
\left\{\begin{array}{l}
\dot{\mathbf{x}}(t)=\left(M_{0}+\mathbf{u}(t) M_{1}\right) \mathbf{x}(t) \\
\mathbf{x}(0)=x_{0}
\end{array}\right.
$$

where $M_{0}$ and $M_{1}$ are matrices that are computed by expressing, in terms of the basis vectors, the left-multiplicative action of the letters of $\mathcal{Z}$ on the basis vectors. As the Hankel matrix is not completely determined, one obtains multi-parameter families of linear combinations of the basis vectors. The algorithm proposes to choose the linear combination that depends on the leftmost basis vectors.
We note that some partial information obtained during the identification is not used in the modeling. The main goal of this article is to fill this gap and to try to construct the unique model that fits best to all the available information. However, the unique model exists only if the generating series is rational of an appropriate rank. In the other cases, the modeling method we present here still has an advantage, as it allows one to construct a bilinear approximating system of rank $r$ using the output derivatives of orders up to $2 r-1 \leq$ $k+\lfloor k / 2\rfloor(k-\lfloor k / 2\rfloor)$. Thus the identification can be done using fewer input/output sets, which is quite imporatant he since
the necessary number of input/output sets grows exponentially with the increase of the order of differentiation of the output.

In order to simplify the explications, we will only deal with column operations. However, in practice, a more efficient strategy is to mix the column and row operations. In other words, our MAPLE package constructs both a row basis and a column basis of the Hankel matrix and uses both column and row dependencies during its "filling in". Even though it is possible to rely exclusively on column operations, the algorithm is simpler for a mixed strategy.

## III. IDENTIFICATION OF FORMAL POWER SERIES OF RANK 2

Corollary III.1. (of theorem (II.3)) If the Hankel matrix is of rank 2, then either $\left\{C_{\varepsilon}, C_{z_{0}}\right\}$ or $\left\{C_{\varepsilon}, C_{z_{1}}\right\}$ span the space of column vectors.

Theorem III.2. A rational generating series of rank 2 can be uniquely identified from the output derivative conditions (II.6) of orders up to 3 .

## Proof:

Without loss of generality, we can assume that $\left\{C_{\varepsilon}, C_{z_{0}}\right\}$ span the column space. If not, we can interchange $z_{0}$ and $z_{1}$. Let $\lambda=\left(g_{\varepsilon}, g_{0}\right), M_{0}=\left(\begin{array}{ll}0 & a \\ 1 & b\end{array}\right)$ and $M_{1}=\left(\begin{array}{ll}c & d \\ e & f\end{array}\right)$. Let us consider the following system of equations, equivalent to the conditions obtained from the output derivative conditions of orders up to 3 :

$$
\left\{\begin{array}{c}
\lambda M(z) \gamma=g_{i}\left(i=\varepsilon, z_{0}, z_{1}, z_{0}^{2}, z_{0} z_{1}, z_{1} z_{0}, z_{1}^{2}, z_{0}^{3}, z_{1}^{3}\right)  \tag{III.1}\\
\lambda\left(M\left(z_{0}^{2} z_{1}\right)+M\left(z_{0} z_{1} z_{0}\right)+M\left(z_{1} z_{0}^{2}\right)\right) \gamma=g_{001}+g_{010}+g_{100} \\
\lambda\left(M\left(z_{0} z_{1}^{2}\right)+M\left(z_{1} z_{0} z_{1}\right)+M\left(z_{1}^{2} z_{0}\right)\right) \gamma=g_{011}+g_{101}+g_{110}
\end{array}\right.
$$

Here $M\left(z_{i_{0}} \cdots z_{i_{k}}\right)=M_{i_{0}} \cdots M_{i_{k}}$, the coefficient of the rational series corresponding to a bilinear system of the type (II.7).

Appending to it the conditions of vanishing of all $3 \times 3 \mathrm{mi}-$ nors of the Hankel matrix involving the coefficients of orders up to 3 , we obtain a system in the unknowns $\{a, b, c, d, e, f\}$. Using Gröbner basis techniques, it is possible to show (it takes a significant amount of time) that it admits a solution for any value of the coefficients $g_{i}$ on the right-hand side of the equations (of course satisfying the minor vanishing conditions). Moreover, the solution is unique under an additional assumption that the rank of the Hankel matrix is strictly greater than 1.

Solving complicated systems of polynomial equations is a very useful tool from a theoretical point of view, but it becomes practically unfeasible as the number of equations and unknowns increases. However, we do not need to solve the most general system in every case. Firstly, one does not need to consider the most general case. Most of the generating series coefficients involved in the system are found during the identification. The system (III.1) can then be solved almost instantaneously. Secondly, the algorithm II. 5 allows one to find the two-parameter family of rational series of rank 2 having the given coefficients of orders up to 2 . Substituting it into the system (III.1) eliminates even more variables and any example of rank 2 can be easily solved this way. However, the systems
one has to solve become more difficult for higher-rank cases. We would like thus to propose a different method that involves solving mostly linear equations.

Algorithm III.3. The algorithm consists in a loop that includes the following three main steps.

1) Identify dependencies between the columns and use them to fill in a part of the matrix.
2) Solve the system of linear equations obtained during the identification, and substitute the solution into the Hankel matrix (thus some entries will be linear expressions of other entries).
3) (necessary only at ranks 4 and higher) Find a parameter (or a linear combination of parameters) in such a way that the rank of the Hankel matrix is "too high" for all but one value of this parameter (or linear combination of parameters). "Too high" means that is is greater then $\lfloor(m+1) / 2\rfloor$ when $m$ is the maximal order of output differentiation used during identification.

For generating series of rank 2, there are 3 different possible scenarios :

- $\left\{C_{\varepsilon}, C_{z_{0}}\right\}$ and $\left\{C_{\varepsilon}, C_{z_{1}}\right\}$ both form bases of the column space and $\left\{R_{\varepsilon}, R_{z_{0}}\right\}$ and $\left\{R_{\varepsilon}, R_{z_{1}}\right\}$ both form bases of the row space. In this case, filling in the matrix using the column dependencies allows one to find both unknown parameters of the two-parameter family.
- only one of $\left\{C_{\varepsilon}, C_{z_{0}}\right\}$ and $\left\{C_{\varepsilon}, C_{z_{1}}\right\}$ is a base of the column space or only one of $\left\{R_{\varepsilon}, R_{z_{0}}\right\}$ and $\left\{R_{\varepsilon}, R_{z_{1}}\right\}$ is a base of the row space. In this case, filling in the matrix allows one to find one of the unknown parameters. The other one is found from the equations (II.6).
- only one of $\left\{C_{\varepsilon}, C_{z_{0}}\right\}$ and $\left\{C_{\varepsilon}, C_{z_{1}}\right\}$ is a base of the column space and only one of $\left\{R_{\varepsilon}, R_{z_{0}}\right\}$ and $\left\{R_{\varepsilon}, R_{z_{1}}\right\}$ is a base of the row space. In this case, filling in the matrix is not sufficient to find any unknown parameters. But it allows one to diminish the number of unknown coefficients of the generating series and to find the unknown parameters one by one.
The algorithm is very easy in each case. But since complete explanations will not be feasible in higher-rank cases, we will illustrate in detail our techniques here, for cases 1 and 3 .

Example III.4. Let us first consider the following (bilinear) dynamical system which is an example of case 1 .

$$
\begin{cases}\dot{q}_{1}=-q_{2} &  \tag{III.2}\\ \dot{q}_{2}=q_{1}+q_{2}+\left(2 q_{1}+q_{2}\right) u, & q_{1}(0)=1 \\ y(t)=q_{1}(t)+2 q_{2}(t) & q_{2}(0)=0\end{cases}
$$

Using the algorithm II.5, we obtain the following information at order 3 of differentiation:

$$
\begin{gathered}
\langle\mathrm{G} \mid \varepsilon\rangle=1,\left\langle\mathrm{G} \mid z_{0}\right\rangle=2,\left\langle\mathrm{G} \mid z_{1}\right\rangle=4,\left\langle\mathrm{G} \mid z_{0}^{2}\right\rangle=1 \\
\left\langle\mathrm{G} \mid z_{0} z_{1}\right\rangle=2,\left\langle\mathrm{G} \mid z_{1} z_{0}\right\rangle=2,\left\langle\mathrm{G} \mid z_{1}^{2}\right\rangle=4,\left\langle\mathrm{G} \mid z_{0}^{3}\right\rangle=-1, \\
\left\langle\mathrm{G} \mid z_{0}^{2} z_{1}+z_{0} z_{1} z_{0}+z_{1} z_{0}^{2}\right\rangle=-3 \\
\left\langle\mathrm{G} \mid z_{0} z_{1}^{2}+z_{1} z_{0} z_{1}+z_{1}^{2} z_{0}\right\rangle=0,\left\langle\mathrm{G} \mid z_{1}^{3}\right\rangle=4 .
\end{gathered}
$$

Its Hankel matrix is thus as follows (with monomials ordered lexicographically) :

(where $x_{1}, x_{2}, y_{1}, y_{2}$ are yet unknown values). The rank of this matrix should be 2. Using the algorithm II.5, we obtain $\left\{C_{\varepsilon}, C_{z_{0}}\right\}$ as the basis of the column space, as well as
$\lambda=\left(\begin{array}{ll}1 & 2\end{array}\right), \mu\left(z_{0}\right)=\left(\begin{array}{cc}0 & 1-2 a \\ 1 & a\end{array}\right), \mu\left(z_{1}\right)=\left(\begin{array}{cc}0 & 2-2 b \\ 2 & b\end{array}\right)$,
where $a$ and $b$ are unknown parameters (recall that the algorithm does not use any coefficients of order 3 since most of them were not identified yet). The available information on the third-order terms allows us to conclude immediately that we also have $C_{z_{0}^{2}}=C_{z_{1}}-C_{\varepsilon}$ and $C_{z_{1}^{2}}=2 C_{\varepsilon}$.

Using the known values of the Hankel matrix, these two relations between the columns together with $C_{z_{1}}=2 C_{z_{0}}$ and their consequences, we obtain additional relations $-3-x_{1}-$ $x_{2}=4,-y_{1}-y_{2}=2 x_{1}, y_{1}=2 x_{2}, x_{2}=-2$ and $8=2 y_{2}$. Solving these equations, we obtain all the coefficients of order 3. The Hankel matrix is now

$$
\left(\begin{array}{ccccccccccccccc}
1 & 2 & 4 & 1 & 2 & 2 & 4 & -1 & -2 & 1 & 2 & -2 & -4 & 2 & 4 \\
2 & 1 & 2 & -1 & -2 & 1 & 2 & & & & & & & & \\
4 & 2 & 4 & -2 & -4 & 2 & 4 & & & & & & & & \\
1 & -1 & -2 & & & & & & & & & & & & \\
2 & 1 & 2 & & & & & & & & & & & & \\
2 & -2 & -4 & & & & & & & & & & & & \\
4 & 2 & 4 & & & & & & & & & & & & \\
\cdots & \cdots & \cdots & & & & & & & & & & & &
\end{array}\right)
$$

giving us $a=1$ and $b=1$. The rank 2 rational series is thus completely determined. Constructing the bilinear system corresponding to it, we obtain the system (III.2). Let us remark that it was a different system that was found by the original method, using the same information. The rational generating series corresponding to (III.2) is

$$
G=1+\left(2-z_{0}\right)\left(z_{0}+z_{1}-\left(z_{0}+2 z_{1}\right) z_{0}\right)^{*}\left(z_{0}+z_{1}\right)
$$

Remark. Of course, if the additional relations were contradictory, we would conclude that the rank of the series was greater than 2 , and use only some additional conditions to find the values of $a$ and $b$.

Example III.5. Let us now consider an example of case 3:

$$
\left\{\begin{array}{cl}
\dot{q}_{1}=q_{1}+q_{2} &  \tag{III.3}\\
\dot{q}_{2}=q_{2}+\left(q_{1}+2 q_{2}\right) u, & q_{1}(0)=1 \\
y(t)=q_{1}(t)+2 q_{2}(t) & q_{2}(0)=0
\end{array}\right.
$$

At order 3 of differentiation of the output, we have identified
the following:

$$
\begin{gathered}
\langle\mathrm{G} \mid \varepsilon\rangle=1,\left\langle\mathrm{G} \mid z_{0}\right\rangle=1,\left\langle\mathrm{G} \mid z_{1}\right\rangle=2,\left\langle\mathrm{G} \mid z_{0}^{2}\right\rangle=1 \\
\left\langle\mathrm{G} \mid z_{0} z_{1}\right\rangle=3,\left\langle\mathrm{G} \mid z_{1} z_{0}\right\rangle=2,\left\langle\mathrm{G} \mid z_{1}^{2}\right\rangle=4,\left\langle\mathrm{G} \mid z_{0}^{3}\right\rangle=1 \\
\\
\left\langle\mathrm{G} \mid z_{0}^{2} z_{1}+z_{0} z_{1} z_{0}+z_{1} z_{0}^{2}\right\rangle=9 \\
\left\langle\mathrm{G} \mid z_{0} z_{1}^{2}+z_{1} z_{0} z_{1}+z_{1}^{2} z_{0}\right\rangle=16,\left\langle\mathrm{G} \mid z_{1}^{3}\right\rangle=8
\end{gathered}
$$

Its Hankel matrix is thus of the following form
$\left(\begin{array}{cccccccc}1 & 1 & 2 & 1 & 3 & 2 & 4 & \cdots \\ 1 & 1 & 3 & 1 & 9-x_{1}-x_{2} & x_{1} & 16-y_{1}-y_{2} & \\ 2 & 2 & 4 & x_{2} & y_{1} & y_{2} & 8 & \\ 1 & 1 & 9-x_{1}-x_{2} & & & & & \\ 3 & x_{1} & 16-y_{1}-y_{2} & & & & & \\ 2 & x_{2} & y_{1} & & & & & \\ 4 & y_{2} & 8 & & & & & \\ \cdots & \cdots & \cdots & & & & & \end{array}\right)$

By the algorithm II. 5 we obtain, taking the basis $\left\{C_{\varepsilon}, C_{z_{1}}\right\}$
$\lambda=\left(\begin{array}{ll}1 & 2\end{array}\right), \mu\left(z_{0}\right)=\left(\begin{array}{cc}1 & 3-2 a \\ 0 & a\end{array}\right), \mu\left(z_{1}\right)=\left(\begin{array}{cc}0 & 4-2 b \\ 1 & b\end{array}\right)$,
where $a$ and $b$ are again some unknown parameters. Using the only known relation $C_{z_{0}}=C_{\varepsilon}$ and its consequences, we obtain additional equations $x_{1}=3, x_{2}=2$ and $y_{2}=4$. This allows us to conclude that that $C_{z_{0} z_{1}}=C_{\varepsilon}+C_{z_{1}}$ and thus $a=1$. This last relation between the columns implies in its turn that $y_{1}=6$ and thus $b=2$. The rank 2 rational series is now completely determined:

$$
G=\left(1+2\left(z_{0}+2 z_{1}\right)^{*} z_{1}\right)\left(z_{0}+z_{0}\left(z_{0}+2 z_{1}\right)^{*} z_{1}\right)^{*}
$$

## IV. IDENTIFICATION OF FORMAL POWER SERIES OF RANK 3

The rank 3 case would be rather similar to the rank 2 case, except for the fact that we may not know the complete basis of the column space at the beginning. However, the following easy proposition guarantees that at least 2 basis vectors are known.
Proposition IV.1. The part of the Hankel matrix of a rational series of rank 3, constructed using the coefficients obtained from derivatives of orders up to 5 of the output, cannot be of rank 1.
Theorem IV.2. All the coefficients of a rational power series of rank 3 can be uniquely determined from the information obtained from the output derivative conditions (II.6) of orders up to 5 .

Proof:
This theorem, which is a counterpart to (III.2), cannot be realistically proven by solving a system of polynomial equations, since the corresponding system is quite complicated in this case. Solving this polynomial system is still feasible for a given series if we use the information obtained from the algorithm II. 5 .

However, the general proof can rely on the new techniques described in this paper and it can be done by considering separately different cases arising during the identification. We give its outline here. Further details can be easily filled in.

At fifth-order differentiation of the output, the known part of the Hankel matrix is of the form
$\left(\begin{array}{lllllllllllllll}y & y & y & y & y & y & y & y & y & y & y & y & y & y & y \\ y & y & y & y & y & y & y & y & & & & & & & \\ y & y & y & y & y & y & y & & & & & & & & y \\ y & y & y & y & & & & y & & & & & & & \\ y & y & y & & & & & & & & & & & & \\ y & y & y & & & & & & & & & & & \\ y & y & y & & & & y & & & & & & \\ y & y & & y & & & & & & & & \\ y & & & & & & & & & & & & & \\ y & & & & & & & & & & & \\ y & & & & & & & & & & \\ y & & & & & & & & & & & \\ y & y & & & & & & & \\ y & y & & & & & \\ y\end{array}\right)$
where $y$ denotes (different) known values. There are 3 possibilities.

1) The first three columns and the first three rows are independent. The algorithm II. 5 gives us all the coefficients of $M_{1}$ and $M_{2}$. The rest of the matrix can then be then unambiguously found.
2) The known part of the Hankel matrix is of rank 3, but the upper-left $3 \times 3$ determinant vanishes. Without loss of generality, we can assume that $C_{\varepsilon}, C_{z_{0}}, C_{z_{1}}$ span the column space. (If not, the same argument works by considering the rows instead of the columns.) Since there is a linear relationship between the first 3 rows, there is a linear relationship between the coefficients of orders 3 and 4 , of the form $a\left\langle\mathrm{G} \mid z_{0} z_{I}\right\rangle+b\left\langle\mathrm{G} \mid z_{1} z_{I}\right\rangle+c\left\langle\mathrm{G} \mid z_{I}\right\rangle=$ 0 , where $I$ is a multi-index of length 3 . These equations are independent, which allows us to reduce the number of unknown coefficients of order 4 from 8 to 3 .
Now, among the rows $R_{4}$ through $R_{7}$, one is part of the basis, two are linear combinations of the other ones (consequence of linear dependence of the first 3 rows). The remaining one is also a linear combination of the basis rows. This relationship gives us another 4 relations between the coefficients of order 4, which allows us to identify them completely. The image of the basis columns under the left multiplication is now identified and the rational series uniquely determined.
3) The known part of the Hankel matrix has rank 2. That is, the third basis column vector has to be somewhere among columns $C_{4}$ through $C_{7}$ and third basis row vector somewhere among rows $R_{4}$ through $R_{7}$.
As in the previous case, we obtain the relations of the form $a\left\langle\mathrm{G} \mid z_{0} z_{I}\right\rangle+b\left\langle\mathrm{G} \mid z_{1} z_{I}\right\rangle+c\left\langle\mathrm{G} \mid z_{I}\right\rangle=0$ for the fourth-order terms. However, since we do not know the whole basis, we do not have an immediate extra relation between the rows. However, we can use the similar relationship among the first 3 columns to find more equations for the coefficients of order 4. This allows us to find the third row completing the row basis as well as the third column completing the column basis. Doing another round of equating the coefficients of the dependent columns and rows allows us to find all the coefficients of orders 4 and 5, thus determining the missing coefficients of the matrices $M_{1}$ and $M_{2}$.

Example IV.3. Examples of the three above-mentioned cases can be the series obtained using $\gamma=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)^{\perp}$ and the following matrices :

$$
\begin{array}{lll}
\lambda=\left(\begin{array}{lll}
1 & 2 & 3
\end{array}\right), & M_{0}=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), & M_{1}=\left(\begin{array}{lll}
0 & 0 & 2 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right) \\
\lambda=\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right), & M_{0}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right), & M_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1
\end{array}\right) \\
\lambda=\left(\begin{array}{lll}
1 & 1 & 2
\end{array}\right), & M_{0}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right), & M_{1}=\left(\begin{array}{ccc}
0 & 2 & -1 \\
1 & 0 & 1 \\
0 & 0 & 1
\end{array}\right)
\end{array}
$$

The corresponding generating series are:

$$
\begin{aligned}
& G_{1}=\left(1+3 z_{1}+2 z_{1}^{*} z_{0}+3 z_{0} z_{1}^{*} z_{0}\right)\left(\left(z_{0}+2 z_{1}\right)\left(z_{1}+z_{0} z_{1}^{*} z_{0}\right)\right)^{*} \\
& \begin{array}{c}
G_{2}=\left(1+\left(1+z_{0}+z_{1}\right)\left(\left(1+z_{0} z_{1}^{*}\right)\left(z_{0}+z_{1}\right)\right)^{*} z_{1}+\right. \\
\left.\quad+\left(1+z_{0}\right)\left(z_{1}+\left(z_{0}+z_{1}\right)^{+} z_{0}\right)^{*} z_{0}\right) \times \\
\left.\times\left(\left(z_{0}+z_{1}\right)\left(z_{1}+\left(z_{0}+z_{1}\right)^{+} z_{0}\right)\right)^{*}\left(\left(z_{0}+z_{1}\right)^{+} z_{1}+z_{0}\right)\right)^{*} \\
G_{3}=\left(1+\left(1+2 z_{0} z_{1}^{*}\right)\left(\left(z_{0}+z_{1}\right) z_{1}^{*} z_{0}\right)^{*} z_{1}\right) \times \\
\quad \times\left(z_{0}+2 z_{1}\left(\left(z_{0}+z_{1}\right) z_{1}^{*} z_{0}\right)^{*} z_{1}+\right. \\
\left.\quad+\left(z_{0}-z_{1}\right)\left(z_{1}+z_{0}\left(z_{0}+z_{1}\right)\right)^{*} z_{0} z_{1}\right)^{*}
\end{array}
\end{aligned}
$$

## V. IdEntification of Formal power series of rank 4

At rank 4, we meet additional difficulties. The main one is that we want to identify a rational series of rank 4 before the complete identification of coefficients of order 4. Thus, the known part of the Hankel matrix can be of rank 1. However, using the technique of minimization of the rank of the Hankel matrix, we can still find the unique rational series of rank 4 whenever the generating series of rank $\leq 4$.

Theorem V.1. A rational series of rank $\leq 4$ can be uniquely identified from the information obtained from the output derivative conditions up to order 7 .

## Proof:

The proof is done by considering every possible case, as for the Theorem IV.2. However, there are many more cases and it is impossible to present a complete proof here. We will only illustrate in detail the new technique of minimizing the rank. This technique is applied whenever the first two techniques are insufficient for "filling in" the whole matrix.

Its principle is based on the observation that the rank of a parametric matrix may vary is a function of its parameters. The goal is to find a square submatrix depending on at least one parameter $p$ whose rank is greater than 4 unless the parameter $p$ is equal to a certain value $k$. Since we want to find the rational series of minimal rank (i.e. less than or equal to 4), we can take $p=k$ and repeat the algorithm's loop from the beginning. Lemma V. 2 guarantees that it is always possible to find such a value.

Now, considering separately all the different cases (for different possibilities of basis vectors and basis rows), we see that at most 1 minimization is necessary in order to complete the identification of the parameters. Indeed, the only coefficients of order 4 that were not identified at order 7 are those of the monomials involving 2 occurrences of $z_{0}$ and 2 of $z_{1}$. There are 6 such coefficients in all, but only 5 equations to find them. However, the minimization technique allows us to find one of these coefficients. The remaining ones are then immediately found from the 5 identified linear combinations. Once this step is finished, the remaining steps are quite similar to the rank 3 case and are executed without difficulties.

Lemma V.2. Let $H$ be the Hankel matrix corresponding to a rational series of rank 4, whose coefficients were identified from the output derivative condition of orders up to 7. Then there exists a yet unidentified coefficient $g_{i}$ with the property that the rank of $H$ is greater or equal to 5 , unless $g_{i}$ is equal to a certain value $k$.

## Proof:

The lemma is again proven on a case-by-case basis.
Remark. The disadvantage of the minimization part is its nonlinearity, but it can still be efficiently implemented on computer, since it involves only one symbolic parameter.

Example V.3. Consider the rational generating series for the bilinear system with $\lambda=\left(\begin{array}{llll}1 & 1 & 1 & 1\end{array}\right)$,
$\gamma=\left(\begin{array}{l}1 \\ 0 \\ 0 \\ 0\end{array}\right), M_{0}=\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 2\end{array}\right), M_{1}=\left(\begin{array}{llll}0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0\end{array}\right)$.
At the order 7 of differentiation of the output, all the known coefficients are equal to 1 . The yet unknown conditions for the coefficients of the fourth-order terms give $g_{0011}=a, g_{0101}=$ $7-5 a, g_{0110}=4-3 a, g_{1001}=4-3 a, g_{1010}=6-5 a$, $g_{1100}=a$, where $a$ is an unknown parameter.

Since all the known coefficients are equal to 1, no dependency between the columns can be identified at this stage. As a consequence, we cannot obtain any other coefficient yet. Studying the rank of the Hankel matrix, we see that its rank is $r \geq 4$ for $a=1, r \geq 8$ for $a \neq 1$ and $r \geq 9$ for $a=(9 \pm \sqrt{1105}) / 32$ (no matter what are the values of the coefficients of orders 5 and higher). Therefore, since we are trying to construct a rational series of rank $\leq 4, a=1$ is the only value that could eventually allow us to obtain a matrix of rank 4. Once we choose $a=1$, four independant columns are immediately found and the rest of the matrix is easily filled in.

## VI. Identification of Series of rank greater than 4

The identification algorithm works essentially in the same way as in the rank 4 case, except that there are no direct counterparts of the lemma V.2. However, it can be replaced with a following strategy, applied as many times as all the other strategies fail. It is based on the following conjecture based on strong experimental evidence :

Conjecture VI.1. Let $H$ be the Hankel matrix corresponding to a rational series of rank $r \geq 5$, whose coefficients were identified from the output derivative conditions of orders up to $2 r-1$. Then there exists a combination of unidentified coefficients $s=\sum_{j} g_{I_{j}}$ with the property that the rank of $H$ is greater than $r$, unless $s$ is equal to a certain value $k$.

The rank minimization algorithm is as follows :

1) Let $n$ be the length of the shortest word in the generating series (the smallest according to the lexicographical ordering) whose coefficient is unknown.
2) Let $m=\sum_{i} a_{i} g_{i}$ be the sum of the coefficients of order $n$ that are not identified yet and $a_{i}$ unknown constants.
3) We initialize the stack with $\left(\{m=0\}, C_{\varepsilon}\right)$, the basis with $C_{\varepsilon}$ (since it can be always considered as a part of the basis) and the current column with $\tilde{C}=C_{z_{0}}$.
4) During each iteration of the loop, one considers the column $\tilde{C}$.

- If the basis contains more than $r$ columns, pop the stack and obtain the last-in element $\left(s, C_{K}\right)$. Solve the system $s$, replace the obtained values in the Hankel matrix and exit the loop.
- If $\tilde{C}$ is the column corresponding to a word of length $>r$, we encountered a linear combination that does not work. Let $\left(s, C_{K}\right)$ be the element on top of the stack. We pop the stack and reset $\tilde{C}$ to the column that follows $C_{K}$.
- We write the (truncated) column $C_{J}$ as a linear combination (with arbitrary coefficients) of the basis columns and solve the corresponding system of equations augmented with the system $s$, where $\left(s, C_{K}\right)$ is the element on the top of the stack.
- If the system is incompatible, we add this column to the basis.
- If there is one solution $m^{\prime}$ that involves only linear combinations of $g_{i}$ and such that not all $a_{i}$ vanish, we append $m^{\prime}$ to $s$ and push $\left(s, C_{J}\right)$ onto the stack.
- In all the other cases, no action needs to be done on this stage.
Finally, we reset $\tilde{C}$ to the column that follows $C_{J}$.
Conjecture VI.2. A rational series of rank $r$ (or less) can be uniquely identified from the information obtained from the output derivative conditions (II.6) up to order $2 r-1$.

Proof:
Due to a large number of different cases, it is not possible to clearly identify all the different possible scenarios and give a complete proof similar to the rank 2, 3 and 4 cases. Extensive experimental evidence shows however clearly that the system of rank $k$ can be identified in all the cases.

## VII. CONCLUSION

In this article, we propose an improvement of the method of Hespel-Jacob for modeling nonlinear dynamical systems in the case of a single input. Among its main advantages are: the use of all the information obtained during the identification,
which implies a better approximation and the possibility to precisely identify a rational series whenever there is sufficient data. Moreover, we have bounded by $2 k-1$ the order of differentiation of the output derivatives which is necessary for identifying a rational series of order $k$. This algorithm was successfully programmed and tested in Maple.

An interesting direction to pursue is to generalize this algorithm to the case of several inputs.
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# Counting Rooted and Unrooted Triangular Maps 

Samuel Vidal and Michel Petitot


#### Abstract

In this paper, we describe a new way to count isomorphism classes of rooted triangular maps and unrooted triangular maps. We point out an explicit connection with the asymptotic expansion of the Airy function. The analysis presented here is used in a recent paper "Vidal (2007)" to present an algorithm that generates in optimal amortized time an exhaustive list of triangular maps of a given size.


Index Terms-rooted triangular maps, unrooted triangular maps, generating functions, Airy funtion, cycle index series

## InTRODUCTION

Triangulations of surfaces constitute an important data structure in computer graphics as they provide a handy discrete model of surfaces. It has proven invaluable for instance to model the shape of objects in computed graphics. From the point of view of computer science, the applications of surface triangulations are well known and numerous, they touch both practical and theoretical aspects of the discipline and they range from computer graphics to discret methods of solving partial differential equations. They also play a central role in many algorithms of computational geometry, a fast growing subject having an heavy industrial impact as it is used in computer aided design.

One particularly interesting treat of the subject, apart from its broad range of applications, is precisely its ubiquity both in computer science, mathematical physics and even pure mathematics, providing generous range of fruitful exchange between seemingly remote parts of science. From the point of view of mathematics, the theory of combinatorial maps is also a venerable subject dating back to Cayley and Hamilton. Since those times, it generated an impressive amount of results of all sorts concerning the particular enumeration problem of counting the rooted combinatorial maps. Those results came from various communities of researchers, each with its own methods and tradition. Among them, enumerative combinatorists of course played a significant role, starting with pioneering works by Tutte [17] on rooted planar maps. Those works where at first motivated by the four color problem. Theoretical physicists also played a significant role, starting with the work by t'Hooft [16] on integration on random matrix spaces and Feynman diagrams. Pure mathematicians like Harer and Zagier [5] also have contributed to the theory in connection with cutting edge algebraic geometry problems concerning moduli spaces of Riemann surfaces. Last but not least, one must mention in mathematical physics the WittenKontsevich model of quantum gravity [7] using in a central fashion the higher combinatorics of triangular maps and trivalent diagrams.

Although a lot is known concerning the theory of rooted combinatorial maps, very little is currently known about the outstanding problem of enumeration of unrooted combinatorial
maps up to isomorphism except for planar maps with the pioneering work of Liskovets [9]. It appears as a very difficult problem of combinatorics, which stayed barely untouched for almost 150 years. As a matter of fact, the only general result on those important objects were up to now contained in the recent paper by Mednykh and Nedela [14]. In section II-D of this paper, we give our first contribution to this problem, namely in the form of a generating series giving the number of unrooted triangular maps (c.f. series (20) on page 4).

In this paper, a triangular map is a triangulation of a (not necessarily connected) oriented surface without boundary, and its size is an integer divisible by 6 , hence of the form $n=$ $6 k$, such that the triangulation has $2 k$ triangular faces and $3 k$ edges. Apart from those unrooted map enumeration results the most interesting theorems of this article are the following.

Theorem 1: Let $a_{n}$ be the number of labelled triangular maps of size $n$. Then, $a_{n}=0$ if $n$ isn't a multiple of 6 and,

$$
\begin{equation*}
a_{6 k}=\frac{(6 k)!}{k!}\left(\frac{1}{6}\right)_{k}\left(\frac{5}{6}\right)_{k} 6^{k} \tag{1}
\end{equation*}
$$

where $(x)_{k}=x(x+1) \ldots(x+k-1)$ is the Pochhammer symbol. Therefore, the exponential generating series of the $a_{n}$ is hypergeometric and divergent. We have,

$$
\begin{align*}
\sum_{n \geq 0} \frac{a_{n}}{n!} z^{n} & ={ }_{2} \mathrm{~F}_{0}\left(\left.\begin{array}{c}
\frac{1}{6}, \frac{5}{6} \\
-
\end{array} \right\rvert\, 6 z^{6}\right)  \tag{2}\\
& =\sum_{k \geq 0} \frac{\left(\frac{1}{6}\right)_{k}\left(\frac{5}{6}\right)_{k}}{k!} 6^{k} z^{6 k} \tag{3}
\end{align*}
$$

Theorem 2: Let $b_{n}$ be the number of pointed connected unlabelled triangular maps of size $6 n$. Then $b_{n}$ satisfies the following recurrence equation,

$$
\begin{equation*}
b_{n+1}=(6 n+6) b_{n}+\sum_{k=1}^{n-1} b_{k} b_{n-k} \tag{4}
\end{equation*}
$$

with $n \geq 1$ and $b_{1}=5$.
Those two theorems provide a connection with the asymptotic expansion of the Airy function as explained in section II-C.

## I. COUNTING PRINCIPLE FOR TRIANGULAR MAPS

An oriented surface without boundary is described by a finite set of triangular faces. The orientation of the surface is given by an normal unitary vector on each point of the surface, the normal vector varying continuously with respect to the point. This normal vector induce a cyclic order on the tree edges belonging to a same triangle.
Any triangulation is transformed by a classical duality (due to Poincaré), to a triangular diagram (see figures 1 and 2). Faces of the triangulation become black vertices of


Fig. 1. A triangulation of the Riemann sphere made of $2 k$ triangles $(a, b, c, d, e, f)$. case $k=3$


Fig. 2. The associated triangular diagram made of $n=6 k$ edges, $2 k$ black vertices and $3 k$ white vertices.
the diagram while edges of the triangulation become white vertices of the diagram. In such a diagram, every edges is adjacent to one black vertex and one white vertex. Black vertices have degree 3 (i.e. are adjacent to three edges). White vertices have degree 2 (i.e. are adjacent to 2 edges). Every three edges adjacent to a same black vertex are cyclically ordered. An isomorphism between two diagrams is given by a bijection which transforms edges and vertices of one of the diagrams into edges and vertices of the second, preserving color of the vertices and cyclic orientation of the edges.

In what follows, we shall describe a triangulations by a couple of two permutations $\left(\sigma_{0}, \sigma_{1}\right)$. The permutation $\sigma_{0}$ exchanges the two edges adjacent to a same white vertex while the $\sigma_{1}$ permutation cyclically permutes the three edges adjacent to a same black vertex. For example the two permutations corresponding to figure 2 , are the following,

$$
\begin{aligned}
\sigma_{0}= & (1,2)(3,4)(5,6)(7,8)(9,10) \\
& (11,12)(13,14)(15,16)(17,18) \\
\sigma_{1}= & (1,5,3)(2,15,14)(4,9,7) \\
& (6,13,12)(10,11,18)(8,17,16)
\end{aligned}
$$

Definition 1 (triangular map): A triangular map of size $n \in \mathbb{N}$ is given by a finite set of edges labelled from 1 to $n$ and by a pair of permutations $\left(\sigma_{0}, \sigma_{1}\right)$ belonging to $\mathfrak{S}_{n}$ such that the cycles of $\sigma_{0}$ are only of length 2 and that the cycles of $\sigma_{1}$ are only of length 3 .

Two maps $\left(\sigma_{0}, \sigma_{1}\right)$ and $\left(\bar{\sigma}_{0}, \bar{\sigma}_{1}\right)$ both of size $n$ are called isomorphic if there exists a permutation $\tau \in \mathfrak{S}_{n}$ such that, $\bar{\sigma}_{0}=\tau \circ \sigma_{0} \circ \tau^{-1}$ and $\bar{\sigma}_{1}=\tau \circ \sigma_{1} \circ \tau^{-1}$, this is an exact translation of the notion of diagram isomorphism defined above.

## A. Species used in this paper and related generating series

In the sequel, we use the following species (see appendix A) :

1) The species of sets, denoted by $E$, which associates to any labelling set $U$ the singleton $E[U]:=\{U\}$. For every set $U$ there is a unique structure which is $U$ itself.
2) The species of permutations, denoted by $S$, which associates to any labelling set $U$ the set $S[U]$ composed of permutations of $U$. For every relabelling $\sigma: U \rightarrow U$ and every permutation $\tau \in S[U]$, one put $S[\sigma](\tau):=$ $\sigma \tau \sigma^{-1}$.
3) The species of cycles of length $n$, denoted by $C_{n}$, which associates to any labelling set $U$ the set $C_{n}[U]$ composed of cyclic permutations of $U$ of length exactly $n$. One put $C_{n}[U]=\varnothing$ when $\operatorname{card} U \neq n$.
4) The species $S_{n}$ of permutations having only cycles of length $n$.
5) The species of triangular maps, denoted by $T^{*}$, which associates to any labelling set $U$, the set $T^{*}[U]$ of triangular maps whose edges are labelled by $U$.
6) The species of connected triangular maps, denoted by $T$, which associates to any labelling set $U$ the set $T[U]$ of connected triangular maps whose edges are labelled by $U$.
7) The species of pointed connected triangular maps, denoted by $T^{\bullet}$, having a distinguished edge.

The considered species are related by the following relations,

$$
\left\{\begin{array}{l}
S_{2}=E\left(C_{2}\right)  \tag{5}\\
S_{3}=E\left(C_{3}\right) \\
T^{*}=S_{2} \odot S_{3} \\
T^{*}=E(T)
\end{array}\right.
$$

In intuitive terms, this means,

- A permutation of $S_{2}$ decompose uniquely in a set of cycles of length 2 .
- A permutation of $S_{3}$ decompose uniquely in a set of cycles of length 3 .
- A triangular map is uniquely determined by a couple of permutation $\left(\sigma_{0}, \sigma_{1}\right) \in S_{2} \times S_{3}$ acting simultaneously on a set of labels.
- A triangular map is uniquely decomposed in a set of connected triangular map.

The set of species permits to derivate in an automatic fashion from the equations (5), the following relations between
generating series,

$$
\left\{\begin{align*}
S_{2}(z) & =\exp C_{2}(z)  \tag{6}\\
S_{3}(z) & =\exp C_{3}(z) \\
T^{*}(z) & =S_{2}(z) \odot S_{3}(z) \\
T(z) & =\log T^{*}(z) \\
T^{\bullet}(z) & =z \frac{d}{d z} T(z)
\end{align*}\right.
$$

## II. COUNTING TRIANGULAR MAPS

## A. Labelled triangular maps

In this section, we are counting the triangular maps having $n$ edges labelled by numbers from 1 to $n$.
Proof of theorem 1 - There are $(n-1)$ ! labelled cycles of length $n$ then $C_{n}(t)=\frac{z^{n}}{n}$. This enables to compute the following generating series,

$$
\begin{align*}
& S_{2}(z)=\exp \frac{z^{2}}{2}=\sum_{k=0}^{\infty} \frac{z^{2 k}}{2^{k}} \frac{1}{k!}  \tag{7}\\
& S_{3}(z)=\exp \frac{z^{3}}{3}=\sum_{k=0}^{\infty} \frac{z^{3 k}}{3^{k}} \frac{1}{k!} \tag{8}
\end{align*}
$$

Let's study the coefficients of the series $T^{*}(z)=S_{2}(z) \odot$ $S_{3}(z)$. In $T^{*}(z)$, the coefficient of $z^{n}$ vanish when $n$ in not a multiple of 6 . One has,

$$
\left[z^{6 n}\right] T^{*}=\frac{1}{2^{3 n} 3^{2 n}} \frac{(6 n)!}{(2 n)!(3 n)!}, \quad(n \geq 0)
$$

Let's put $T^{*}(z)=f\left(6 z^{6}\right)$. Let's show that the series $f(x)=\sum_{n \geq 0} f_{n} \frac{x^{n}}{n!}$ is hypergeometric. Using formula (21), the computation of $f_{n}$ yields,

$$
\begin{equation*}
f_{n}=\frac{1}{6^{n} 2^{3 n} 3^{2 n}} \frac{n!(6 n)!}{(2 n)!(3 n)!}, \quad(n \geq 0) \tag{9}
\end{equation*}
$$

By a straightforward computation one deduces that the $f_{n}$ coefficients satisfie the following linear recurrence,

$$
\begin{equation*}
\frac{f_{n+1}}{f_{n}}=\left(n+a_{1}\right)\left(n+a_{2}\right) \text { where } a_{1}=\frac{1}{6}, a_{2}=\frac{5}{6} . \tag{10}
\end{equation*}
$$

As $f(0)=1$, one deduces that $f(x)={ }_{2} \mathrm{~F}_{0}\left(\begin{array}{c|c}a_{1}, a_{2} & x \\ - & \square \\ \text { which ends the demonstration. }\end{array}\right.$

## B. Pointed connected triangular maps

Proposition 1 ([23] lemma 1.4): The species $T^{\bullet}$ of pointed connected triangular maps is rigid (see definition 3), or equivalently $\widetilde{T}^{\bullet}(z)=T^{\bullet}(z)$.

Proof: Let $\phi$ be an automorphism of a pointed connected diagram ( $\Gamma, a$ ) preserving basepoint, i.e. such that $\phi(a)=a$. Let $A$ be the set of edges of $\Gamma$ left invariant under $\phi$ i.e. edges $x$ such that $\phi(x)=x$. Our proposition is proved if we show that every edge of $\Gamma$ belongs to $A$. As $\phi$ preserves adjacency and cyclic orientations around vertices, if $x \in A$ then every edges adjacent to $x$ must be preserved by $\phi$. Hence by induction the condition propagates to the full connected component of $x$. As $a \in A$ then $A$ is nonempty, and as $\Gamma$ is connected then every edges of $\Gamma$ belongs to $A$, which ends the proof.

$A_{3}$
$A_{4}$
$A_{5}$

Fig. 3. As an example, this figure gives the 5 pointed connected triangular maps having 6 edges. This corresponds to $b_{1}=5$.

Proof of theorem 2 - From the linear recurrence 10, the hyper geometric series $f(x)$ satisfies the differential equation $L f(x)=0$ where,

$$
\begin{equation*}
L:=\theta-x\left(\theta+a_{1}\right)\left(\theta+a_{2}\right), \quad \theta=x \frac{d}{d x} \tag{11}
\end{equation*}
$$

Using the change of variables $x=6 z^{6}$, the equations (6) implies,

$$
\begin{align*}
T^{\bullet}(z) & =z \frac{d}{d z} T(z)=z \frac{d}{d z} \log T^{*}(z)  \tag{12}\\
& =6 x \frac{d}{d x} \log f(x)=6 v(x)
\end{align*}
$$

the function $v(x):=x f^{\prime}(x) / f(x)$ is solution to the Riccati equation associated to the linear equation (11),

$$
\begin{equation*}
v-x\left[\theta v+v^{2}+\left(a_{1}+a_{2}\right) v+a_{1} a_{2}\right]=0 \tag{13}
\end{equation*}
$$

From this equation, one deduce that the coefficients $v_{n}$ of the series $v(x)=\sum_{n \geq 0} v_{n} x^{n}$ satisfies the following quadratic recurrence (where $\delta$ is the Kronecker symbol),

$$
v_{n+1}=\left(a_{1}+a_{2}+n\right) v_{n}+\sum_{k=0}^{n} v_{k} v_{n-k}+a_{1} a_{2} \delta_{n, 0}
$$

with $n \geq 0$. Replacing $a_{1}$ et $a_{2}$ by their values yields,

$$
\begin{equation*}
v_{n+1}=(n+1) v_{n}+\sum_{k=0}^{n} v_{k} v_{n-k}+\frac{5}{36} \delta_{n, 0} \tag{14}
\end{equation*}
$$

with $n \geq 0$ and initial condition $v_{0}=0$. One deduce $v_{1}=$ $5 / 36$.

The sequence $b_{n}$ one gets from the sequence $v_{n}$ while putting One then have $b_{n}=6^{n+1} v_{n}$. The recurrence (14) defining the sequence $v_{n}$ is equivalent to the recurrence,

$$
\begin{equation*}
b_{n+1}=6(n+1) b_{n}+\sum_{k=0}^{n} b_{k} b_{n-k}+5 \delta_{n, 0} \tag{15}
\end{equation*}
$$

with $n \geq 0$ and initial condition $b_{0}=0$ which defines the sequence $b_{n}$ of theorem 2 .

That recurrence (15) gives,

$$
\begin{aligned}
\widetilde{T^{\bullet}}(z)= & T^{\bullet}(z)=5 z^{6}+60 z^{12}+1105 z^{18}+27120 z^{24} \\
& +828250 z^{30}+30220800 z^{36}+\cdots
\end{aligned}
$$

## C. Connection with Airy asymptotics

The following special function,

$$
\begin{equation*}
\operatorname{Ai}(x):=\frac{1}{\pi} \int_{0}^{+\infty} \cos \left(\frac{1}{3} t^{3}+x t\right) d t \tag{16}
\end{equation*}
$$

due to the british astronomer Airy, find applications in optics. It solves the linear differential equation $y^{\prime \prime}(x)=x y(x)$. In ordre to numerically compute the zeros of this function, Stokes in 1857, used the following asymptotic expansion

$$
\operatorname{Ai}(x) \underset{x \rightarrow+\infty}{\sim} \frac{\exp \left(-2 / 3 x^{3 / 2}\right)}{2 \sqrt{\pi} x^{1 / 4}}{ }_{2} \mathrm{~F}_{0}\left(\begin{array}{c|c}
\frac{1}{6}, \frac{5}{6}  \tag{17}\\
- & -\frac{3}{4} x^{-3 / 2}
\end{array}\right),
$$

wich is divergent. It establishes the connection with the generating series (2) of $T^{*}(z)$.
Reworking the computation of the proof of theorem 2, one proves the following asymptotic expansion,

$$
\begin{gather*}
z^{2 / 3} \frac{\operatorname{Ai}^{\prime}\left(1 / 4 z^{2 / 3}\right)}{\operatorname{Ai}\left(1 / 4 z^{2 / 3}\right)}+\frac{1}{2} z+1 \underset{z \rightarrow+\infty}{\sim} \frac{b_{1}}{z}-\frac{b_{2}}{z^{2}}+\frac{b_{3}}{z^{3}}+\cdots \\
 \tag{18}\\
=-T^{\bullet}(-1 / z)
\end{gather*}
$$

where $\mathrm{Ai}^{\prime}$ is the derivative of the Airy function.

## D. Connected triangular maps

In this section, we are computing the generating series $\widetilde{T}(z)$ which counts connected triangular maps having $n$ edges. Two isomorphic maps are counted once. The species $T$ isn't rigid ; we shall thus use the cycle index series of $T$ through the formula $\widetilde{T}(z)=\mathcal{Z}_{T}\left(z, z^{2}, z^{3}, \ldots\right)$. To that purpose we shall first compute the cycle index series of the specie $C_{2}, C_{3}$ and $E$ which are,

$$
\begin{aligned}
\mathcal{Z}_{C_{2}}\left(z_{1}, z_{2}, \ldots\right) & =\frac{1}{2} z_{1}^{2}+\frac{1}{2} z_{2} \\
\mathcal{Z}_{C_{3}}\left(z_{1}, z_{2}, \ldots\right) & =\frac{1}{3} z_{1}^{3}+\frac{2}{3} z_{3} \\
\mathcal{Z}_{E}\left(z_{1}, z_{2}, \ldots\right) & =\exp \left(z_{1}+\frac{z_{2}}{2}+\frac{z_{3}}{3}+\cdots\right)
\end{aligned}
$$

For the species $S_{2}:=E\left(C_{2}\right)$, one gets using (23),

$$
\begin{aligned}
\mathcal{Z}_{S_{2}}\left(z_{1}, z_{2}, \ldots\right)= & \mathcal{Z}_{E}\left(\frac{1}{2}\left(z_{1}^{2}+z_{2}\right), \frac{1}{2}\left(z_{2}^{2}+z_{4}\right),\right. \\
& \left.\frac{1}{2}\left(z_{3}^{2}+z_{6}\right), \ldots\right) \\
= & \exp \left(\frac{1}{2}\left(z_{1}^{2}+z_{2}\right)+\frac{1}{4}\left(z_{2}^{2}+z_{4}\right)\right. \\
& \left.\quad+\frac{1}{6}\left(z_{3}^{2}+z_{6}\right)+\cdots\right) \\
= & A_{1}\left(z_{1}\right) A_{2}\left(z_{2}\right) A_{3}\left(z_{3}\right) \cdots
\end{aligned}
$$

where for all integer $n \geq 1$,

$$
A_{n}\left(z_{n}\right)=\left\{\begin{array}{lll}
\exp \left(\frac{z_{n}^{2}}{2 n}+\frac{z_{n}}{n}\right) & n \equiv 0 & \bmod 2 \\
\exp \left(\frac{z_{n}^{2}}{2 n}\right) & n \equiv 1 & \bmod 2
\end{array}\right.
$$

A similar computation gives for the species $S_{3}:=E\left(C_{3}\right)$,

$$
\mathcal{Z}_{S_{3}}\left(z_{1}, z_{2}, \ldots\right)=B_{1}\left(z_{1}\right) B_{2}\left(z_{2}\right) B_{3}\left(z_{3}\right) \cdots
$$

where for all integer $n \geq 1$,

$$
B_{n}\left(z_{n}\right)=\left\{\begin{array}{lll}
\exp \left(\frac{z_{n}^{3}}{3 n}+\frac{2 z_{n}}{n}\right) & n \equiv 0 & \bmod 3 \\
\exp \left(\frac{z_{n}^{3}}{3 n}\right) & n \not \equiv 0 & \bmod 3
\end{array}\right.
$$

The cycle index series $\mathcal{Z}_{S_{2}}\left(z_{1}, z_{2}, \ldots\right)$ and $\mathcal{Z}_{S_{3}}\left(z_{1}, z_{2}, \ldots\right)$ are separated (see definition 4). The cycle index series of the species $T^{*}:=S_{2} \odot S_{3}$ is computed using lemma 1 ,

$$
\begin{aligned}
\mathcal{Z}_{T^{*}}\left(z_{1}, z_{2}, \ldots\right)= & \left(A_{1} \odot B_{1}\right)\left(z_{1}\right)\left(A_{2} \odot B_{2}\right)\left(z_{2}\right) \\
& \left(A_{3} \odot B_{3}\right)\left(z_{3}\right) \cdots
\end{aligned}
$$

The cycle index series of the connected species $T$ is computed using formula (24),

$$
\begin{equation*}
\mathcal{Z}_{T}\left(z_{1}, z_{2}, \ldots\right)=\sum_{k \geq 1} \frac{\mu(k)}{k} \sum_{n \geq 1} \log \left(A_{n} \odot B_{n}\right)\left(z_{n k}\right) \tag{19}
\end{equation*}
$$

The series $\widetilde{T}(z):=\mathcal{Z}_{T}\left(z, z^{2}, z^{3}, \ldots\right)$ is eventually computed using a computer algebra package. One gets,

$$
\begin{align*}
\widetilde{T}(z)= & 3 z^{6}+11 z^{12}+81 z^{18}+1228 z^{24} \\
& +28174 z^{30}+843186 z^{36}+30551755 z^{42} \\
& +1291861997 z^{48}+62352938720 z^{54}  \tag{20}\\
& +3381736322813 z^{60}+\ldots
\end{align*}
$$



Fig. 4. The three triangular maps with two faces. Using the notion of Poincaré duality described in section I, the diagrams $A_{1}$ and $A_{2}$ of figure 3 corresponds to the leftmost map and to the middle map respectively while the three diagrams $A_{3}, A_{4}$ and $A_{5}$ being conjugated, altogether correspond to the same triangular map on the right.


Fig. 5. The eleven triangular maps with four faces. Among them one finds the tetrahedron which can be seen as a triangulation of the Riemann sphere.

## APPENDIX

## A. Definitions

The goal of species theory is to provide a simple way to describe labelled structures that are met in computer science. That description style is broader than the pure syntactic style for it explicitly takes account of the relabelling process. It enables to count structures up to isomorphism, which means that two structures are counted as one if they are equal modulo a permutation of their labels.

Definition 2 (species): A species of structure [6], [1] is a functor $F$ which produces
(i) for all finite label set $U$, a finite set of structures denoted by $F[U]$,
(ii) for all bijections $\sigma: U \rightarrow V$, a bijection

$$
F[\sigma]: F[U] \longrightarrow F[V]
$$

$F[U]$ denotes the set of $F$-structures labelled by $U, \sigma$ is any permutation of the labels and $F[\sigma]$ is the related permutation of labelled structures. One assumes that $F$ is a functor, which means that for all permutation $\sigma: U \rightarrow V$ and $\sigma^{\prime}: V \rightarrow W$, one has $F\left[\sigma^{\prime} \circ \sigma\right]=F\left[\sigma^{\prime}\right] \circ F[\sigma]$. Moreover, for all set $U$, one has $F\left[\operatorname{Id}_{U}\right]=\operatorname{Id}_{F[U]}$.

## B. Generating series

Two $F$-structures $s_{1} \in F\left[U_{1}\right]$ and $s_{2} \in F\left[U_{2}\right]$ are called isomorphic if there exists a bijection $\sigma: U_{1} \rightarrow U_{2}$ such that $s_{2}=F[\sigma]\left(s_{1}\right)$.
One usualy consider the following series:

1) the exponential generating series which counts the number $a_{n}(F)$ of labelled $F$-structures of size $n$ :

$$
F(z)=\sum_{n \geq 0} a_{n}(F) \frac{z^{n}}{n!}
$$

2) the ordinary generating series which counts the number $\tilde{a}_{n}(F)$ of unlabelled $F$-structures of size $n$ i.e. counted up to isomorphism:

$$
\widetilde{F}(z)=\sum_{n \geq 0} \tilde{a}_{n}(F) z^{n}
$$

3) the cycle index series which counts the number $f_{n_{1}, n_{2}, \ldots, n_{k}}(F)$ of $F$-structures left invariant under a permutation $F[\sigma]$ when the cycle type of the permutation $\sigma$ is the partition $\lambda:=\left(n_{1}, n_{2}, \ldots, n_{k}\right)$. Equivalently, $\sigma$ decomposes in $n_{1}$ cycles of length $1, n_{2}$ cycles of length 2 etc. One sets for $n=n_{1}+2 n_{2}+\cdots+k n_{k}$ :

$$
\begin{aligned}
\mathcal{Z}_{F}\left(z_{1}, z_{2}, \ldots\right) & =\sum_{\sigma} f_{n_{1}, \ldots, n_{k}}(F) \frac{z_{1}^{n_{1}} \ldots z_{k}^{n_{k}}}{n!} \\
& =\sum_{\lambda} f_{n_{1}, \ldots, n_{k}}(F) \frac{z_{1}^{n_{1}} \ldots z_{k}^{n_{k}}}{1^{n_{1}} n_{1}!\ldots k^{n_{k}} n_{k}!}
\end{aligned}
$$

One gets the second formula from the first collecting in the sum all the permutations $\sigma$ having the same cycle type $\lambda$.

One can recover the two other generating series from the cycle index series using,

$$
\begin{aligned}
& F(z)=\mathcal{Z}_{F}(z, 0,0, \ldots) \\
& \widetilde{F}(z)=\mathcal{Z}_{F}\left(z, z^{2}, z^{3}, \ldots\right)
\end{aligned}
$$

1) Rigidity: The automorphism group (i.e. symetry group) of a $F$-structure $s \in F[U]$ is the set of permutation $\sigma$ of $U$ such that $F[\sigma](s)=s$.

Definition 3 (rigid species): A species $F$ is called rigid whenever the group of automorphism of any $F$-structure is reduced to the identity transformation.
A $F$-structure is rigid if and only if $a_{n}(F)=n!\cdot \tilde{a}_{n}(F)$ for all integer $n$, which is equivalent to the equality of the two generating series $F(z)$ and $\widetilde{F}(z)$.

## C. Two basic operations on structure species

1) Cartesian product (superposition): The cartesian product $F \odot G$ of two species $F$ and $G$ corresponds to a superposition of two structures labelled over a same alphabet. More precisely, to any set of labels $U$, one sets $(F \odot G)[U]:=$ $F[U] \times G[U]$ and $(F \odot G)[\sigma]:=F[\sigma] \times G[\sigma]$ for all permutation $\sigma: U \rightarrow U$.

By definition of the superposition and following the notations above, for all natural number $n$ one has $a_{n}(F \odot G)=$ $a_{n}(F) \cdot a_{n}(G)$ and for all partition $\lambda:=\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ one has $f_{\lambda}(F \odot G)=f_{\lambda}(F) \cdot f_{\lambda}(G)$. At the opposite, for a nonrigid species $\tilde{a}_{n}(F \odot G) \neq \tilde{a}_{n}(F) \cdot \tilde{a}_{n}(G)$, which justifies the use of cycle index series. Translation in the language of generating series is straightforward ; this yields a variation of the Hadammard product,

$$
\begin{align*}
(F \odot G)(z) & =\sum_{n \geq 0} a_{n}(F) a_{n}(G) \frac{z^{n}}{n!}  \tag{21}\\
\mathcal{Z}_{F \odot G}\left(z_{1}, z_{2}, \ldots\right) & = \\
& \sum_{\lambda} f_{\lambda}(F) f_{\lambda}(G) \frac{z_{1}^{n_{1}} \ldots z_{k}^{n_{k}}}{1^{n_{1}} n_{1}!\ldots k^{n_{k}} n_{k}!} \tag{22}
\end{align*}
$$

2) Composition of two species: Compostion of two species $F$ et $G$ will be denoted by $F \circ G$ or else $F(G)$. A $(F \circ G)$ structure labelled by a set $U$ is given by (see book [2, page 41])
(i) a partition $\pi=\left\{U_{1}, U_{2}, \ldots, U_{k}\right\}$ with $U=U_{1} \sqcup U_{2} \sqcup$ $\cdots \sqcup U_{k}$,
(ii) a $F$-structure labelled by the set $\left\{U_{1}, U_{2}, \ldots, U_{k}\right\}$,
(iii) a list $\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ of $G$-structures labelled by $U_{1}, U_{2}, \ldots, U_{k}$ respectively,
which can be summed up by,

$$
(F \circ G)[U]=\sum_{\pi \text { partition of } U} F[\pi] \times \prod_{p \in \pi} G[p]
$$

This construction translates to the following relations on generating series,

$$
\left\{\begin{align*}
(F \circ G)(z) & =F(G(z)),  \tag{23}\\
(\widetilde{F \circ G})(z) & =\mathcal{Z}_{F}\left(\tilde{g}_{1}, \tilde{g}_{2}, \tilde{g}_{3}, \ldots\right), \\
\mathcal{Z}_{F \circ G}\left(z_{1}, z_{2}, \ldots\right) & =\mathcal{Z}_{F}\left(g_{1}, g_{2}, \ldots\right)
\end{align*}\right.
$$

using the following conventions $\tilde{g}_{k}:=\widetilde{G}\left(z^{k}\right)$ and $g_{k}:=$ $\mathcal{Z}_{G}\left(z_{k}, z_{2 k}, z_{3 k}, \ldots\right)$ for all integers $k \geq 1$.

The application we have in mind here is the decomposition of a structure in its connected components. One may write the following relation between species $F=E\left(F^{c}\right)$, this is a particular case of the composition of species : $E$ is the species of sets $F$ is a given species and $F^{c}$ is the species of connected $F$-structures. In this particular situation, one may use the following formulae (see book [2, page 54]) where $\mu$ is the Mobius function,

$$
\left\{\begin{align*}
F^{c}(z) & =\log F(z)  \tag{24}\\
\widetilde{F^{c}}(z) & =\sum_{k \geq 1} \frac{\mu(k)}{k} \cdot \log \widetilde{F}\left(z^{k}\right) \\
\mathcal{Z}_{F^{c}}\left(z_{1}, z_{2}, \ldots\right) & =\sum_{k \geq 1} \frac{\mu(k)}{k} \cdot \log \mathcal{Z}_{F}\left(z_{k}, z_{2 k}, \ldots\right)
\end{align*}\right.
$$

3) Separated series:

Definition 4 (separated series): A cycle index series is said to be separable if
(i) it can be decomposed in a product of series each one on a single indeterminate, equivalently, if it is of the following form,

$$
\mathcal{Z}_{F}\left(z_{1}, z_{2}, \ldots\right)=F_{1}\left(z_{1}\right) \cdot F_{2}\left(z_{2}\right) \cdot F_{3}\left(z_{3}\right) \cdots
$$

(ii) for all partitions $\lambda:=\left(n_{1}, n_{2}, \ldots, n_{\ell}\right)$, one has

$$
f_{\lambda}(F)=f_{\lambda_{1}}(F) \cdot f_{\lambda_{2}}(F) \cdots f_{\lambda_{\ell}}(F)
$$

using the following partitions $\lambda_{k}=$ $\left(0, \ldots, 0, n_{k}, 0, \ldots, 0\right)$ for $1 \leq k \leq \ell$.
Lemma 1: Let

$$
\begin{aligned}
& \mathcal{Z}_{F}\left(z_{1}, z_{2}, \ldots\right)=F_{1}\left(z_{1}\right) \cdot F_{2}\left(z_{2}\right) \cdot F_{3}\left(z_{3}\right) \cdots \\
& \mathcal{Z}_{G}\left(z_{1}, z_{2}, \ldots\right)=G_{1}\left(z_{1}\right) \cdot G_{2}\left(z_{2}\right) \cdot G_{3}\left(z_{3}\right) \cdots
\end{aligned}
$$

be two separated cycle index series. Then the series $\mathcal{Z}_{F \odot G}\left(z_{1}, z_{2}, \ldots\right)$ is also separated and we have,

$$
\begin{equation*}
\mathcal{Z}_{F \odot G}\left(z_{1}, z_{2}, \ldots\right)=\left(F_{1} \odot G_{1}\right)\left(z_{1}\right) \cdot\left(F_{2} \odot G_{2}\right)\left(z_{2}\right) \cdots \tag{25}
\end{equation*}
$$
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# About a group of Drinfel'd associators <br> Hoang Ngoc Minh 

The biological activivity of DNA molecule depends mainly on the way it is arranged in space and the way in which it is twisted things which fall within the province of the mathematical theory of knots [5]. There is a real parallel between mathematical transformations of knots (see the Conway's ip and incrossing elementary operations) and enszymatic mechanisms (the topo-isomerases) [9].

## Combinatorics \& Schelling's model <br> Cyril Banderier, Hanane Tafat

Thomas Schelling got the Nobel prize in economic sciences in 2005 for having enhanced our understanding of conflict and cooperation through game-theory analysis. In 1971, in the Journal of Mathematical Sociology, he published "Dynamic Models of Segregation." This seminal article exhibited a very simple model (a variant of cellular automata) which clearly showed that a small racial preference for each individual leads to a society with a high level of segregation. Thought being modelizable via a Markov chain, the model is however not that simple to analyze, So they have beeing a lot of experimental studies on this subject ; we adopt here an automata theory approach, coupled with generating functions (analytic combinatorics), in order to establish enumerative and asympotic rigorous results. How many rounds before the periodic regime? What is the ratio of each species? What is the length of the period? What is the migration rate (global displacement) ?

## Systemic modelling <br> Daniel Krob

We will propose an overview of systems architecture \& engineering, focusing on the systems modelling aspects. The talk will adress the main aspects of these topics: what is a system ? what are the main issues with respect to systems design ? how to describe a system? how to model a system ?

## Risk and Complexity

## Organizing Committee

- Emmanuel Eliot

University of Le Havre, France
emmanuel.eliot@univ-lehavre.fr

- Damienne Provitolo

Sophia-Antipolis University, Nice, France
Damienne. Provitolo@geoazur.unice.fr

## Description

The main goal of this special session is to join together different disciplins concerned by the analysis of risk in terms of methodologies and management.

The proposed researches contribute to showing that risk and catastrophe are often the outcome of structural complexities related to the number of components and their interactions, of complexities of spatial scales and levels of organization, and of complexity of non-linear systems (A. Dauphiné, 2003). The various research results show that, in a more or less explicit way, these complexities do not exclude one another but may combine in the course of one and the same event. Through its applied character, these works also contribute to territorial risk management.

These researches relate to the themes of natural risk, health risk and technological risk. Two orientations are proposed. First the theme of risk is addressed in terms of hazard, population vulnerability and complex decision-making about a risk or catastrophe (flooding, car travel, crowd movement, panic, population evacuation, pedestrian behaviour in urban transport, population vulnerability to a cholera epidemic, decision-making aids in crisis situations). The simulation models (simulation or GIS) are often proposed as part of a risk-management approach and meet the needs of private or public actors such as the RATP, CODAH or the Haute-Normandie regional council. Secondly, the theme of risk is addressed from a more conceptual angle. One paper looks at the methods of map algebra to create spatial information and new themes in the form of a GRID; another proposes a factual ontology of risk and catastrophe.

The session is organized on a non-thematic basis. In this way the various contributions can be brought together. Three headings are proposed: 1) risk management 2) risk diffusion 3) conceptual models of risk.
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#### Abstract

This paper aims to present an approach to model crowd motion in normal and panic situations in order to study the influence of the individual's decision on a crowd situation. Different aspects of the human behavior are modelled for example the individual and group strategy for evacuation, the negotiation strategy in a blocked situation and the spreading of panic into the crowd. This approach is based on the Individual Based Model (IBM) to study and simulate the complex system such as the social system of crowd motion, and presents another way to study the special spreading of panic into the environment.

The prototypes produced by our approach for crowd simulation in a virtual environment illustrate the importance of the individual's decisions within the crowd and show how disruption affects the efficiency of evacuation.


Keywords-Crowd motion simulation, human behavior, panic, Individual Based Model, Cellular Automata, individual's strategy.

## I.INTRODUCTION

Pedestrian dynamics studies have caught the attention of scientists in recent years. In this domain some models study and simulate pedestrian evacuation strategies in panic and normal situations to test their effectiveness and then help decision-makers to reduce human and material losses. In addition, this better understanding of crowd behavior is needed to improve safety procedures in a variety of buildings and areas and should optimize pedestrian motion.

Crowd dynamic is a complex systems where global behavior emerge from local interactions between individuals and between individuals and their environment. In this system of interactions, decisions of one individual can modify environment and in this way affect human and non human entities.. One can schematically distinguish two ways to model pedestrian crowd: the macroscopic model and the microscopic
model which mainly reflect a differentiation in term of geographical scale.

The microscopic class model (e.g Helbing's force social model [1], CA model [2], etc.) focuses on individuals and their characteristics as well as their capacities to take decisions in different situations. The global behavior of crowding is then the result of individual's interactions and the resulting emergent behavior.

The macroscopic class model (e.g D. Provitolo's dynamic model for panic propagation [3], Henderson's approach "Fluid approach" [4]) studies the social system as a whole to predict a possible evolution of human motion. Detailed interactions are then looked at and the model's description is shifted toward a description of the dynamic population variation.

In this paper, we present our approach to model pedestrian motion based on the Individual Based Model (IBM). This approach is a microscopic approach according to IBM particularities, so take into account the individual's details and decisions to give a coherent evolution of the system. To simplify the representation of the spatial environment we use a discretized representation of the space based on a grid of cells, where cell state includes the representation of the presence of individuals or other environmental obstacles.

The paper is organized in the following manner. In section II, we present an overview of our model in normal and panic situations with a brief view of the IBM approach. In section III, we analyze the model based on the simulation results. Finally, we provide discussion for the evolution of the approach.

## II.The IBM approach For pedestrian motion

Pedestrian dynamic models are used to control and understand crowd behavior. Different types of approaches are developed, some focus on the prediction of a possible crowd evolution, others focus on the observation of the emergent behavior produced by pedestrians' interactions. The latter are called microscopic models. Two types of these models are described in literature: continuous in space like the Helbing's
social force model, and discrete on space like the cellular automata models.

Helbing's studies are based on pedestrian observations in the real world in normal and panic situations. He demonstrated that "The transition between the "rational" normal behavior and the apparently "irrational" panic behavior is controlled by a single parameter, the "nervousness", which influences fluctuation strengths, desired speed,..." [1]. Helbing's social force model is based on force terms which influence the evolution of pedestrian motion and where the variation of one parameter may cause the appearance of panic motion.
"Cellular automata (CA) microsimulation is used to model complex behavior and is named after the principle of automata (entities) occupying cells according to localized neighborhood rules of occupancy" [5]. In fact, the CA models are based on cells changing state what is determine the emergent results, they approximate the more complex models with a minimal set of simple rules. Pedestrians' intelligence is not really modeled in CA approach, other alternative are introduced to model interactions [6] which provide collective effects and self organization.

According to Helbing's studies, the evolution of pedestrian behavior from rational to irrational is caused by the variation of certain pedestrian characteristics. These variations, brought about by a sudden disruption of the environment, influence the reasoning process of the pedestrian and causes him to panic. In fact, pedestrian motion in panic situations is the result of the variations of some distinct individual's characteristics that occur in normal pedestrian motion. Our approach is a model for pedestrian motion in general; we suppose that the disruptions that occur within the environment affect pedestrian characteristics and cause their transition to panic behavior. This approach to model panic is quite realistic because pedestrian panic motion is the result of the feeling fear that obliges pedestrians to modify their priorities and behavior to escape the potential danger.

## A.The IBM approach

In our approach we use Individual based models (IBM) which are a part of a multi agent system which includes a computational system composed of entities in interaction to produce a solution. The particularity of IBM is the autonomy of the entities which interact with each other and with their environment to produce a global behavior. Individual based models are used in many social sciences and physical sciences, in fact in all complex systems to investigate the properties that emerge from entities in interaction.[7]

This microscopic approach offers tools to take into account the heterogeneity of the entities, the characteristics of each individual are tracked through time, in contrast with the macroscopic approach where "the characteristics of the population are averaged together and the model attempts to simulate changes in these averaged characteristics for the whole population" [8], (Graig Reynolds).

The IBM approach provides agent notion to model system's entities (e.g an individual, a wall, a moving obstacle within the environment etc. ). Agent can be a mobile or a static entity and
can have reactive or cognitive behavior, it depends on the characteristics of the entity it models.

## 1) Reactive agents

Reactive agents are autonomous agents with a partial representation of the environment. They choose actions by using their current state and the external stimuli as a reference in the base rule to get the appropriate reaction. The architecture of these agents is based on the perception to produce behaviors called "stimuli-response" behavior. The simplicity of the architecture and the behavior of these agents allow them to model and study complex systems where behaviors emerge from interactions of a large number of entities.

The purely reactive agent's drawback is its lack of adaptability. This type of agent cannot generate a plan to reach one's goal because of its incapacity of taking into account past actions in later decisions.
2) Cognitive agents

Cognitive agents also called Belief Desire Intention (BDI) agents[9], have a global representation of the environment. The architecture of those agents contains three classes; beliefs, desires and intentions:
-Beliefs: describe the internal representation of the agent's state and properties, the agent's beliefs and habits and the agent's environment and the neighbors' characteristics.
-Desires: define the goals of agent. First of all the agent has to select a goal according to the environmental interactions.
-Intentions: define the goal selected to reach first
The specificity of these agents is their architecture which allow reasoning. Their ability to generate a plan according to the particularity of their environment, even in unforeseen situations catch up with specially human ability.

The main problem with a purely cognitive agent is the reasoning process, because, for some simple well known situations, reasoning may not be required at all. So controlling the agent's reasoning process can save time in simulations.

## B.The IBM model for pedestrian motion in normal and panic situations

The agent in our approach is a hybrid agent which use "reactive" and "cognitive" approaches to get the best properties. In fact, a graduation exists between purely reactive agents and purely cognitive agents which represents the extremity of a line and not a categoric opposition [10].

Our hybrid agent adapts its reasoning process to specific situations and reacts in a deterministic way to different situations. It is able to act as a reactive agent and gets a quick response for external stimuli those which do not need a plan, and acts as a cognitive agent to generate or use plans in some complicated situations.

The architecture of the agent comprises three classes or containers: Beliefs, Desires, Intentions. We introduce three essential functions: Perception, Deliberation and Action upon which the agent behavior is based:
-Perception: the agent's perception updates the agent's knowledge base "Belief" according to the interactions with the environmental entities. These interactions require a
"communication" between the entities which are normally assured by sensory capacities (i.e vision capacity, hearing capacity, oral capacity).
-Deliberation: deliberation is a cognitive capacity of the agent, it assures the reasoning process to find the desire to firstly achieve. To deliberate, the agent takes into account his beliefs, his action base (i.e the base is an agent base rules which contain a set of actions that the agent can carry out, in response to stimulations) and his perceptions.
-Action: after deliberation the agent's goal is to realize the desire chosen, a set of actions (i.e plan) is then established, the agent is able to update its plan according to its perceptions.


Fig .1: Hybrid agent's architecture
Space is defined as a grid of cells where every cell can contain one agent (e.g an individual, a wall, an obstacle, etc.) per time step. Pedestrians move into this discrete space from one cell to another according to their velocity characteristics. They have to refer to their perceptions to recognize other pedestrians and objects in their vision field, and have to communicate with their environment to exchange information and so coordinate their actions.

Perceptions are controlled by the sensory capacities of each agent, namely the vision capacity and the hearing capacity. In our approach vision is defined by two parameters the vision angle and the vision radius controlling the visual perception of the agent. The agent's hearing capacity is defined by the parameter perturbation, the agent is continually listening to its environment, thus the hearing capacity is always active and is ready to detect any perturbation in sounds such as an alarm..

Communication is a basic agents' interaction process, it provides the interchange of decisions, thoughts, or information by speech, signs, etc. Three major parts in human face to face communication are distinguished in literature; body language, voice tonality and words [11]. In order to simplify the modelisation of the agents' communication, we firstly consider that the agent can communicate only with its Moore neighborhoods (8 neighbors) [12], and then we propose a simple protocol of communication based on the sending and the receiving of messages. When communication is needed between two agents, each agent asks its neighbor for
information. The reception of these information allows the update of the agent's knowledge base, so that it can decide the appropriate actions to perform.

The agent's perceptions are the base of the interaction process. The exchange of information between agents, and the reception of the vision or the sonorous information, influence the decisions taken and therefore the evolution of the system modeled.

The agents' motion is based on realistic pedestrian motion rules. When we look at Helbing's observations [1], we can note that pedestrian motion is controlled by certain rules which influence its orientation choice. Helbing's observations demonstrated that:
-Pedestrians keep a certain distance from other pedestrians and borders (walls, obstacles, etc.).
-Pedestrians prefer to walk at their own speed which depends on their characteristics and desires.
-Pedestrians choose the fastest route to their next destination rather than the shortest one.

To model such behavior we introduce a few known properties in our agent base rules like repulsion and attraction properties, and collision avoidance strategies. Agents in our approach are attracted by agents who are walking on the same side as them and avoid agents walking in the opposite direction [13]. These repulsive and attractive behaviors are controlled by the agents' interactions and allow the description of a lot of quite realistic observed phenomena such as lane formation which refers to a self-organization of pedestrians into separate flows according to their walking direction, and oscillations at bottlenecks which refer to oscillations of the passing direction at bottlenecks [14].

However, despite the collision avoidance strategies' the agent sometimes may be in a conflictual situation when its desired next position is occupied by another agent, and without a reliable strategy, agents can remain still for a long time which may cause bottlenecks. To solve this situation we propose a conflict resolution strategy inspired by the "Game theory", which is a reliable theory to study and model social science problems and situations where the individuals' decisions affect each other [15].

In a blocked situation where two pedestrians aim to reach the same position, a negotiation must be done between the individuals to decide who does what. In the "Game theory" this situation is represented in an hybrid game which contains cooperative and non cooperative player behavior, negotiation and competition strategies are then defined to guide individuals' decision and to control the evolution of the system. The conflict resolution strategy that we propose in our approach is based on this hybrid strategy where the agent is free to decide whether to cooperate or not.

In a blocked situation the agent's action depends on its strategy (i.e a cooperative strategy or a competitive strategy). In fact, in that situation deliberation function provides the action to perform according to agent's conflict resolution strategy and agent's current state. After deliberation each agent informs the other about its decision and moves to target cell. To accelerate simulations, agents move to the target cell providing that they
do not create another blocked situation, otherwise agents have to negotiate again. In fact, blocked situations will be resolved in all cases, the only variable which changes is time. The cooperative behavior may reduce conflict time between agents, and so save time for pedestrians to achieve their destinations.


Fig. 2: Solving conflict situations. These figures present a solving conflict situations of the initial situation (a). The figure (b) illustrate a cooperative behavior of the agent in white. The figure (c) present a conflict situation due a conflict behavior of the two agents , agents still blocked again.

In panic situations people are overwhelmed by a feeling of fear and anxiety. The sudden disruption which accrued affect their behaviors and makes them loose their reasoning capacities and behave "irrationally"[16]. In our model, agent's perceptions detect disruptions which affect its characteristics and cause variations in its behaviors. Panicking agent boost then its velocity in order to escape as fast as possible the danger. Agent's interactions increase then, an imitation behavior appears which affects the evacuation process and may produces the emergence of collective behavior like "boids"[13].

Hybrid agent increases its walking speed when it starts to panic. Because of the lack of information about the panic propagation process, we concentrate on interactions as a unique means for panic propagation. When a non panicking agent interacts with panicking neighbors, panic ensues if the number of those panicking reaches a fixed limit. The new panicking agent then increases its speed which corresponds to the maximum speed that it can reach, and may follows agents with same speed. Boids will be formed then and the emergent behavior will appear as a response to the environmental variations.

## III.Simulation results

We describe in this section the results of simulations of two situations, namely normal situations and panic situations. The simulations provide critical informations to study the variation of pedestrians' behavior according to environment stimuli and the pedestrians' conflict resolution strategy.

## A.The influence of the conflict resolution strategy on evacuations

We investigate in this part the behavior of pedestrians leaving the environment when strategies to resolve potential conflict situations vary. The simulations are performed in a $41 * 41$ NetLogo[17] lattice, with 112 heterogeneous agents located in a random cell (i.e 56 agents in the up part of the environment and 56 agents in the down part, the distribution is uniform). In fact, in the simulations agents do not have the same Beliefs (i.e speed, conflict resolution strategy, faith neigh
boors, and alarm detection), because these beliefs depend on individual's culture, age, sex, experience, etc. We take into account these human characteristics in the model to make it as much realistic as possible.


Fig. 3: The figure shows the screen shots of the simulation with a population of 112 heterogeneous agents. Agents in yellow represent pedestrian on the up part of the environment who try to reach the up-exit. Agents in green represent pedestrians on the down part of the environment who try to reach the downexit.

The exits up-exit, down-exit, and middle-exit are represented by a still agents that occupy red patches. To exit environment agents on the up-part (i.e yellow agents) have to reach first the middle-exit and then the up-exit to exit the environment. At the same time agents on the down-part (i.e green peoples) have to reach first the middle-exit but the down-exit to exit the environment. When the agents reach their exit the down-exit or the up-exit, they exit the simulations.

The middle exits in the simulations act like doors walkable in both direction, they are performed in order to reduce space for agents and to provoke bottlenecks with agents moving on opposite direction. This is environment is artificial but it allows the study of conflict phenomena and the observation of the emergent one.

Figure 4 illustrates the variation of the pedestrians' flows in normal situations. We see that in cooperative strategy pedestrians evacuate quickly than in conflict strategy, this is because in a conflict strategy the face-to-face conflict can make last blocked situations. The figure 5 illustrates evacuation flows in panic situations with varying conflict resolution strategy, the
result is similar than the one in normal situations. With the same initial conditions, in cooperative strategy pedestrians leave the environment in less than 45 time step whereas evacuation time pass the 60 time steps with a conflict resolution strategy.

Peoples Evacuation in normal situations


Fig. 4: Variation of the evacuation flows in normal situations


Fig. 5: Variation of the evacuation flows in panic situations

From these two figures we note that conflict resolution strategies influence the pedestrians evacuations flows. The cooperation is the best behavior that individuals have to take when they are in face-to-face situations to avoid bottleneck situations. This result is confirmed in figure 6 which illustrates the variation of bottlenecks in normal situation with the two conflict resolution strategy, namely cooperative and conflict resolution strategy.


## B.The influence of panic behavior on evacuations

We investigate in this part the effect of panic on evacuations process. The figure 7 presents the evolution of evacuation on normal and panic situations with pedestrians' cooperative strategy. In fact, for 150 time steps about 121 pedestrians are evacuated in normal situations whereas only 71 pedestrians are evacuated in panic situations. We note that evacuation time in panic situations is greater than the one in normal situation, thus trying to move fast can slow down evacuation and then may cause human disasters by reducing chances to survival in catastrophic situations.

Trying to move fast increase pedestrians bottlenecks (see figure 8) which has a bad effect on the pedestrians' evacuation flows. This phenomena has been observed in Helbing's social force model [1] "Faster-is-slower-effect" due to impatience where he demonstrated that trying to move fast can cause a smaller average speed of leaving.
Getting nervous and panic make pedestrians behave "irrationally" and make them take decisions that worsen the catastrophic situations. Alternative solution can be developed for panic solution to avoid such behavior and to improve the evacuations flow.


Fig. 7: Influence of the conflict resolution strategy in peoples' evacuations. 346 heterogeneous pedestrians ( 173 pedestrians in up part, 173 pedestrians in down part). The Beliefs' parameter "detect-alarm $?=$ true" and "speed $=1$ " for all pedestrians.


Fig. 8: Bottlenecks' variations on panic and normal situations. The beliefs' parameter are the same a Fig. 7.

## IV.Conclusion and perspectives

We have presented a model of crowd motion in normal and panic situations. Pedestrians' characteristics and behaviors are tracked through time to investigate the properties that emerge from entities' interactions. Results obtained by this IBM model shows that cooperative strategy reduce blocked situation between pedestrians while conflict strategy makes them stand still for a long time. In panic situations pedestrians try to move fast to escape danger. The increase of the velocities increase on the same time bottlenecks which can produce deadlocks.

Since human life is connected with delays the best strategies have to be taken and the best behaviors have to be adopted by pedestrians in order to reduce human loses.

These are a preliminary results and we aim to improve our model by detailing and including more pedestrians' characteristics, and by introducing more detailed conflict situations. Besides, we will concentrate on emergent phenomena that have been observed like lane formation, or freezing by heating.
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# Cholera in the $19^{\text {th }}$ century: Constructing epidemiological risk with complexity methodologies 

Éric Daudé, Emmanuel Eliot, Emmanuel Bonnet


#### Abstract

Risk epidemic and complexity are linked by space and interactions. First, space matters in risk situations because of its ability to hold concurrently and simultaneously favorable conditions for a future emergence or re-emergence of epidemics. Second, space matters as a mediator of interactions, social as environmental, and at different levels. Risk is dynamic and its spatio-temporal dimension increases difficulties to catch it. Empirical data lack off precision to follow epidemiological outbreak. Complex system theory and connected methodologies can help us to enlighten this empirical failure.

First, we present some knowledge about risk, health and complexity. Second we present social and spatial data based on the first epidemic of cholera in the city of Rouen, in 1832. Third we propose two models to explore the diffusion of this epidemic.


Index Terms- Risk, epidemic, dynamical system, cellular automata, modeling, simulation.

## I. Introduction

THE spatial analysis of risk may be defined as the investigation of probability of being affected by a hazard in space and in time. This type of analysis requires a deep focus on the multilayered and complex combinations of indicators that are located in space. The analysis is ever difficult for certain risks but it reaches a peak when it concerns epidemiological ones. Because mobility and the ways people move in space and time is a major factor in the dynamic, especially in the case of an epidemic, the investigation of epidemiological risk faces three major problems:

- First, the need of understanding the ways people move and interact with space. Mobility is socially constructed and its patterns vary in history and according to social and cultural characteristics.
- Second, the question of the emergence of risk and

[^15]its location. Because the intensity of the epidemic depends upon the level of interactions between people, we need to consider the accessibility of spaces in regards with others.

- Third, the evaluation of the temporality of the epidemic.
We propose to explore these problems on the basis of the analysis of the second cholera pandemic that affected most parts of France at the beginning of the $19^{\text {th }}$ century. We examine it on the basis of an ecological approach of the epidemic but also by adding complexity theories analysis. The study will take advantage of these frameworks in order to avoid and overcome data bias.
In the analysis, space and risk are strongly related. Risk appears in space and can be created by space: not only considered as a support but also as an 'incubator' of risk situations. Risk is thus space related: presence and density of the vibrio cholera are dependent upon both aquatic reservoir and upon the more or less high concentration of population in the environment. In addition, risk occurs at different scale (world, nations and cities) and involves many actors: disease control, doctors and inhabitants. Risks are dynamics: going from the emergence of the virus to the pandemic may reflect this.
Self-organization theory [1] is adapted to explain emergence of risk for which local disruptions may product global and unpredicted events [2]. The selforganization theory identifies processes which allow describing behaviour at a global level, persisting in time and space, from numerous interacting entities located at one or several lower levels. Most of these interactions are local one and such systems are characterized by an absence of planning: no global control which would pilot such structure, such behaviour, or such form. Activity of
such system, dynamic and open to their environment, is in evolution. Evolution between attractors can be cyclic. Such systems are characterized by phases of intense activities: evolution of societies is tagged by wave of huge pandemics. Otherwise, system can evolve towards a stationary state, converged at an attraction point and absorbing progressively its activity. Activity of a system, in an epidemic perspective, can lead it through different states through the time. This switch from a state to another is situated close to a bifurcation point that may lead towards chaos. In an earlier work, we explored the different phases of activity of the logistic function often linked with diffusion processes [2]. When the system evolves from a bifurcation threshold, the transition from one state to another qualitatively similar refers us to the concept of resilience. The stability of self-organized systems refers to the possibility of change which explains that all living systems go through distinct phases during their activities. These phases are theorised by the criticality [1], which shows that all self-organized systems evolve towards a critical state and that a small and local disruption is enough to produce huge alterations. This event is characterized by a system which goes into a phase of mutual and global interaction during which level of connections and interdependences is maximal: this is the case of pandemics.
If they are useful in a heuristic context, such concepts are however difficult to use when one wants to apply them or to spot them in an empirical way. For example, how evaluating the intensity of relationships between elements at the same level and between elements at different levels? These uncertainties lead us to propose simple models of diffusion based at the same time on empirical evidence and theoretical knowledge.


## II. THE GLOBAL AND NATIONAL CONTEXTS OF THE EPIDEMIC AT THE BEGINNING OF THE $19{ }^{\text {TH }}$ CENTURY

After decades, routes of the epidemic have been recomposed on the basis of archives, reports and medical information. The second epidemic seems to have started in the British colony of Bengal in 1826. In 1837 the west coast of Mexico, the Anglo Egyptian protectorate and the French colonies of the

North West of Africa seemed to have reported the last cases in the known world at the beginning of the $19^{\text {th }}$ century (figure 1 ).


Although the etiologic of vibrio cholerae was unknown yet, details about the transmission disease were reported by doctors of the British Raj since the beginning of the 19th century. As many other unknown diseases, cholera produced social reactions. In the French context of the 1830's, the epidemic broke out in a period of political troubles, which contributed to reinforce both the political conflicts and the social representations. Officially, the epidemic broke out in Paris in April 1832 and spread until the month of November. However, high rates of mortality due to diarrhoea were already reported in the northern parts of France by the end of 1831 [4].


The 'département' of the 'Seine-Inférieure' was not the most severely affected by the epidemic
according to the official sources, but located between Paris and the English coastline - two major epicentres of the epidemic - this region is interesting for analysing the course of the epidemic at several levels (figure 2).

## III. The data

## A. The Cholera data

All the cholera data were collected in the archive services of the region between 2006 and 2007. The collection covers the period 1832-1893, i.e. from the second to the fifth pandemic. The sources of information are mixed: medical reports, medical topographies, municipal and administrative reports. The present paper focuses on the second pandemic ( $<$ the cholera morbus epidemic ») and in the main regional centre of the department: Rouen. The epidemic reached this city in April 1832 and left it in October 1832. In Rouen, the analysis of the epidemic is based on two complementary materials: a medical topography done by the chief doctor of the hospital, Dr. Hellis (figure 3) and the report of the municipal officers. Obviously, the collected data suffer from bias.


First, in 1832, the etiology of the disease was unknown yet. The second pandemic was the first that reached France in the beginning of the $19^{\text {th }}$ century and the causes and the ways of treatments were totally unknown, although information circulated all over the colonial empires. The main debate was based on the explanation of the causes of the disease: either contagious or not. This debate fed all the policies and fuelled all the theoretical
conflicts until the end of the 19th century. The discovery of the cholera organism by F. Pacini in 1854 and after all by R. Koch in 1883 however improved the knowledge about the disease.
Second, the data were produced by a health care system that was centralized at the national and departmental levels. It produces statistics and topographies that gave an overview of the epidemic but it does not have the possibility to evaluate the under-reporting. Moreover, sources of report were very mixed: doctors, sanitary and municipal officers. In addition, the topographies (map) done on cholera aimed at proving the interpretation of the disease. In other words, all the cartographic methods were used in order to show that the epidemic comes from outside and was imported by seamen. However, comparisons between local data based on hospital and municipal reports with the Hellis'map seem to converge. As a conclusion, the map and the associated data are in fact the only available source able to trace the first cholera epidemic in Rouen.

## B. From data to visualization and interpretation

We used different methodologies to integrate historical data from the archives services. The most important difficulties using archives data is the lack of statistical and geographical information. The first step was to consider if this collect was representative about the disease. The second step aimed at validating the data by checking their localization and their translation between manuscript and database. The third step aimed at calibrating the data with geographical information. Thus, we needed to reconstruct the geography of the $19^{\text {th }}$ century by recreating the different administrative levels, by modifying the city's names and by identifying some city groupings.
The interpretation of the epidemic necessitates a better understanding of the topography and of the social geography of Rouen. Different surveyor's maps were available about the city. This step of modelling allowed us to construct environmental factors which were necessary to understand the context of the epidemic. Therefore, the hydrology, the topography, the open spaces, the fountains, and some public places (market) were integrated in a Geographical Information System (GIS). Based on
the available parishes, charity expenditures, rental values of housing, population density were integrated and compiled into indicators in the GIS. These information were based on academic and archives information that were compiled by historians [5].
For the geocoding, we have used the current street names for the first treatment, and for the unavailable data, we have compared current and past street names. After the first and the second treatment, $90 \%$ of the archive data were located.
The analysis of each cholera case is difficult because the information on the map were insufficient. So, by using some spatial analysis treatment we have produced a density map of the cholera cases in the city (figure 4).


There were many interpolation methods that provided this type of representation. We chose a Smooth Surface Reconstruction because this method uses natural neighbor interpolation, works in any dimension and allows dealing with non uniform samples. All these treatments allow identifying the most affected places of the epidemic.
A cluster of cases is reported in the South-eastern parts of the city. By using animations based on the weekly available data, we also identify the diffusion of cholera in the western and north western parts of Rouen. An analysis of the mapping shows a relation between the cholera cases and socio-economic indicators, the aquatic environment and the density of population. Based on this interpretation of the epidemic, we aim at describing and explaining the dynamic of this epidemic at an infra-urban level. In the next section of this paper, we describe two models that capture these social and spatial aspects.

## IV. Mathematical and computational EXPLORATION OF THE CHOLERA DIFFUSION

First, we define a model based on ordinary differential equations. This macro model aims at understanding the general mechanisms of the spread of cholera. A second model is then presented, based on cellular automata. It takes into account both spatial and social heterogeneity as well as local interactions.

## A. A basic model of contagion

The basic classical SIR model of KermackMcKendrick [6] has to be modified to take into account the indirect process of contagion [7], i.e. the ingestion of contamined water. In this case propagation is contingent on the existence of a mediator which is the vibrio cholera. In the model, population is divided in four groups: Susceptible, Infected, Removal and Death. During an epidemic, a fraction of population is contaminated by the virus, mostly by ingestion of infected water. Once infected, people becomes actors of the propagation because they produce and reject vibrio cholera in the environment. After few days, evolution of the infection may lead to death or recovering, depending mostly on the health state of the individual and of the care conditions. We capture all this elements in the following model.

$$
\begin{align*}
& S(t+d t)=s(t)-r \cdot S(t) \cdot d t \\
& I(t+d t)=I(t)+(r \cdot S(t)-\gamma \cdot I(t)) \cdot d t  \tag{2}\\
& R(t+d t)=R(t)+(\gamma \cdot \alpha \cdot I(t)) \cdot d t  \tag{1}\\
& D(t+d t)=D(t)+(\gamma(1-\alpha) \cdot I(t)) \cdot d t  \tag{4}\\
& C(t+d t)=C(t)+(e \cdot I(t)+\lambda \cdot C(t)) \cdot d t \tag{5}
\end{align*}
$$

In equation (1), parameter $r$ represents the proportion of susceptible which is infected by the vibrio. Parameter $\beta$ is the probability to interact with an infected aquatic environment and $f(C)$ is the probability to be contaminated by the vibrio, which is a function of the quantity of vibrio cholera $(C)$ in water.
In equation (2), $\gamma$ represents the proportion of infected case which get out from infection. Part of them will remove from infection $((\alpha)$ in equation (3)) and other will die ( $(1-\alpha)$ in equation (4)).

In equation (5), $\lambda$ represents the loss rate of vibrio cholera in the aquatic environment and $e$ the growth
rate of C due to the excretions of each infected case. The flowchart of this model is presented in figure 5.


Fig. 5: Model diagram. Susceptible (S) can become infected (r) as they have a probability to be exposed to vibrio cholera (C). Infected people can die (D) or recovered (R) at rates (1- $\alpha$ ) and $\alpha$. While infected, people produce vibrio at a rate of $e$. Population of vibrio cholera declines at a rate $\lambda$.

We aim now at modifying this macro model in order to take into account the spatial dimension and the heterogeneity of the population. Implicit hypothesis of this model is a perfect mixing of the population with environment, but aquatic environment is not present everywhere in the city. The second implicit hypothesis is the homogeneity of the distribution and of the type of inhabitant, which is not the case.

## B. A cellular automata model of contagion

A conceptual framework has been developed to capture the structures and dynamics which occur in the propagation processes $[1,8]$. This framework is applied in the context of a cellular automaton. Structure of this model is defined by three elements:

- Elementary entities: a cell represents a square of one hundred meters. A cell can be an environmental cell \{river, green space, public building...\} or a 'social' one. In this last case, it has variable states which represent social attributes, such as number of inhabitants and the level of income. The domain is then the cellular grid (47x29) which shapes the city of Rouen.
- Propagation channel: it is the local spatial interaction structure of the cellular automata, i.e. the Moore neighborhood. Each cell can then interact with its 8 neighboring cells.
- Virus: It is the driver of the diffusion. This particle is generated by the fraction of infected people and is transported both by the environment and the infected cases. Each cell has a variable state which stocks an amount of the vibrio.
The diffusion dynamic is related to this structure and is composed of three processes:
- Emission: it represents the propagation of the
vibrio, from the people to the environment. In the following simulation, each aquatic cell computes the stock of infected people ( $I$ ) in its surrounding and receives a fraction $e$ of vibrio related to this stock.
- Circulation: this process defines the 'life' of the virus in the environment. The circulation of the stock of vibrio cholera is mainly aquatic dependent. Three processes define this life: a water cell receives a fraction of virus from upper cells (1) and gives a fraction of virus to lower cells (2) - based on the elevation ground - and the stock declines at a $\lambda$ rhythm (3);
- Infection: the rule of infection is relevant to this process. People interact with their environment and can be in contact with infected water, and be contaminated. In the model, each inhabited cell compute the volume of vibrio present in its vicinity - order 4 - and the stock of susceptible population has a risk $r$ to be infected by this amount of virus.
Finally, once infected, the number of people which die or recover depend upon two parameters, $d$ and (1-d). These parameters, which are proportions, are the same for all cells. This latter process is linked with the circulation process in the sense that it represents an indirect rule life for the vibrio cholera.
Figure 6 presents the initial configuration of the model and the localization of the first cholera case in the south-eastern parts of the city.


In the next section we present some simulations and first results.

## V. SIMULATION OF THE ChOLERA DIFFUSION

In this cellular automata model, the two mains factors which are responsible of the propagation are the presence of aquatic environment (river and wells) and the density and the level of income of the population, which is measured by the charity expenditures. Firstly, the proximity to a wet environment increases the probability to get the vibrio. There are two rivers in Rouen, the Robec and the Aubette, and a high number of cases are reported along and between these two rivers. The main reason of this spatial correlation is the location of mills, spinning and paper mills where many workers were concentrated. Secondly, and correlated to the first, both the high density of population in these areas and the low level of income of these populations increase the probability to be contaminated. Health risk based on the analysis of social and spatial determinants is thus very high in this model, as probably in this past reality.


These first results presented in figure 7 hold attention because there are good qualitative and quantitative correlations between the simulations
and the observations.
Thus, the model has to be tested in different ways: What is the sensibility of the results to the parameters? Are the results significantly different if the first case is located in other sites in the city? Have the parameters significantly closed values to the observed ones?
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# A multiagent urban traffic simulation Part II: dealing with the extraordinary 
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#### Abstract

In Probabilistic Risk Management, risk is characterized by two quantities: the magnitude (or severity) of the adverse consequences that can potentially result from the given activity or action, and by the likelihood of occurrence of the given adverse consequences.

But a risk seldom exists in isolation: chain of consequences must be examined, as the outcome of one risk can increase the likelihood of other risks. Systemic theory must complement classic PRM. Indeed these chains are composed of many different elements, all of which may have a critical importance at many different levels.

Furthermore, when urban catastrophes are envisioned, space and time constraints are key determinants of the workings and dynamics of these chains of catastrophes: models must include a correct spatial topology of the studied risk.

Finally, literature insists on the importance small events can have on the risk on a greater scale: urban risks management models belong to self-organized criticality theory. We chose multiagent systems to incorporate this property in our model: the behavior of an agent can transform the dynamics of important groups of them.


Index Terms- Risk management, self-organized criticality, multiagent systems, modeling, simulation.

## I. Introduction

SpaCE is an important factor of risks situations, not only as a support, but also as an actor in itself of the situation. Risk is space related. In epidemic contexts such as cholera, presence and density of the vibrio cholera are dependent both on aquatic reservoir and on the density of population in the environment. Risk has spatial impacts. In environmental context, flash floods caused high damages because of their torrential nature and of their high spatial concentrations. Risk management makes tracks in space, and risk sometimes stands to management. In technological context, urban land

[^16]use and planning reveals some tensions between industrial and residential areas. Risks are multilayered (world, nations, cities) and imply different kinds of actors, human and non-human. Fight against a possible A flu pandemic implies many actors at different levels (World Health Organization, national centers for disease control such as INSERM, local government and doctors) and control measures to reduce risks are both global (air traffic limitation) and local (public services closure). Furthermore, risks are dynamic. In industrial context, one can observe Domino effect as an explosion in one site produces secondary accidents in the neighborhood, due to the high concentration of activities.
Risk is defined as a probability of space-time interaction between a source and a target [1]. Four concepts are relevant to this definition and are linked to capture the risk: hazard, intensity, vulnerability and resilience (figure 1).


- Hazard represents the occurrence probability of an alteration into the source that could have effects on target: the probability of emergence or reemergence of a virus for example;
- Intensity is viewed as an output of the source, it depends on the power and duration of the phenomenon and of the involved surface area: the volume and extension of a toxic cloud for example; - Vulnerability is an input of the target, it measures at the same time the sensitivity of the target to alterations in its environment, and the related
damages, in term of population or equipments: the probability for a group to panic and to avoid confinement in a technological accident for example;
- Resilience is the capacity for an organization to return gradually an equilibrium state without modifying its final goal: the return time to a normal behavior in a transportation network after a crisis for example.
The main difficulty to characterize risk is the huge amount of interactions that links entities: risk is complex because targets often become sources. And this is all the more true in an urban context characterized by a large number and a great diversity of entities susceptible to be target and source. So space and interactions matter in risk, and they are the two main entrances of our MOSAIIC project.


## II. DEALING WITH hUMAN BEHAVIORS IN RISK CONTEXT

The MOSAIIC project aims to observe and understand local and global effects of individual behaviors in the dynamic of a transportation network system after an industrial accident. Few researches take into account the behaviors of group or individual when studying the risk at the scale of a city. Physical aspects override the measure of risk and population damage is just a result of these major forces. In this way, intensity of toxic cloud or of earthquake defines buffers that are used to estimate the number of inhabitants and equipment concerned by the event, and then give an estimation of the vulnerability. When human behaviors are considered in risk situation, it is mostly at a very fine scale, for example rooms or building [2], and with the same kind of behavior: panic and escaping [3]. At a global scale, deterministic model are mostly used as they are supposed to be more efficient to describe the mean behavior of individuals, particularly if there is a large number of people concerned. We argue that it is possible, and necessary in some sense, to go beyond this approach.
In risk management, many studies have shown that early stages of the phenomenon are critical on the level of the global damage. It is true with epidemic
outbreak when the very few infectious people present in the city can affect, by their individual actions, the course of the epidemic [4]. The same situation can appear when mimetic of panic between some individuals can produce a snow-bowl effect on the entire population. But individual behaviors in risk situations are not limited to panic and escaping behaviors. If one considered Bhopal (1984) or Toulouse (2001) accidents, the number of victims or the resilience of the system have largely increased due to the wondering behavior, curiosity behavior: in some circumstances, people want to see the damage. The aim is then to detect where and in which conditions these bifurcations have a high probability of occurrence in order to prevent them. We then develop a model of simulation in which first, space, as a mediator of interactions, matters. Space is a traffic-oriented network [5]. And second, in which individual behaviors are predominant to explain the dynamic of the vulnerability.

## III. Models of behaviors in extraordinary SITUATIONS

As described in depth in [5], our model and its resulting simulation builds a transportation graph from GIS data, upon which it create mobile agents modeling vehicles.
These agents enter the network at a controlled random place (their insertion is based on scenarios, they are not necessarily uniformly randomized on the whole network), and try to reach a controlled random destination. To each edge of the network is attributed a weight, which combines numerous characteristics of this edge, such as its length, speed limits, number of lanes etc. in a quantification of its attractiveness. This lets our agents the possibility to compute an efficient path from where they are to their destination through Dijkstra's algorithm. The planned trajectory of an agent is then a succession of edges. Once in an edge the agent tries to drive to its end, the next connection, where it will be able to choose the next planned edge.
Our mobile agents then drive to their destination, interacting one with another, as their speed, length, driving brashness etc. are considered at each step.
Furthermore, these agents can adapt their goals to what they perceive of the traffic, using different
methods to choose other paths to reach their destination.
MOSAIIC is concerned by situations where contextual mobility can occur and can diffuse or have large consequences on the global circulation. We call contextual mobility a mobility which is associated to short-range goals (to avoid a crowd) and whose result differs from the initial planning (to change a destination). We will now consider an urban industrial accident. This accident has a finite extension area and well-determined intensity, represented by a buffer. Inside this buffer, a proportion of people, related to intensity, want to escape. Outside this buffer, behaviors are less reactive. Some want to escape, others want to see and for others "show must go on", and they want to follow their way. We have then defined different kinds of behaviors and methods related to these different goals:

- Chicken behavior: the goal is to find the opposite direction of the source (the buffer), and to drive following this way;
- Bystander behavior: the goal is to find the source of danger and to go there. If agent is already in the place, then he stays here;
- Pragmatic behavior: here the agent selects a new destination in the network and tries to reach it. This behavior simulates the fact that some people will want to reach their children at school or husband or wife at their working place;
- Wandering behavior: there is no goal, this behavior is the sign of distress. At each time step, just select a road and go there.
- Roadrunner behavior: this method consists in always selecting the less congested road and to go there. This method can be connected to the Chicken or Bystander behavior;
- Sheep behavior: here agent follows the crowd whatever the direction.
We will now present implementations of these behaviors.


## IV. Simulation of behaviors

We will discuss here how the behaviors themselves can be implemented, not why or when one or the other will be chosen.

## A. Behaviors classification

In order to implement them, we will distinguish three categories of behavior: global, planar and local. These categories are based on the actual behavior, and not on the motivations behind it.
A global behavior is one that makes a reasoning about the road network. Pragmatic behavior will probably fall in this category: the agent will try to find a good path to his newly decided destination using his knowledge of the network. Bystander can also fall here.
A planar decision also chooses a destination but tries to reach it using orientation as if no roads existed, as if the vehicle was on an open plan. Of course the network will offer constraints, but a general cardinal like direction will guide the agent. Chicken and possibly Bystander will fall in this category. This means there are two sub-behaviors in by standing.
A local decision is one based on local-only data: Wandering, Roadrunner and Sheep will fall there.

## B. Class implementations

Global behaviors are implemented in the agents to allow them to reach their initial destination.
Local require little complexity. Wandering is trivial, Roadrunner and Sheep differ only by the sign of their optimization. We also implemented a simple anti-loop measure: Roadrunners for example will choose the less congested road unless they already went recently through this one.

Planar require the ability to choose an edge out of a node based on a global direction. Depending on what the modeler desires, he can choose a distance from the current road intersection, and the agent will choose the intersection at less than the selected distance (expressed in Euclidean distance or number of edges in a path leading to it) that is the closest to the desired direction. An anti-loop measure can be added.

## C. Examples of simulation

The behaviors previously described are ways of coping with an extraordinary situation. Most urban important accidents will have their consequences felt locally at the beginning, before it spreads. The evolution of the perturbation will be like waves spreading from the initial locus outward. If the extraordinary behaviors are the waves, the
metaphorical medium of this propagation is the ordinary traffic flow. We therefore need a sophisticated modeling of the day-to-day activities of vehicles in an urban agglomeration. We described this model in [5].

With the simulation of ordinary traffic, one can see in figure $n^{\circ} 2$ an example of the distribution of vehicles in the main roads of the city.


Starting at this point, we generate an event in the city that is supposed to represent an accident. This event, for the purpose of the simulation, is perceived by all individuals and is considered as a repulsive event. In figure $\mathrm{n}^{\circ} 3$, this event is a mouseclick event located by the user without any consideration about the reality of the area. As agents perceived the impact zone (in fact XY coordinates), they all change their planned trajectory. Once in a crossroad, all mobiles pick out the Chicken behaviors and compute their new XY position using:
$X Y_{(t+1)}=$ Best value (min $(\mathrm{VxVy}$ explosion -VxVy edge $\left.)\right)$
This escaping behavior is for instance not applied
in concurrence with any other mobility strategies or tactical behavior: they have not the possibility to avoid traffic jam or loops. The main effect of the general application of this rule is purely the draining of the transportation network. Of course this "Hollywood" scenario is not relevant in reality but let us test implemented mechanism.
Vulnerability increases when a certain quantity of actors changed their dynamics of mobility, mainly after a shift in their goals. Beliefs, desires and goals are then important to take into account in this kind of model.

## V. DISCUSSION

We have defined methods modeling mobility itself, but we now need to model the decision processes for picking or switching between these methods. In an ordinary situation, people follow their own planning and most of the time never deviate of their schedule. But how to justify and explain the fact that in some circumstances, people shift from one behavior to another, from an ordinary behavior to one of the extraordinary described here such as Sheep or Roadrunner?

Each agent can be seen as a cognitive agent, where motivation is important in the act of mobility. Motivation is "life dependant", and "contextual dependant": we can say that there is a path dependence of the individual motivations, where the present and future is mainly conditioned by the past; and that sometimes motivations, in a short spatiotemporal range, depart and express something really different. This last conception can be seen as the result of processes such as adaptation, evolution, archaic instinct and so on and so forth. In our debate, this is linked to the fact that people are able to change their plans and that they do not want to keep going to the previously planned destination.

We are not fathoming here the psychological processes that lead from one objective to another, the main point is the result of such behaviors. We have to think of a way to sum-up individual intelligence by simple processes.
Architecture such as Beliefs - Desires - Intentions (BDI) [7] is probably well adapted to this kind of cognitive agent.

- Belief here represents the schedule in normal
situation, information about environment (other mobile agents and road network) and attributes of agents that can describe risk culture, sociability, tolerance level etc. Belief is subject to uncertainty and error. In our model, Belief play a role as representation of industrial accident and its dynamic is important in human behaviors. Both the spatial and temporal distance of the accident can modulate how it is perceived.
- Desires are goals assigned to the agent, they are influenced by beliefs. Desires represent in our model different points to reach in space.
- Intentions represent the priority for an agent to achieve goals: it can represent a sort of utility function where each element is a point in space.
$f(g)=\{X 1 Y 1 ; X 2 Y 2 ; \ldots X i Y j\}$
Intentions are then both a goal and a list of goals.
In a disaster situation, agent receives different kind of information (Beliefs). If following his curiosity or instincts is a predominant goal of the agent (Desires), or fear or cupidity etc. then he will permute elements of his utility function, and even add new elements in order to plan new actions (Intentions).

The main question is then: is it necessary to have a good knowledge of people desires to simulate crowd dynamics and vulnerability of transportation network? In other words, what level of detail is needed in the modeling of individual agent to accurately model the beahvior of a crowd of them ?
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#### Abstract

Flash floods" occurring on the loamy plates of the Paris Basin, in the north of France, are the most dangerous form of floods encountered in this area because of their torrential nature. To better assess occurrence of these events, watersheds have been located thanks to the French CatNat data base. The morphological organization of the watershed between forms, slopes and drainage networks, plays a key role on the "flash floods" dynamics and on the water flow concentration along pathways. Therefore, all the traditional quantitative methods usually describe separately each morphological component and none of them enables to estimate, in a synthetic and dynamic way, impacts of the spatial organization of those three morphological components. Based on the complex systems theory, it is now possible to measure the 3D organization of the catchment area. Methodological implications of this work are very relevant as the tools involved were not currently used by geomorphologists or hydrologists at the beginning of this research. Results obtained and the validity of these spatial analysis methods will have to be discussed at the end of this work, progressively integrating other variables in simulations.
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## I. Introduction

Occurring on the loamy plates of the Paris Basin (France) at the end of spring and during summer, "flash floods" events are the result of violent meteorological events (thunderstorms) concentrated both in time and space. High rainfall intensities ( $>$ 50 mm ) do not last for more than several hours ( $<15 \mathrm{~h}$ ). These phenomena are the most dangerous and un-known form of floods encountered in the north of France due to their torrential
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behaviour. Human impact on these hazards is indisputable as they usually originate in agricultural ploughed areas. As well as the road network located in the thalwegs of the valleys, concentrating stream flows and aggravating their velocity, the urbanization leads to faster the water flows and increases the vulnerability of societies located in downstream parts (fig. 1).


Fig. 1. Photographs showing the violence and impacts of flash floods occurring in the North of France during summer of at the end of the summer after high rainfall intensities (Douvinet, 2008).

## II. Methods and data

## A. A morphological control at regional scale

In a first time, 189 basins subjected to various "flash floods" (1983-2005) have been located thanks to the French disaster "CatNat" data base in order to better assess the spatial and temporal occurrences of the events. Despite rainfall intensities and land use controlling such hazards, the comparative analysis led on all the 189 case studies [1, 2] underlines that the internal morphological organization of a watershed and the relation between the forms, slopes and drainage networks, play a key role on the spatial dynamics of "flash floods" and on the water flow concentration.

At regional scale, two major morphological types have been observed. $94 \%$ of all basins are included in the Type 1: these watersheds are of small size, less than forty square kilometres; they present high-slope incision; as they are situated in the downstream of higher basins, they are characterized by a gap in the Strahler ordination [3]. Other basins representing $6 \%$ form a second group, called the Type 2 . The latter present stronger sizes, ranged from 25 to $80 \mathrm{~km}^{2}$; they present weak-slope gradients, and as they are localized in upstream parts of big basins, the Strahler ordination regularly increases.

This result is important as the influence of the topography has always been underestimated in this area characterized by a "no-efficient relief" (fig. 2).


Fig. 1. A morphological control observed at a regional scale; two types have been distinguished on the 189 studied watersheds.

## B. Problem statement

In a second time, according to previous results, we decided to better understand the effects of topography on hydrological response on affected basins. Generally, morphometric indexes are used to measure their influence. Therefore, a exhaustive inventory $[4,5]$ have well shown that this quantitative methods separately describe major morphological component in form indexes, network indexes and slope indexes. Hence, we have index of compacity of Gravelius, Horton ratio ordination,
longitudinal profile section, the hypsometric curve..., but none of these indexes enables to estimate influence of the spatial organization of all morphological components in a synthetic and a dynamic ways $[6,7,8]$.

So we develop new methods, especially based on the theory of complex systems and cellular automata, to better analyze the incidence of the network patterns in a certain form and under slopes conditions [9, 10]. Our approach allows us to implement the three morphological components (shape, slope and drainage pattern) in a generalized cellular automaton called RuiCells. It becomes possible to make various simulations according to the implemented parameters. In this study, we focus our attention on results obtained by two simulations: the spatial influence between networks and form in a 2D-dimension; the effects with slopes in a 3D-dimension (fig. 3).


Fig. 3. Cellular Routing Scheme allowing the integration of the morphological component in a dynamic system, and the two simulations types associated.

## C. Specific aims of this study

The purpose of this study is to further expand the assessment of catchment morphology on surface hydrological response. The specific aim of our research is threefold: i) to identify the catchment morphology effects on the runoff routing and production; ii) to improve analysis of the relationships between morphological components (catchment shape, slopes, drainage networks) and measure the impacts of the three morphological components on hydrological responses, from local to global watershed scales; iii) to quantify the surface flows variability over space and time on these dry valleys.

## III. Simulation Results in 2D-dimension

In 2D-dimensions, the RuiCells Model provides a convenient approach for simulating surface flows on each point of the drainage areas. Studying numerous and complex environmental systems, we notice the importance of the spatial relations between surfaces and networks patterns, but also the minor effects of the catchment shape. Drainage networks effects and slope impacts are increasing as the area also increases. On the other hand, the global basin response can be broke up to identify the evolution of the peak of surface flow on local scales and starting in the downstream. Simulations reveal the "cascading system" between the surfaces.

Use of several points of measurement located on a few sub-catchments allows following the surface flow construction until the overall scale. At this global scale, similar peak flows can be obtained for similar catchment sizes but within various configurations of network patterns. A specific index (fig. 4) identifies the points in upstream of which networks of thalwegs are well organized regarding the basin form and quantifies the structural efficiency in all points of a watershed [1].


Fig. 4. The IE index underlines the structural efficiency within a watershed and various points can emerge since local to global scales.

So we can identify various configurations explaining such efficiency (fig. 5). This efficiency can be hidden at the final scale whereas it explains the final peak flow and the watershed behavior. Our approach raises the question about the relevance of this global catchment scale: measuring discharges at the downstream of confluences seems to be the "bad solution" if we want to understand the internal behavior and influence of the topography since upstream sources [11, 12].


Fig. 5. Various spatial structure and organization between surfaces and network explain high IE Indexes. Various patterns can explain similar efficiency.

This simple and powerful method provides an excellent way to assess the dynamics of "flash floods", hyperconcentrated flows phenomena more and more occurring on the small dry valleys belong to the Paris Basin, in the North of France.

All the case studies subjected to such flash floods present significant and various morphological signatures that the theory of complex systems and cellular automata make emerging. If this influence was expected, the dynamic and spatial simulations improve their quantification.

## IV. Simulation Results in 3D-Dimension

Implementing the flow velocity, surface flow graphs have a better hydrological sense as they consider slopes and the water height on each cell. Simulated hydrographs represent now the discharges in m3.s-1 values. As the catchment shape, slopes and the networks are combined, results show a theoretical 3D response of the morphological system. The curves appear really smoothed under the effect of slopes (fig. 6).

Indeed, the larger the basin, the smoother the gauge traces. The simulated curve for the catchment of Aizelles seems to be less disturbed than those for the Les Ouis or the Essômes catchments. The mean average discharge is also the highest for the smallest catchment whereas values decrease on the other areas. Furthermore, although their size is nearly of similar area, surface flow graphs for the Lézarde, Villers and St Martin catchments show major differences.

The peak discharge for the Villers catchments $\left(10,7 \mathrm{~m}^{3} / \mathrm{min}\right)$ is greater than those simulated for the St Martin $\left(9,3 \mathrm{~m}^{3} / \mathrm{min}\right)$ and for the Lézarde ( $8 \mathrm{~m}^{3} / \mathrm{min}$ ). A negative relationship, with $\mathrm{r}^{2}$ $=0,81$, exists between the time-to-flow-out vs the mean average slopes while the correlation coefficient between peak discharges vs catchment sizes decreases through spatial scales $\left(r^{2}=0,58\right)$. The time-to-flow out for the Villers, St Martin and Lézarde exceeds those simulated on Essômes while the size of this latter is higher than others.


Fig. 6. Simulated graphs obtained with the assumptions of an injection of 1 mm in all the cells and with a flow velocity increasing according to the slope angke. Algorithms are more detailled in Langlois and Delahaye (2002).

## V. DISCUSSION AND CONCLUSION

Relationships between the catchment morphology and its hydrological response were often difficult to well-establish and this has been one of the main key issues for geomorphology theory since many years $[13,14,15,16]$.

Few studies have shown that the drainage networks structure play a key role on functional entities (Vogt et al., 2003) and so on the theoretical surface flow response. The global response has usually been considered like a linear system and accepts the existence of an instantaneous unit hydrograph (IUH) or of a geomorphological instantaneous unit hydrograph (GIUH) as an global average response [ $8,17,18,19$ ]. Therefore, in this study, we propose using a simple CA model to integrate the drainage network, but also the surfaces and slopes from the cellular scale to better assess the global response.
Simulation results obtained with RUICELLS bring original replies on hydrological influence of topography. Firstly, they underline the dominant influence of spatial organisations in relation with drainage networks on the surface runoff response, and at the opposite, the minor role of the catchment shape and its size. Second, they indicate a spatial scaling effect on these catchments of 3rd and 4th Strahler-order and highlight similar hydrological behaviours for these catchments independently of their size. Third, they partially explain why these watersheds are prone to flash floods, especially identifying two configurations where the natural hazard risk is dangerous.
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# Compiled Risks of Spatial Complexity: the Map Algebra Contribution 

Emmanuel Bonnet, Thierry Saint-Gérand, Eliane Propeck, David Gaillard Université de Caen, GEOSYSCOM - UMR IDEES 6266 CNRS

ABSTRACT- This paper proposes a spatial risk analysis method founded
on the concept of risk situations. the method is illustrated via the example of the seine estuary and its major industrial risks.

## I. INTRODUCTION

In the scientific community today, it is well understood that the Geographical information System (GIS) makes up one of the most pertinent approaches for discussing the complexity of the real world and the multitude of phenomena which develop, are found in and interact with each other in the real world.

Most of these phenomena can be observed in simple, combined and organised spatial forms which make up what we could call «spatial space ». (1) At any time, this spatial property which they share gives them the capacity to be described and analyzed via simple fundamental "WH" questions such as Where? What? When? and How? These questions, sorted out according to their thematic, temporal and geographic scales, aid in understanding how the spatial phenomena organize and maintain their particular spatial relationships.

This being the case, it then becomes possible to identify the spatial processes which lead to interactive situations. One manner in which to specifically explain and understand space is to create spatial models and theoretical explanations. These models and theories can then be employed to reveal the processes which in turn lead to spatial phenomena. Quantitative geography is full of models (Von Thunen, Modèles gravitaires, Weber, Christaller, Lösch, Lowry, Zipf...) generally defined by theoreticians in the framework of a
particular spatial thematic study. However, they are rarely available as such in the panoply of operators offered by the GIS programs. The stakes are very high when mobilizing these models by activating them using GIS via the spatial analysis functions which the latter regroup.

The objective of this contribution is to demonstrate how the GIS can aid in understanding the complexity of the real world by deconstructing, questioning and combining the geographic information which informs it.

Beyond this first objective, the intent is to show how the usage of map algebra permits us to illustrate spatial phenomena. At the same time, we can bring information to the dynamic systems capable of responding to the question: "What if?" which is the missing link in the GIS tools.

The final goal is to illustrate the contribution of the GIS, not only in risk analysis situations, but also in the elaboration of new modeling and simulation resources.

The thematic example upon which this work rests is borrowed from the industrial risk thematic; hence, from a sector which is constantly seeking conceptual and methodological advances with which to improve crisis management capacity in the case of uncertainties.

First, we will present the concepts which will be illustrated based on industrial risk research carried out in the Seine estuary.

## II. SPATIAL ANALYSIS AND MAP ALGEBRA

Our talk will essentially be constructed around the algebraic mapping methods based on a georeferential network called "GRID". The construction is done via an intermediary of geotreatments which can be called upon, most notably in the form of ArcInfo from the ESRI company.

Map algebra is a method used to achieve spatial modeling with the aid of high level programming language. This language also provides the possibility to perform simple calculations such as mathematical operations, arithmetic, trigonometry, Boolean equations, simple statistics, etc. There is also the possibility of performing complex calculations such as multidimensional statistics, 3D spatial models and hydraulic spatial models on a local as well as a global level.

The usage of map algebra necessitates a specific informational structure from the very beginning. The geographic and thematic information must form a georeferential cell which has specific topological characteristics associated with a dual graph, the summit of which corresponds to the center of each link.

Upon exiting, the new information retrieved from the algebraic mapping operations will present itself in this same cell GRID format. This information will correspond to the results derived from one or several GRID, cell by cell, at local, focal, zonal and global levels.

These local, zonal and global functions were conceptualized by Dana Tomlin in 1990 during his work which took into account spatial variations during the treatment of phenomena. (2)

The local functions take into consideration the phenomena only at the level of a cell.

The focal functions take into account only the phenomena of the neighboring cells. In this type of treatment, the neighboring cells are defined by a
mobile window in which the treatment is realized. The result is allocated to the cell which is in the center of the window.

Zonal Method: The value of the cell in question is attributed in relation to the function of the calculations which are, in turn, based on the values of the cells in a neighboring zone which has been predefined by the user.

There is a fourth method which can be referred to as "global", which takes into account the combined value of the cells in GRID. The geotreatment is applied to the totality of the resulting links.

## III. MAP ALGEBRA FOR ANALYSING INDUSTRIAL RISK. EXAMPLE OF THE SEINE ESTUARY

The Seine estuary constitutes one of the largest French concentrations in terms of establishments classed SEVESO 2. About twenty industries are dispersed in the oval portion of the estuary between two principle industrial areas: Le Havre and Port Jérôme (3).

Research financed by the French Minister of Ecology and Sustainable Development, via the Risk, Decision and Territory program, has explored the exposition modalities, the risks and the vulnerabilities to which the population has been exposed.

This analysis, based on a formalization of a previous concept of risk situations, permits us to better understand how spatial phenomena, once combined, can lead to a (or several) risk(s) situation(s) with varying degrees of seriousness.

This concept considers a risk situation to be like a combination and a variation, in a given amount of space. This takes into account various hazards, exposure potential, risks, vulnerabilities, anticipation and recovery.

Initially collected through vector analysis (in vector form), the information was first subjected to

GRID modeling. This operation structured the information on the same spatial cut out, at the same level, in order to proceed to the available informational combinations in a coherent fashion.

Map algebra was especially useful during the creation of computer generated maps with the building of combination analysis on several levels of geographic information.


Fig. 1 : Level of vulnerability and level of stakes
The example in figure 1 shows the combination working on several levels of geographical information. The operations created with map algebra permit us to lay out the computer generated map showing the levels of what is at risk as well as the vulnerabilities.

The usage of these techniques permits us to layout a computer generated spatial synthesis which is useful to decision makers and managers as the most exposed areas are vividly pinpointed. These locations simultaneously take into account three criteria.

We can clearly see the manifold possibilities of map algebra.

The possibilities correspond to distinct and pertinent logic used to reconstitute and explain their spatial solidarity. Each one in its own way, the
elements enter into the complexity of risk situations such as exist on the real terrain.

The first and most classic possibility consists in applying operative calculations to the heart of a more or less elaborate equation formula to the thematic values attached to the GRID cells.

In this context, this procedure allows us to calculate (for each cell resulting from the GRID) the sum of the severity of the risk as relates to the corresponding cell in each GRID relating a specific type of risk.

Therefore, we can obtain the global synthetic values of which cartography indicates the sectors of concentration and dispersion inclusive of all risks.

The second possibility consists of creating qualitative information (coding) which express the combination of different types of risk concerning the cell in question: the expression of the risk level yields to the expression of the diversity of the combined risks in one location: this information is qualitative and focuses on a combination.

Finally, another usage consists of using spatial generalization techniques of the cell value in function with the distance and the neighboring criteria specified by the user.

These methods, for example the algorithm of the dominant neighbor, allow us to generate cells which contain the information of the neighboring cells. This information is particularly useful in reconstituting areas. The decision makers need this specific information in risk prevention scenarios.

## IV. CONCLUSION

In conclusion, this example applied to the domain of industrial risk shows the GIS offers multiple spatial analysis resources to treat the complexity of spatial phenomena both in terms of their comprehension and management.

However, the map algebra technique is under employed in France.

The potential of map algebra represents a level of interest well above that of the themes touched upon as an example in this extract.

The potential indicated in this extract merits validation by any sector requiring centralized information that can be employed in territorial decision-making.
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# Modeling and Simulation of Pedestrian Behaviors in Transport Areas: The Specific Case of Platform/Train Exchanges 
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#### Abstract

The RATP (Paris Public Transport System) needs a software to optimize the passengers' exchanges between the trains and the platforms in order to improve the train frequency and to reduce risks within passengers congestion. The SimTRAP prototype (Simulation of exchanges between TRains And Platforms) is an agent based model, using a microscopic approach, which is being built for this task.


Index Terms-Agent based models, microscopic approach, self-organization, pedestrian behaviors.

## I. InTRODUCTION

WITH more than 1.8 billion passengers a year on its train network (in 2005), the RATP (Paris Public Transport System) is continuously confronted to problems of management of crowds. Concerned by the quality of service, the RATP manages this phenomenon by optimizing the various steps met in a trip. From this perspective, it started a plan aiming at modeling and simulating passengers' exchanges between a train

[^17]and a platform. The resulting tool could help the company to optimize the arrangements on these spaces, to lower the risks of incidents like congestions or falls on tracks and therefore to higher trains frequency and general impression of people towards RATP. Improvements in the evacuation of trains and platforms could also be found.

## II. The Exchanges between Trains and Platforms

Most of the difficulties which may alter the functioning of trains services occur during the train / platform exchanges: congestions in front of doors, passengers who obstruct the closing of doors... These situations, magnified by the increasing density of passengers, increase the stopping time of the trains and therefore, cause delays.


Fig. 1. Congestion in front of doors during an exchange between a train and a platform

RATP specialists have been using models of simulation of exchanges for a long time. However, these models mostly belong to a macroscopic approach of the phenomenon: they are based on the management of crowds rather than the management of individuals (resulting in losses of precision, notably).

Our objective is to propose a microscopic approach, therefore focusing on individual behaviors, which would provide better estimates, both at micro and macro levels. More generally, we assume that pedestrian behaviors can be seen as a self-organized process, merely based on microscopic interactions in a constrained environment.

## III. Modeling and Simulating Pedestrian Behaviors at Microscopic Level

Following [1], we identify five key issues to be addressed:

1. Defining a detailed environment with an adapted scale;
2. Reaching adapted spatial and temporal precision;
3. Managing a realistic number of simulated pedestrians;
4. Introducing physiological and behavioral heterogeneity;
5. Combining both local and global interactions.
N. Pelechano et al., in [2], distinguish three main types of modeling approaches: physical models, cellular automata models and rule based models.
6. Physical models, like the famous "Social Force Model" [3] and its recent extensions [2] are able to reproduce some of the selforganizing components of crowds behaviors, but require a large computation effort even for simple environments;
7. Cellular automata models [4]-[5] focus on local interactions between neighboring spatial entities, in which are included desired individual behaviors. They are easier to develop and run faster than the physical models. However, the homogeneous behavior of the individuals
within spatial entities and the limitation of their interactions in relations of spatial nearness can not reflect the real pedestrian behaviors, as concludes [6];
8. Rule based models, like agent based models, are able to deal with more complex environments and behaviors [1]-[7]-[8].

Our SimTRAP prototype directly belongs to that last family.

## IV. The SimTRAP Prototype (Simulation of exchanges between TRains And Platforms)

The two versions of SimTRAP we created deal with detailed environments (platforms and trains), composed of both static and dynamic objects (trains, doors and folding seats) and are built on the NetLogo system ${ }^{1}$.

## A. First approach

In this first version, all objects are defined by a point (their center) and a rectangular shape (their bounding box). Some of them have other attributes and can use procedures which allow them to move or which allow the passengers to interact with them:

- a door can open or close with a given speed and until a maximum size;
- a folding seat can open or close when a passenger is sitting on or leaving it;
- all objects of the train can move together with a given speed and a given direction;
- all seats can be free or not.

Passengers are represented by circular agents having, as a first approach, the same internal structure and behaviors. They are defined by their destination, their direction, their speed, their position, their field of vision.

Their destination is determined by their goal which is one of the following:

- Find a good location on the platform (standing or sitting) (1);
- Find a way to enter the train (2);

[^18]- Find a good location in the train (standing or sitting) (3);
- Find a way to get of the train (4);
- Find a way to an exit of the platform (5).

The (1) to (3) goals are only for the "entering" passengers (starting with (1)) and the last ones for the "leaving" passengers (starting with (4)). (2) begins when the train opened its doors, (3) when a passenger entered in the train and (5) when a passenger got of the train. If a passenger has not any goal, he is waiting and does nothing.

The current destination, direction and speed of a passenger can be modified in some cases by the local density (according to the number of other passengers in his field of vision) and by obstacles (an object or a passenger). When an obstacle has been detected, a new direction is computed with a shortest path algorithm.


Fig. 2. Screenshot of the first version of SimTRAP showing passengers leaving and entering the train

## B. Second approach

A second version of SimTRAP was created to improve the spatial precision. The rectangular and circular shapes used in the first approach were too approximative and not effective.
This time, all objects from trains and platforms which can be generated by the prototype, have exactly the same forms than in reality. Even the trains with two levels can be used in this model.

For this, we use the GIS extension of NetLogo which can load vertexes from a shape file (in


Fig. 3. Details of a train in the second version of SimTRAP
which a fully detailed representation of a train or a platform is stored). Furthermore, the objects are here represented by a point (its center) and a list of its vertexes. Each vertex is linked with two other vertexes of the list in a specific order and knows its owner.

Passengers are represented here by an ovalshaped body and two shoulders (linked to the body). They are twice larger than thick, according to the canons of drawing, and are defined by their gender, which determines which one of the two given sizes they have to use (several men are larger than women).


Fig. 4. Representation of a passenger in the second version of SimTRAP

For example, with these representations, tests of collision are easier (we can use some built-in procedures of NetLogo with its GIS extension).

## V. First Results

The first version of SimTRAP allows testing scenarios, for a given set of parameters. For example, figure 5 shows the number of exchanges (passengers entering into plus passengers getting of the trains) in 5 seconds real time, when the number of passengers on the platform and in the train varies.


Fig. 5. Simulated number of exchanges in 5 seconds real time according to entering and leaving passengers (MP89 train).

Video analysis where also conducted, in order to calibrate some key parameters. Figure 6 shows the distribution of passengers waiting for the train, according to their distance to the entrance of the platform.


Fig. 6. Video analysis of the distribution of passengers on a given platform

The second version allows testing the capacity of a train. For example, table 1 shows a comparison between theoretical results and SimTRAP results of a test of capacity of a MF67 train (5 wagons). The passengers' characteristics used in these SimTRAP tests are:

- $47 \%$ men, $53 \%$ women;
- 62 cm for a man's broad;
- 55 cm for a woman's broad ${ }^{2}$.

These tests prove that our environments are realistic. The results depend on the quality of the original maps, but even in the worst cases, the differences between theoretical and simulated capacities are not over $5 \%$.

## VI. Eco-problem-solving

Today, we focus on the passengers' behaviors. We actually try to adapt the eco-problem-solving system, introduced by J. Ferber in 1989 [10].
In this system, the agents are reactive ones and have only two behaviors:

- they search for a state of "satisfaction" ;
- they flee from states in which they can not be satisfied.

In the case of the platform/train exchanges, the agents can be satisfied by modifying their standing or sitting location, but also by staying where they are and trying to pressure the close and disturbing passengers.
So, each agent computes two costs each time it is not satisfied anymore:

- a cost of displacement, which represents the "willpower" required to move to another location ;
- a cost of position, which represents the "willpower" required to stay at the same location.
The first cost is function of the attractiveness of the targeted location, the length of the planned path and the number of agents who are on it (and who must be disturbed).

TABLE I
Test of Capacity of a MF67 Train (5 Wagons)

| TEST OF CAPACITY OF A MF67 TRAIN (5 WAGONS) |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Theoretical <br> results | SimTRAP <br> results | Difference |
| Surface <br> (standing zone) <br> 4 passengers $/ \mathbf{m}^{2}$ <br> (standing + sitting) <br> $\mathbf{6}$ passengers $/ \mathbf{m}^{2}$ | $113.8 \mathrm{~m}^{2}$ | $115.2 \mathrm{~m}^{2}$ | $1.2 \%$ |
| (standing + sitting) <br> Max. | 575 | 582 | $1.2 \%$ |
| Nassengers $/ \mathrm{m}^{2}$ | Never <br> tested | 1022 <br> $\left(7.8 \mathrm{p} / \mathrm{m}^{2}\right)$ |  |

The second cost is function of the attractiveness of the current location and the power of the disturbance generated by the neighboring passengers.
Like humans, the agents do not have an infinite "willpower". We put a limit for each cost : when an agent's cost of displacement or position is beyond its limit, this person do not want at all to go to the targeted location or can not stay longer at the same place. If a passenger really has to move or to stay, because the other choice is worst, he will pressure much more his neighbors.

Some useful tips can be used with these rules. For example, if we want to set passengers' goal to "enter the train which just opened its doors", we just have to put their cost of position beyond the limit while they are still staying on the platform (to do so, we could change the attractiveness of every places in the train by a much higher value and reduce the attractiveness of the platform).

Furthermore, the limits can be personalized for each agent. So, we can simulate more complex behaviors with an easier way. For example, selfish persons can be represented by agents whose limit of the cost of position is higher than the others' limit (the pressure does not disturb them much: they just want to stay at the same location).

This system has not been tested yet and still needs some improvements, but we can see that it offers some great possibilities.
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# Agent-Oriented Approach for Detecting and Managing Risks in Emergency Situations 
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#### Abstract

This paper presents an agent-oriented approach to build a decision support system aimed at helping emergency managers to detect and to manage risks. We stress the flexibility and the adaptivity characteristics that are crucial to build a robust and efficient system, able to resolve complex problems. The system should be independent as much as possible from the subject of study. Thereby, an original approach based on a mechanism of perception, representation, characterisation and assessment is proposed. The work described here is applied on the RoboCupRescue application. Experimentations and results are provided.
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## I. INTRODUCTION

The use of Decision Support Systems (DSSs) has considerably increased, during the last decade, due to the complexity of the problems faced by the decision makers. Indeed, the need for decision support tools should be, if anything, increasing [10]. In some domains or circumstances, making a decision is an arduous task that requires some abilities exceeding the human capacities. We can think decision-making in Simon's decision making model, which consists in intelligence, design and choice [11]. Based on this model, the complexity of decision making lies in the difficulty to get a clear insight into the problem to resolve, to process the vast amount of collected information, to make the right choice in time and to harmonise finally the set of decisions made by the decision makers or the organisations. Therefore, computerbased systems may be very helpful to support decision making, especially when the environment problem is complex, dynamic and partially known. Processing and managing information issued from such an environment represents a challenge to the DSS developers. However, DSS are well known to be customized for a specific purpose and can rarely be reused. Moreover, DSSs only support circumstances which lie in the known and knowable spaces and do not support complex situations sufficiently [4]. This led us to think DSSs must be flexible and adaptive to be effective in solving

[^19]complex problems as the risk and crisis management. Flexibility allows the use of the system in different subject of studies with minor changes. In other words, the system operates in a generic manner and relies on specific knowledge that are defined by experts of the domain. Adaptivity is an essential characteristic to build intelligent information systems which draws increasingly the attention of the scientists in computer science and in artificial intelligence. Thanks to the adaptivity, the system may adapt its behaviour autonomously by altering its internal structure and changing its behaviour to better respond to the change of its environment. The multiagent systems technology is an appropriate solution to achieve these two objectives. Intelligent agents [13] are able to self-perform actions and to interact with other agents and their environment in order to carry out some objectives and to react to changes they perceive by adapting their behaviours.

In this paper we propose an agent-oriented approach aimed at building a DSS that has as role to help emergency managers to detect and to manage risks in emergency situations. The system perceives facts occurred in the environment, represents them and analyses them to assess the current situation. To evaluate the situation, the system uses an analogical reasoning based on the following postulate: if a given situation A seems like a situation $B$, then it is likely that the consequences of the situation $A$ will be similar to those of $B$. Consequently, the risk appeared in B become a potential risk of A. An internal multi-level kernel is used to insure the whole decision-support process. We utilise an earthquake scenario using the RoboCupRescue Simulation System (RCRSS) [7][9] in order to illustrate our approach. Experimentations and results are provided and discussed. spacing.

## II. Decision Support System for Risk Detection and MANAGEMENT

## A. Definitions and Approaches

The Risk is a concept that denotes a potential negative impact to an asset or some characteristic of value that may arise from some present process or future event. There are many more and less precise definitions of risk. They do depend on specific applications and situational contexts. It can be assessed qualitatively or quantitatively. In our context, we are interested in natural and technological risks. The management of these risks often represented a large-scale challenge for the individuals and the organisations, since they are hard to predict and their occurrences are much sudden. The
risk management may be defined as the systematic application of management policies, procedures and practices to the tasks of establishing the context, identifying, analysing, evaluating, treating, monitoring and communicating risk [1]. This process is complex and exceeds widely the human abilities. The use of the DSS in this case is indispensable. Indeed, DSSs are interactive, computer-based systems that aid users in judgment and choice activities. They provide data storage and retrieval but enhance the traditional information access and retrieval functions with support for model building and model-based reasoning. They support framing, modeling, and problem solving [2]. In the context of the risks and crisis management, the DSS must insure the following functionalities:

- Evaluation of the current situation, the system must detect/recognize an abnormal event;
- Evaluation/Prediction of the consequences, the system must assess the event by identifying the possible consequences;
- Intervention planning, the system must help the emergency responders in planning their interventions thanks to an actions plan (or procedures) that must be the most appropriate to the situation.


Fig. 1. Whole DSS architecture
The kernel is the main part of the DSS and has as role to manage all the decision-support process. The environment includes essentially the actors and Distributed Information Systems (DIS) and feeds permanently the system with information describing the state of the current situation. In order to apprehend and to deal with these information, specific knowledge related to the domain as ontologies and proximity measures are required. The final goal of the DSS is to provide an evaluation of the situation by comparing it with past experimented situations stored as scenarios in a Scenario Base (SB).

The kernel is a MAS operating on three levels. It intends to detect significant organisations that give a meaning to data in order to support finally the decision making. We aim, from such a structure, to equip the system with an adaptable and a partially generic architecture that may be easily adjusted to new cases of studies. Moreover, its suppleness makes the system able to operate autonomously and to change its behaviour according to the evolution of the problem
environment. As follows a description of each level:

- Situation representation: One fundamental step of the system is to represent the current situation and its evolution over time. Indeed, the system perceives the facts that occur in the environment and creates its own representation of the situation thanks to a factual agents organisation. This approach has as purpose to let emerge subsets of agents.
- Situation assessment: A set of assessment agents are related to scenarios stored in a SB. These agents scrutinise permanently the factual agents organisation to find agents clusters enough close to their scenarios. This mechanism is studied "manually" by an expert of the domain and is similar to a Case-Based Reasoning (CBR) [8], except it is dynamic and incremental. According to the application, one or more most pertinent scenarios are selected to inform decision-makers about the state of the current situation and its probable evolution, or even to generate a warning in case of detecting a risk of crisis. The evaluation of the situation will be then reinjected in the perception level in order to confirm the position of the system about the current situation. This characteristic is inspired from the feedbacks of the natural systems. In that manner, the system learns from its successes or from its failures.
- Automating decisions: Outcomes generated by the assessment agents are captured by a set of performative agents and are transformed in decisions that may be used directly by the final users.


## B. RoboCupRescue Case Study

The RCRSS is an agent-based simulator which intends to reenact the rescue mission problem in real world. An earthquake scenario is reproduced including various kinds of incidents as the traffic after earthquake, buried civilians, road blockage, fire accidents, etc. A set of heterogeneous agents (RCR agents) coexist in the disaster space: rescue agents that are fire brigades, ambulance teams and police forces, and civilians agents. We focus, in this application, on the development of the rescue agents behaviours. Our final goal is to use the DSS in order to improve their decision-making ability and to support them during their rescue operations.

A model of the RoboCupRescue disaster space and the properties of its components, and the RCR agents are detailled in [12]. We use this model in order to extract knowledge and to formalise information.

## III. Dynamic Representation of the Situation: Factual AGENTS

The system perceives and represents the facts occurred in the situation in an original manner using factual agents. Factual agents are reactive and proactive agents according to the agents definition given in [13]. Each agent carries an elementary datum that represents an observed fact and that aims to manage it over time. This information is presented in the shape of a Factual Semantic Feature (FSF), more details
about this structure and how it is formalised and managed by a factual agent is provided in [6].

The objective by using factual agents in the representation situation level is to reflect the dynamic change of the situation and to let emerge, from this view, agents subsets. These subsets may be representative of some situations that are close to some others encountered in the past. The analysis of these agents groups is based on geometric criteria, insuring thus the independence of the treatment from the subject of study. Each factual agent exposes behavioural activities that are characterised thanks to numerical indicators. The latter form a behavioural vector that draws, by its variations, the dynamics of the agent during its live. This gives a meaning to the state of the agent inside its organisation and consequently to the prominence of the semantic character that it carries.

The goal of our approach is to characterise the factual agents organisation by forming dynamically agents clusters and comparing them with stored scenarios. The clustering algorithms seem appropriate to this objective, since they are able to create objects groups in an unsupervised way. However, these methods present some deficiencies in our case. The main ones are the need to specify some parameters as the minimal distance between two objects, required by density-based algorithms [3]; or the minimal length of a cluster, required by Kmeans algorithms [5]. Moreover, the experimentations we led using these methods showed us that we are unable to analyse instantaneously the obtained clusters neither to reproduce them. We changed therefore our way for proceeding by confiding this task to the assessment agents. These agents will search through the factual agents in order to form clusters, that should be the closest to the scenarios to which they are linked. We think this approach is more suitable for our problem, since it does not require specific knowledge and we are certain that the obtained clusters have probably a meaning and may be easily interpreted. In addition we may exploit the assets of the agents, especially their adaptivity and their communication abilities.

## IV. Situation Assessment

## A. Assessment Agents

Each assessment agent is linked to a scenario stored in the SB (see Fig. 2). Each scenario is composed of one or more factual agents clusters, this depends on the treated application. A cluster is made up of a set of elements, each one includes an FSF, the indicators values of the factual agent associated to this FSF and the size of its Acquaintances Network (AN). Thus, a cluster element has the following structure: FSF: $V_{I I} \ldots$ $V_{I n}: S_{A N}$, with $V_{I}$ a value of indicator $I$, and an example of an FSF is (fire, intensity, strong, location, $2^{\text {nd }}$ street, time, 10:00 $\mathrm{pm})$.

The role of the assessment agents is to scrutinise permanently the organisation of the factual agents in order to extract agents clusters that should be similar as much as possible to their scenarios. A relevance, which is the sum average of all the similarities values of a created cluster elements, is attributed to each cluster to indicate its proximity
to a stored scenario. This value is included in a range of $[0,1]$. The more the relevance is near to 1 , the more the cluster is close to its scenario maker and vice versa. The clusters, and consequently the assessment agents, are sorted according to their relevances and the selected agents depend on their rank and the size of their clusters i.e. the first agents covering the bulk of the situation are selected.


Fig. 2. Role of the assessment agents in the DSS
To find close elements in the factual agents organisation, the assessment agents look only at the numeric properties of the agents and disregard the semantic characters that they carry. This insures the genericity of the mechanism. The assessment agents compare the elements of their scenarios with those carried by the factual agents by computing distances between them. The compared data are vectors defined by the $n$ indicators of the factual agent and its AN size. The cosine similarity measure is used in order to compute the similarity between these vectors. The similarity value is included in a range of $[0,1]$. A value of 1 means the perfect equality between the two vectors, whereas 0 means their total divergence.

$$
C S_{-} V_{1}, V_{2}=\frac{x_{1} x_{2-} y_{1} y_{2-} z_{1} z_{2}}{\sqrt{x_{1}^{2}-y_{1}^{2}-z_{1}^{2}}-x_{2-y_{2-}^{2}-z_{2}^{2}}^{2}}
$$



Strating scenario at $T=6$

Fig. 3. First test example at the beginning of the RCR simulation

## B. Experimentations

We have made experimentations on the RCR application dealing with fires situations. We have developed a prototype allowing the representation and the assessment of risks. The perceived facts in the disaster space are related to the fires propagation and to the fire brigades activities that try to extinguish these fires. The system includes a factual agents organisation for the perception and the representation of the situation and a set of assessment agents to deal with the facts evolution. At this progression stage of our work, the assessment situation is limited to the recognition of factual agents clusters according to past ones defined and experimented beforehand. We have defined therefore, from a starting scenario, a clusters set that we intend to regain in other similar scenarios by forming similar clusters. To modify an RCR scenario, we change the strategy applied by the fire brigades. This allows to have a different perception of the environment and different behaviours of the agents.

Fig. 3. shows two views of the disaster space state at the beginning of the simulation--at the $6^{\text {th }}$ second. The left view belongs to the starting scenario, the right one belongs to a scenario test. What interests us in these views are the fire brigades agents represented by black ellipses and the fires represented by black rectangles. Both objects have white identifiers (IDs), we note that the RCRSS gives randomly new IDs for all the RCR objects in each new simulation. These two elements are represented in the system by two different kinds of factual agents. We have identified two factual agents clusters at this step. Cluster-1 includes starting fires and the first fire brigades having perceived these fires and which are the most able to put out them. Cluster-2 contains however the rest of the fire brigades that are in a passive state.


Test scenario at $\mathrm{T}=6$
CREATED CLUSTERS AT THE $6^{\text {Th }}$ SECOND OF THE RCR SIMULATION

| Stored clusters | Assessmen <br> t Agents | Similar clusters |
| :---: | :---: | :---: |
| Cluster-2: <br> fireBrigade\#267864071 <br> fireBrigade\#130020552 <br> fireBrigade\#129970323 <br> fireBrigade\#255666267 <br> fireBrigade\#199205638 <br> fireBrigade\#20884048 <br> fireBrigade\#133635968 | Agent-2 | Cluster-1, r=0.99 <br> fireBrigade\#267888188 <br> fireBrigade\#264158650 <br> fireBrigade\#201310913 <br> fireBrigade\#134192215 <br> fireBrigade\#234821930 <br> fireBrigade\#232695827 <br> fireBrigade\#258896960 |
| Cluster-1: <br> fireBrigade\#200188078 <br> fireBrigade\#250079625 <br> fireBrigade\#263968700 <br> fire\#238713057 <br> fire\#222263253 <br> fire\#256855677 | Agent-1 | Cluster-2, r=0.89 <br> fireBrigade\#64866967 <br> fireBrigade\#268275018 <br> fireBrigade\#33546030 <br> fire\#265210206 <br> fire\#262626275 <br> fire\#217816816 |
| Cluster-4 | Agent-4 | Cluster-3, r=0.80 |
| Cluster-3 | Agent-3 | Cluster-4, r=0.67 |

Table I presents a test example. For this example we have four assessment agents, each one is associated to one cluster in the base. The table shows both the stored clusters elements and those created by the assessment agents. As we see, the two first agents (Agent-2 and Agent-1) regained two analogous clusters with relatively high relevances $(r)$ in the test scenario and cover all the perceived facts of the situation. These two agents are therefore selected as the best candidates to provide the final decisions.


Fig. 4. Second test example in the middle of the RCR simulation\}
TABLE II

| CREATED CLUSTERS AT THE 11 ${ }^{\text {TH }}$ SECOND OF THE RCR SIMULATION |  |  |
| :--- | :--- | :--- |$]$

The second example (see Fig. 4) concerns another scenario in an advanced stage of the RCR simulation--at the $13^{\text {th }}$ second of the simulation--in which fires are more important and the fire brigades are more active. At this step, two starting clusters have been identified and stored. Cluster-3 includes fire brigades in full fight with fires and other important starting fires. Cluster-4 presents some isolated fire brigades blocked by debris and that are unable to move. A similar situation is perceived at the $11^{\text {th }}$ second of the test scenario. The most relevant assessment agents are Agent-3 and Agent-4 that succeed in creating two similar clusters, whereas Agent-1 and Agent-2 have retrogressed in the relevances rank.

## V.Conclusion

We have described in this paper an agent-based approach that aims to build a DSS. The system intends to help emergency planners to detect risks and to manage crisis situations by perceiving, representing and assessing a current situation. We think this approach may be adjusted easily to different problems types and enables the system to have an adaptive behaviour thanks to a multiagent multilevel kernel. We are working currently on the assessment level of the system mechanism. We have presented here first results applied on the RoboCupRescue. We intend to apply this approach on different subjects of studies in order to better improve its generic aspect. We aim also to generalise this approach by setting up a generic modelling of factual agents clusters that will enhance their formalisation and their management.
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# Validation of an ontology of risk and disaster through a case study of the 1923 Great Kanto Earthquake 

D. Provitolo, J.P. Müller, E. Dubos-Paillard


#### Abstract

This paper seeks to validate a factual ontology derived from an ontology of the domain of risk and catastrophe (Provitolo, Müller, Dubos-Paillard, 2009). The factual ontology is that part describing the structure and dynamics of the system, that is, the representation of an event and of on what it has a bearing. The objective is to show that the ontology is able to account for and allow comparison between complex stories (because of the diversity of event types and of their multi-scale description). The event used as the basis for validation of the ontology is the Great Kanto Earthquake of 1923. The account is that of P. Hadfield (1991) that provides a detailed description of the earthquake. Judgements by the actors involved of the system elements and events are excluded from this exercise, which is a first stage in validating the ontology.


Index Terms- instantiation, Kanto earthquake, modelling, ontology of disaster, validation

## I. Introduction

IN the field of risk and catastrophe, a great deal of research has been conducted into the concepts [1]-[2]-[3]-[4]-[5]-[6]-[7]-[8]-[9]-[10]-[11] and the analysis of accidents or catastrophes. On the basis of that work, we have proposed a formalized ontology of risk and catastrophe [12].

The most common definition of an ontology is that of [13] who defines it as a specification of the conceptualization of a domain. An ontology is therefore a structure for describing knowledge in a given field. A distinction is generally drawn between the conceptual ontology defining the terminology employed and the concrete ontology, which uses that terminology to describe an actual situation. The formalized ontology that we proposed [12 op. cit.] is essentially a conceptual ontology in which we distinguish the terminology used to depict what happened (e.g. 30 died on some bridge) from the characterization of what happened (there has been an accident, a serious accident or catastrophe) from the standpoint of the various actors of the system.
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Here we begin with this formalized ontology and look more especially at the part describing the system's structure and dynamics. Henceforth we call this the factual ontology as it allows us to describe what happened without taking up any particular standpoint.

The overall aim of this factual ontology is to be able to handle stories made complex by the diversity of types of events and their multi-scalar character. A conceptual framework needs to be provided within which to analyse the various types of events, whether localized or dispersed, natural, industrial/technological or social. This factual ontology purports also to be suitable for studying events on different scales (micro, meso, macro). This should make it easier both to put into perspective different events that a priori share few common features, and to come up with a method for comparing events.

The paper aims first to validate such an ontology by instantiating it based on the factual description of an event: the Great Earthquake of Kanto of 1923 as related by P. Hadfield [14]. This concrete case was chosen because the account mostly describes facts and not standpoints or judgements of those facts by those involved. We are looking here, then, at the representation of the story. This will allow us both to test out our factual ontology and to question the validation process of this sort of ontology.

## II. A factual ontology of risk and catastrophe

Factual ontology is that part that allows us to describe the structure and dynamics of a system. As stated in the introduction, the factual ontology is a part of the conceptual ontology of risk and catastrophe presented in [12 op. cit.]. The conceptual ontology enabled us:

- to return to the essential concepts allowing us to characterize risk, accident, catastrophe and the associated notions and to organize these concepts in terms of the relations among them;
- to identify four subsystems making up the conceptual model: Structure, Dynamics, Actor and Characterization (Fig. 1). The Characterization subsystem enables us to specify how different actors characterize the system's structure and dynamics.

In this paper we propose an initial validation of the structure and dynamics part of this ontology based on the account by P.

Hadfield [14 op. cit.] of 'The Great Kanto Earthquake' by reproducing the account using the concepts of this ontology. Actor judgements of the system's elements and events are excluded from this first validation exercise.


Fig. 1. Systemic division of the meta-model into four subsystems

We therefore present only the Structure and Dynamics subsystems of the conceptual model of risk and catastrophe. This model has been represented by UML (Unified Modelling Language) class diagrams [15]. Ontologies do not have standard graphical means of representation although a graphic depiction is often a very powerful means of communication. UML provides such representations and especially class diagrams representing concepts and their attributes by rectangular boxes and relations between concepts by arrows. Two types of relation are distinguished: the generalization/specialization relation for expressing that one concept is more general/more specific than another (arrow with white triangle pointing to the more general concept) and the semantic relations bearing the name of the relation and the associated cardinalities (how many objects may be related to how many others).

In what follows, we begin with the ontology (and therefore the class diagram) proposed in [12 op. cit.] that we specialize to take account of the specific account. For example, the general notion of event will be specialized into collapse, fire, etc. as particular cases of events.

Thereafter we shall instantiate these notions to reproduce the account proper. Thus, several cases of collapse are mentioned in the account and shall therefore be so many instances of the general notion of collapse. Another UML diagram -the object diagram- shall be used to depict these instances and their structural and temporal linkages. An object diagram represents each instance by a box mentioning the instantiated notion possibly with a name by which to identify it and each connection by an arrow. These connections are
themselves instances of semantic relations between notions. For example, it can be said in conceptual terms that one event may cause another (that there is a semantic relation of cause and effect between events) and the connections will be able to express which events actually did cause other events according to the account.

## A. The structure of the system

The Structure identifies the relevant elements for analysing a system open to potentially catastrophic events. The elements are the parts forming the system's structure (Fig. 2). The system is open to its environment (in the systemic meaning of the term). It is therefore also composed of exogenous elements that are by definition outside of the field of study. The 'Element' class generalizes the 'Living Element', 'Physical Element', 'Organization' and 'Infrastructure' classes that appeared to us to be the relevant categories to be distinguished in the case of risk and catastrophe:

- living element includes all human beings and natural populations such as plants and animals;
- physical element corresponds to the description of the earth's surface (oceanography, hydrography, pedology, relief, etc.) and does not directly pertain to human activities;
- organization is a structure for responding to needs and achieving set objectives. Organization integrates systems for preventing and managing events.
- miscellaneous infrastructures encompass built areas, facilities, networks, etc.

Instantiating the conceptual model has required the inclusion of new relations:

- the first to indicate that a system may be a particular case of an element. Adding this relation makes it possible to represent the interleaving of spatial levels (scale) within a system (systems are thus composed of systems, which are themselves made up of systems, etc.);
- the second to indicate the existence of neighbourhood relations between elements of the system. The concept of neighbourhood refers to a topological space. It provides more possibilities than the simple use of distance between spatial entities (metric space). It allows us to form spatial subsets by neighbourhood (first-, second-order continuity, etc.). We shall see that this neighbourhood relation allows us to make a territorial analysis of the event, or more accurately the series of events, that occurred in the city of Tokyo.

This first instantiation therefore enhanced the structure of the system.

The system structure is related to the dynamic subsystem since both events and damage bear on the 'element' class.


Fig. 2 The system structure and its relations with the dynamic subsystem

## B. System dynamics

Just as the system structure is composed of elements, the system dynamics (Fig. 3) is composed of elementary structures in the form of events. Each event may be ascribed a date (at a given level of granularity) and a duration. Each
event may be made up of events, which provides an understanding of the interleaving of temporal levels in the event structure in parallel with the interleaving of spatial levels.


Fig. 3 System dynamics and its relations with the Structure subsystem

An event has a bearing on one or more elements of the system. The 'bears on' relation allows us to make a link, the cogwheel between and event and an element. Elements are in fact nothing other than the 'matter' of which events are part.

An event may also cause another event. Events are then tied to each other by causal relations that are achieved via elements: one speaks of causal chains between events. This causal chain corresponds to domino effects that are often cited in the literature on risk and catastrophe, especially by [16]-[17]-[18]-[19]-[20]-[21]. It shall be seen later in this paper that it is a set of causal chains that allows the Kanto earthquake to be characterized as 'The Great Kanto Earthquake'.

Lastly, the event can engender damage of different kinds and in variable amounts. Damage bears on elements, which explains why the classification of damage is based on that of elements. The classes titled 'human damage, 'damage to species and ecosystem operation', 'material damage', 'damage to social system' and 'damage to heritage' specialize the 'Damage' concept. Such damage may be the subject of quantifications or of literary descriptions. It is generally defined in human or material terms. But it may also bear on economic and financial systems and on heritage whether natural or cultural.

## III. INITIAL VALIDATION OF THE FACTUAL ONTOLOGY BASED on the account of the Great Kanto Earthquake (1923)

The aim is to determine to what extent the ontology developed can account for complete and complex stories (structural complexity related to the variety of type of event, elements, complexity of spatial scales and levels of organization).

In this paper, validation is effected by instantiation on a wealth of situations within the chosen account so as to check whether the model constructed applies to different types of concrete situation. Thus, to test whether the factual ontology is robust, it was instantiated (using Magic Draw) from P. Hadfield's account of the Great Kanto Earthquake of 1923. That account is rich enough for the factual ontology to be tested. It allows it to be tested on a large number of system elements (living elements, physical elements, infrastructure), on different types of event, whether localized (earthquake/natural origin) or widespread (fire/technological origin) and at different spatial scales (cities, districts) and at different levels of organization (population, individual). By contrast, this account makes no mention of the characterization of these events by their various actors.

## A. Presentation of the case study: the Great Kanto Earthquake, 1923

The Great Kanto Earthquake (1923) is a well documented event, especially in P. Hadfield's 'Sixty Seconds That Will Change the World: The Coming Tokyo Earthquake' [14 op. cit]. P. Hadfield draws on Japanese records to provide a detailed literary description of the event, of the domino effects
and the damage. The description highlights the complexity of a catastrophe of natural origin in an urban environment.

The major earthquake that struck the Kanto region on 1 September 1923 shortly before noon killed thousands and caused serious damage in the cities of Yokohama and Tokyo. The shock waves that lasted less than one minute destroyed two-thirds of Tokyo and four-fifths of Yokohama. Numerous fires broke out in both cities, because the event occurred when the inhabitants were beginning to warm their braziers and light their cookers to prepare meals. At the time, Tokyo, the capital of a little developed country, counted 2.5 million inhabitants. In Tokyo the braziers set light to the wooden houses, gas and hydrocarbon depots and tanks exploded, gas mains broke and the broken water mains made fire-fighting impossible. The mostly agricultural Japanese economy was badly hit. It was estimated that 9000 factories were destroyed by fire. More than 120000 were killed either by buildings collapsing or by fires, or by crowd panic. As the fire in Tokyo could not be brought under control, to escape the advancing flames, many victims tried to cross the River Sumida that skirts central Tokyo. But when the bridge between the two banks broke, hundreds became panic-stricken and toppled into the water, where they met their deaths.

This account emphasizes both the speed of the event and the tragic consequences of the fires that broke out in Tokyo and Yokohama immediately after the earthquake. The traditional wooden buildings facilitated the outbreak of many fires [22].

## B. Instantiation of the ontology

The ontology is instantiated in two stages by our method:

- specialization of generic concepts (element, event, damage) by specifying what types of elements, events and damage are spoken of in this story;
- development of an object diagram representing the account.


## 1) Specialization of the conceptual model

The first stage of the instantiation consisted in analysing the account of the 'Great Kanto Earthquake' to extract the terms that specialize the 'Element', 'Event' and 'Damage' classes (Figs 4 and 5). This analysis uses the generalization/specialization relation of concepts. For example, geological faulting is one sort of event; a bridge is one sort of infrastructure.

For the needs of the description, the concepts of 'City' and of 'District' will specialize the concept of systems (we consider them, then, as particular systems in that they are themselves made up of elements). This structuring/representation of information will enable us to understand the interleaving of the spatial levels and so the complexity of the spatial scale of a phenomenon: description at the scale of a city, a district or a set of districts making up a city (Fig. 4).


Fig. 4. Specialization of the system structure
The elements on which events bear are the 'House', 'Open Space' and 'Bridge' elements for the 'Infrastructure' class; the 'River' class for the class named 'Physical Element'; the 'Person' class for 'Living Element' (Fig. 4). The 'Faulting',
'Earthquake’, 'Lighting Brazier', 'Fire’, 'Collapse House', 'Assembly', 'Flight' and 'Crushing' classes specialize the 'Event' (Fig. 5).
The 'Human Damage' class is specialized into the classes 'Injury', 'Death', 'Injured' and 'Dead', while the 'Material Damage' class generalizes the 'Destruction House', 'Destruction Houses' and 'Destruction Bridge' classes (Fig. 5).

At this level of analysis, we can already see the complexity of the system explicitly appearing because of the variety and the number of components, the presence of individual and collective structures: the generic concept 'Human Damage' may concern one person (death, injury) or a population (dead, injured); the 'Material Damage' class may generalize destruction of a specific house or bridge or of several houses on the scale of a district or a city. Implicitly, complexity is also engendered by the interleaving of various levels of organization [Pavé, 1994]. The 'Assembly' class, for example, is the result of individuals clustering. We shall see later that such interleaving of levels is reflected by the emergence of new properties.


Fig. 5. Specialization of the system dynamics

It will be noticed that the complexity arising from the interleaving of spatial levels appears clearly in the system structure but is less directly apparent for events. This observation can be explained by:

- the actual composition of the ontology which means that events relate to structure;
- deliberately ignoring interactions governing each type of event. Such interactions usually give rise to new properties, especially in the field of catastrophes [20 op. cit]. Each type of event identified is therefore the outcome of a process of interaction. To take an example, friction between tectonic plates engenders stress that builds slowly and eventually
causes a sudden release which, by domino effect and force transfer, may create another until a chain reaction is produced that is the origin of an earthquake [16 op. cit.].


## 2) The construction of the concrete model

To speak of the particular event of the 'Great Kanto Earthquake' we instantiate the abstract concepts identified generally in the conceptual model and more precisely in the specification of the model.
a) Representation of the spatial and temporal context

From P. Hadfield's account we extract information about the identification and situation of elements of the system in
space and their spatial arrangement. This information allows us to identify the general spatial context on which the events will bear. The instantiation of the ontology on the basis of the textual data allows us to consider a particular system composed of two cities, Yokohama and Tokyo. A neighbourhood relation (from the 'Element' class relation) is established between these two cities because Yokohama is located 'a few kilometres south-west of Tokyo' (Fig. 6).


Fig. 6. The spatial context

These two cities experience a same event named the Great Kanto Earthquake. This event may, as need be, be considered as a point in time ( 1 September 1923) or as an episode, that is, in terms of its unfolding, its dynamics over time: from 11.58 am until sunset (Fig. 7).


Fig. 7. The temporal context

## b) Representation of the event at different scalar levels

Instantiation of the ontology allows us to account for the scales of analysis of the event and the variability in the fineness of the level of detail of the event depending on the selected scale level. Two examples are covered to further validate the ontology: the transition from the macro scale to the micro scale (analysis of the event on the scale of the city of Yokohama, then on the scale of one person), and the transition from the macro scale to the meso scale (analysis of the event on the scale of the city of Tokyo and then of its districts). The multiple scales of these two examples clearly show that the level of detail of the unfolding of the event varies with the spatial scale level selected for recounting the event. Instantiation of the account thus shows several changes of scale all providing clarifications about the unfolding of the catastrophe.

The visual representation (of the graphic modelling type) of this instantiation also helps to identify the multiple scales.
(1) From the macro scale (city) to the micro scale (person): the transition from an overview to a close-up view of the event
Instantiation of the account allows us to distinguish the
general history of the earthquake that unfolds on the scale of the city of Yokohama (Fig. 8) and a particular story of one building and one person (Fig. 9). We thus have an overview and a close-up view of the unfolding of the event, enabling us to test one of the objectives of the ontology, the multi-scale analysis.

The event of 11.58 am , that we characterized as faulting, causes an earthquake at 11.58 am and that bears on the city of Yokohama. On the scale of the city of Yokohama, we learn that the earthquake is the cause of a domino effect, a fire. These two events engender material damage such as the destruction of housing, that has a bearing on the city (Fig. 8).

But in his account, Hadfield also describes the story of the earthquake on an individual scale. That is a particular story in Yokohama that retranscribes the event for a building (a restaurant) and a clearly identified person ('a pretty waitress') (Fig. 9).


Fig. 8. Instance of the factual ontology: a general story in Yokohama


Fig. 9. Instance of the factual ontology: an individual story in Yokohama

The earthquake triggers two causal chains of events on the micro scale, a fire and the collapse of a house that bear on a restaurant and that engender damage of the 'House Destruction' class. That damage bears on a well identified establishment: a restaurant. The instantiation presented show therefore that we have a set of events that bears on individual
entities (a restaurant, a young girl) that engender damage that becomes more serious with time. The young girl is first injured by being crushed in the collapse of a restaurant, and then killed by a fire that breaks out inside the restaurant. This instance shows that the fatal injury results from the combination of several events.

This first instantiation allows us to validate the ontology on a multi-scale analysis, in this case the analysis at the macro scale and the micro scale. The example covered below also confirms the validation of the ontology for the transition from the macro to the meso scale and reveals the complexity of the system due to the interleaving of spatial levels.
(2) The interleaving of spatial levels: analysis of the unfolding of the event on the scale of the city of Tokyo and its districts
(Fig. 10) and its districts (Figs 11 and 12).
The event (now characterized as the Great Tokyo Earthquake of 1 September 1923) is composed of two events that took place in one case at 11.58 am (the faulting) and just before noon (the lighting of the braziers). On the scale of the city of Tokyo (Fig. 10), two events are instantiated: the earthquake at 11.58 and 44 seconds and the collapse of houses. These events are part of a chain of events arising from the general temporal context. The 'Collapse House' event engenders two types of damage: material damage (destruction of houses) and human damage (the injured).

Here the event is analysed at two levels: the city of Tokyo


Fig. 10. The earthquake of 11.58 am and 44 seconds on the scale of the city of Tokyo

The story of the centre (Fig. 11) requires different types of event to be differentiated: the fire, the flight and the assembly. One bears on the open space of the Imperial Palace, the other on the open space of the River Sumida. The gathering of a crowd outside the Imperial Palace did not cause any human damage. However, the assembly that bears on the River Sumida was the scene of many human losses connected with a series of relations of contextual causality and panic behaviour. Those behaviours were part of a chain of causal relations between events (fire, flight, assembly) and a chain of perceptions (visual, auditory, etc.) of the situation. Those behaviours could not be transcribed in the factual ontology because the ontology in its current state does not provide the conceptual tools for dealing with perception.

Instantiation of the story of Honjô (Fig. 12) highlights a contextual system comprising three districts-Nihonbashi, Asakusa, Honjô-and of the River Sumida which, because of their neighbourhood relation, triggered an event chain of fires in space and time (at $2.00 \mathrm{pm}, 4.00 \mathrm{pm}$ ) entailing behaviours of flight and of assembly in an open space: a former army depot that had become wasteland. This space was not spared by the advancing fires. After sunset, a new fire broke out, bearing on the open space and engendering many human losses because of a factual causal relation between two events: the assembly brought about by the earlier fires and this new fire. There was therefore a series of events which, because of their diffusion in space and time, became multipolar.


Fig. 11. Instantiation of the story of the Centre in Tokyo


Fig. 12. Instantiation of the story of Honjô in Tokyo

Instantiation of this story shows that it is relatively easy to give an account of a catastrophe type of event using the factual ontology 'filter' proposed by [12 op. cit.]. Instantiation of the Great Kanto Earthquake has also showed the need for a multi-scale approach to reconstruct the account as well as possible because each scale provides specific information about the event. This vision of an event on different scales has many advantages in terms of comparison: comparison of accounts pertaining to different catastrophes, but also comparison of events of the same scale localized in different places and part of the same catastrophe.

## IV. DISCUSSION

A first important element is that UML diagrams make it possible to visualize not just the articulation between concepts but also the structure of events and of concrete systems. For example, in the previous figure, the cascade of events, here the propagation of the fire, by making it clear which districts it
bears on, brings out a topology within the city of Tokyo that is never described as such in the account. The graphical representation brings it out quickly. In the same way, concurrent event chains appear that jointly contribute to a new event (e.g. the fire in the former depot) and the structural and event hierarchy that reciprocally make visible the implicit structures.

Whether the example of the Honjô district or that of the waitress in Yokohama (on very different scales), by following the ties between instances, the representation of the account brings out structurally, the domino effects that are often mentioned in the literature. More than domino effects, it is multiple effects by separate causal chains that allow us to account for events (and therefore for vulnerability) that would not otherwise be identifiable. The catastrophe therefore became multipolar and evolved in space and time.

The case of Honjô is especially interesting, for all of the districts involved, on either side of the river, only formed a system on the occasion of the events that occurred there. Three
points can be learned from this:

- the existence of particularly substantial vulnerability of a district that does not seem to have been identified as such;
- the relative vulnerability of the centre and of Honjô tied to the dynamics of the process that makes what are a priori similar elements -the imperial palace and wasteland on the site of a former depot- play very different roles since the population can take refuge there in one case and dies there in the other;
- the fact that a system does not necessarily exist a priori but is identified depending on the events that occur there. This highlights the interest of making simulations under various scenarios so as to identify the systems that emerge and their associated vulnerabilities. A system and its vulnerability do not exist of themselves but only as a function of the events that may occur there.

As concerns the validation approach itself, there are two points of interest. First, it has enabled us to complete the conceptual ontology, not just to add more specific concepts such as the idea of city or district, but also linkages we had not thought of a priori such as the neighbourhood relation and the hierarchical breakdown of systems. Conceptual ontology virtually acquires the status of theory, that can be revised after the experimentation constituted by the instantiation on a concrete case. It has also enabled us to show that the whole of a complex account through the diversity of the events described and its multi-scalar aspect could be represented (not everything has been presented here for reasons of space).

Admittedly, that does not prove that any and all accounts can be modelled with the concepts proposed, nor does it prove the relevance of these concepts to the other part of the conceptual ontology that is specific to the characterization of facts such as catastrophes by various criteria. There too, a mixture of tests of internal coherence and instantiation of accounts and multiple testimonies is required.

## V. CONCLUSION AND PERSPECTIVES

Although it must still be subjected to other instantiations, whether in terms of structure and of system dynamics or in terms of the representation borne by actors on the event, the example proposed has allowed us to emphasize that factual ontology may provide a framework for formalizing knowledge and so facilitating comparisons. It has also shown the essential character of a multi-scale approach when accounting for an event. Lastly, it seems to us that instantiation provides insight into the timing of events on a given scale (it is not always specified in the account) and their spatiality.

At this stage, we cannot yet validate the ontology of risk and catastrophe proposed by [12 op. cit.] but this first instantiation has shed some interesting light on things. Other examples should be covered to confirm or possibly fine-tune the proposed ontology.

Nonetheless, although the instantiation teaches us a great deal, we are aware of the limits of the ontology in its current shape. Thus, the panic phenomenon referred to in the text titled 'The Great Kanto Earthquake', could not be treated in
the context of this ontology. Panic is part of a chain of causal relations between events (fire, flight, assembly) and a chain of perception (visual, auditory, etc.) of the situation. Panic is therefore dependent on a series of events but also on the perception people have of the event. The model proposed does not as it stands provide the conceptual tools for dealing with perception.

We need, therefore, to go beyond this limit because panic behaviour is not an epi-phenomenon. Panic is unusual in more ways than one: it is neither localized, nor confined to a particular environment, nor the result of any one specific event.
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#### Abstract

Many agglomeration are faced to multiple technological and natural hazards. The use of the road network by vehicles may cause big problems especially under evacuation situations. An accident on a main road may endanger many lives. A household survey was conducted in CODAH ${ }^{1}$ about people displacement in the seine estuary. In this paper, we extracted and treated the survey result. We also compared results with a detection of organizations in large graphs algorithm.


Index Terms-vulnerability, risk, self organization, detection of organizations, GIS, household displacement survey.

## I. Introduction

AS many agglomerations, CODAH is faced to natural and technological hazards. 33 establishments are classified SEVESO $^{2}$ with high threshold. To minimize risk effects, we must localize the population at any time. In this context, the major risk management team (DIRM) of CODAH has developed a model to estimate the diurnal / nocturnal population distribution at buildings scale (PRET RESSE) [1]. This model does not take into account the population displacement on the road network. In previous works, we proposed an approach to dynamically assess the vulnerability related to the road network use by vehicles [2], [3]. To complete this work, we have exploited a household survey about the displacement of the population of CODAH in the Seine estuary. In this paper, we exploit the survey and we compute vehicles path declared displacements to dispatch the population on the network. We present also a detection of organizations on large graphs algorithm. The aim of this algorithm is to detect zones
${ }^{1}$ COmmunauté De l'Agglomération Havraise: it groups 17 communes including Le Havre. The goal is to to develop many common projects in territory management, health and hygiene, public transport, risk management...
${ }^{2}$ Directive SEVESO is an European directive, it lays down to the states to identify potential dangerous site. It intends to prevent major accidents involving dangerous substances and limit their consequences for man and the environment, with a view to ensuring high levels of protection throughout the Community.
susceptible to be congested, this by taking into account the topological aspect of the graph. Finally, the results of the survey will be compared to those obtained from the algorithm.

## II. RISK MANAGEMENT

Real exercises in an evacuation planning are so expensive (people, resources, logistics...) and sometimes not realistic : they can not take into account each individual behavior as the panic effect and initial response to an evacuation in a dangerous area. Panic generally results from the lack of coordination and dialog between individuals. Hence the use of the simulation and in particular Multi-Agent Systems (MAS) is necessary to model each agent behavior and more understand the evolution of a critical situation due to interactions between evacuees and the propagation of a danger : an accident on the road network may cause dangerous traffic jams especially in a case of a danger that spreads quickly. Once we understand the evolution of a critical situation, we try to fight against organizations of vehicles and try to allocate vehicles on different roads to avoid bottlenecks. Recently, many researchers tried to couple a MAS with a Geographical Information System (GIS), especially in risk management and vulnerability assessment. For computer modelers, this integration provides the ability to have agents linked to real geographical locations. For GIS users, it provides the ability to model the emergence of phenomena by various interactions of agents in time and space by using a GIS [4]. Thanks to a GIS, one can combine different vulnerability layers (a layer per danger : geophysical one, social one, access to the network...) to construct a global layer which leads to a better assessment of vulnerability; we think particularly about the work of [5]. In geography, the representation of a MAS coexists $n$ levels of organizations and use several classes of agents (e.g. Level 1: individuals or companies, Level 2 and three: economic, urban communities).There will be rules at
every level and the approach is not necessarily a bottom up one as in the models of self-organization [6]. In [7], the author modeled the spread of the panic from a group of individuals in danger situation to non panicked ones. She used a dynamic system (differential equations) to simulate the behavior of individuals. Many execution scenarios showed that the emergence of panic has not occurred in all scenarios when changing some parameters. The emergence depends on the rate of transmission from a population susceptible to panic to a panicked population, the time taken to return to a normal behavior (the population is more panicked after the disaster) and the number of initially panicked people. The principle of resilience was also discussed; it represents the time that the system makes to return to its initial state after a period of instability due to a disaster.

At neighborhood scale, many researches where developed models based on microsimulation. In their paper [8], the authors have presented a model to estimate the time required to evacuate a neighborhood according to the population, the number of vehicles and roads network capacity. The model is based on optimization in order to find the dangerous area around a critical point. This model was coupled with a GIS (ArcInfo) to visualize the results (identifying evacuation plans) and to establish an evacuation map for the town (Santa Barbara). The same authors [9] opened the way to the study based on geographic information systems to evacuate people. Their study identified communities that may face transportation difficulties during an evacuation. They modeled the city by a graph to estimate lanes (Lane) occupation by vehicles during an evacuation. A graph partitioning model was adopted in order to detect vulnerable neighborhoods around each node of the graph and to build a vulnerability map around the nodes of the graph. A constructive heuristic was used to calculate the best cluster around each node. The result was displayed on a map with ARCINFO GIS. An area is increasingly vulnerable according to the number of evacuees per lane (number of people to evacuate in a neighborhood / number of exit roads). The author believes that the combining of an evacuation based vulnerability layer and a hazard one allows to build a general risk map, so we can explore the various issues related to risk. However, in this approach, we predefine the maximum number of nodes in a neighborhood, which may not always be realistic and does not take into account the traffic evolution during evacuation. Secondly, the city of Santa Barbara is not a typical example of urban metropolitan areas in the United States with an important population facing great difficulties during a evacuation.

## III. Displacement Survey

Lifestyles and travel practices are changing. Traveled distances have increased. New infrastructures have been established and new services are proposed: these developments must meet the expectations and new patterns of migration of our territory inhabitants. That is why a household displacement survey was conducted, with a standard model developed by the Center for Studies on networks, transport, urban planning and public constructions (the CERTU). The survey will pro-
vide shared data on current displacement practices and their evolution.

## A. Survey utility

The last displacement survey occurred in 1992 at Le Havre agglomeration. Over time, taken paths become more complex and new infrastructures exist; hence the need to a displacement survey to respond to the population expectations, this by :

- considering the travel conditions between the city and its catchment area of life: people come from further far away to work, study or consume.
- Interview people about their expectations for transport.
- defining the transport policy of the CODAH for the coming years: how to increase the use of public transport, where and how to adapt the supply, how to relate the supply of transport lanes with the rest of the territory, what are the new flows, new trends, future developments areas of housing and economy ...
- promote environmental issues, defined in the law of Solidarity and Urban Renewal. Communities undertake increasingly the development of a sustainable mobility.
In this work, the main utility of the survey is to localize the population on the network at any time of the day. This will help us to detect the congested areas and to estimate the vulnerability related to the road network use by vehicles.


Fig. 1: zoning the Seine estuary communes

The territory of the survey covers the communities of the Seine estuary (CODAH, Saint Romain de Colbosc community) and Tancarville community or a territory of 34 communes. This territory was divided into 102 zones to meet the survey needs. Each surveyed person moves from a zone to the same or another zone. These zones are illustrated in figure1.

## B. Survey details

5194 persons representing 2224 households were surveyed from different zones of CODAH. After a generalization of the survey, we have around 320000 motorized displacements per day. The adopted model is illustrated in the following UML schema (figure 2).


Fig. 2: UML schema

Each zone has at least a centroid which is a node strongly connected to other nodes. So each person declaring a displacement from a zone $Z 1$ to a zone $Z 2$ must move from a centroid of $Z 1$ to a centroid of $Z 2$. The redress_coef attribute in the Household class represents the redress coefficient of the household. So, if a person $p$ belonging to a household $h$ having the redress coefficient $c$ moves from a zone $a$ at time $t l$ to a zone $b$ at time $t 2$, we must generalize this by moving $c$ persons from $a$ to $b$ at the same time. Must of people round up their time of departure and arrival. One declares leaving home at 08 h 00 while he did it at 07 h 56 . This has caused a problem of routes saturation because of moving many vehicles from the same origin to the same destination, at the same time. To face this problem, we used a normal distribution around departure time while respecting the duration of a displacement declared by each person.

## C. Environment modeling

The road network is integrated as a layer in the Geographic Information System (GIS). From this layer, we extract the data by using the open source java GIS toolkit Geotools. This toolkit provides several methods to manipulate Geo spatial data and implements Open Geospatial Consortium (OGC) specifications, so we can read and write to ESRI shapefile format. Once data road network are extracted, we use the GraphStream tool [10] developed within LITIS laboratory of Le Havre to construct a graph corresponding to the GIS network layer. This tool is designed for modeling; processing and visualizing graphs.
The data extracted from network layer contains the roads circulation direction, roads id, roads type, their lengths and geometry.
The extracted multigraph $G=(V, E)$ represents the road network where $V$ is the set of nodes and $E$ the set of arcs. We deal with a multigraph because we have sometimes more than one oriented arc in the same direction between two adjacent nodes due to multiple routes between two points in the Seine Estuary road network. GraphStream facilitates this task because it is adapted to model and visualize multigraphs. In the constructed multigraph:

- The nodes represent roads intersections,
- The arcs represent the roads taken by vehicles,


Fig. 3: Extract the graph and compute vehicles path

- The weight on each arc represents the needed time to cross this arc. Each arc has a maximum capacity of vehicles (Arc length / Vehicle length)


## D. Compute vehicles paths

In our work, we must repatriate people having their personal vehicle on the road network. The main goal is to detect routes with high vehicles density. It helps us in the detection of organizations and estimation of the vulnerability related to the road network using. Generally, people tend to choose the shortest path in time when using their own vehicles. This assumption, which may seem audacious and even unrealistic, however, is found in almost all mobility models implemented in most countries since 1960 [11]. For each person displacement from a centroid $c l$ to a centroid $c 2$, we compute the shortest path between the two nodes by using A-Star algorithm. It has the advantage to be fastest than Dijkstra algorithm when using an efficient heuristic. The last is an exact algorithm which compute the shortest path between a source node to all other nodes in a graph. In future work, we will use the dynamic version of A-Star (D-star) to avoid congested routes when computing paths. Another problem occurred when defining just one centroid per zone; obviously the must connected one. In figure 4, taken routes by vehicles are colored in red. At the left of the figure, we adopt one centroid per zone : we have 4772 taken routes and those routes are quickly congested. At the right, we used 15 centroids per zone to overcome this limitation : 17684 routes was taken. It is the maximum centroids number per zone if we use a machine having $2 G O$ of ram. We can conclude that the more routes are taken and the less maximum roads capacity is violated.


Fig. 4: Taken routes with one centroid and 15 centroids per zone

## IV. LOOKING AT OFTEN USED PATHS IN THE CITY ROAD NETWORK

We conducted a simple experiment using random walks inside the city road network, seen as a graph. In this experiment we take a given number of entities placed randomly on nodes of the city graph. Then we run an iterative loop where, at each step, these entities either traverse a randomly chosen edge or wait.

Each time an entity crosses an edge $e \in E$, a special variable $e_{n p}$ (number of passes) bound to the edge is incremented. At the end of such a simulation, the number of passes on each edge by entities will therefore be stored in these variables.

The entities may either cross an edge or wait because the displacements must consider road traversing times. The time an entity waits is proportional to the average time used to travel on the corresponding road: for two edges of the same length, an entity will wait longer if the road is a city road than if it is an highway.
After an entity crossed an edge, it chooses the next edge to cross randomly, but do not consider any more the edge it came from. The edges the entity used are stored in a memory, and the entity tries to avoid reusing them. This memory is a FIFO stack and ultimately, roads in the memory are forgotten, so that the entity can reuse them later.
As the road graph we use is bounded, some roads on the border are cut. If an entity reaches such a dead end (or a real bag end), it "jumps" in another position in the graph, chosen randomly.
In the figure 5 we show one run of this experiment. We in fact did several runs with a varying random seed, and always obtained very similar results. Edges are colored using a color graduation going from blue (almost no pass) to red (a lot of passes) passing by green, yellow and orange. The scale is geometric. To pass from blue to green you have to double the number of passes, and to pass from green to yellow you anew have to double this number of passes.
There are as many entities as nodes in the network. After some setup, we set the entity memory to 40 nodes. We stop the algorithm when a given maximum number of passes is reached on one of the edges, here 4000 . We chosen such a high number to ensure the exploration of entities is significant enough.


Fig. 5: Random walks in Le Havre, blueish to greenish roads are less used and yellowish to reddish roads are the more used.

For a better understanding, the same results are shown on figure 6 with labels that help to locate roads. The road that are highly used are labelled and highlighted. They correspond to town centers and highways. The A29 and A13 are the two main highways passing by and going to Le Havre. The road labelled "main city entry" is one of the most used road when coming to Le Havre (due to the fact the city is a harbour and have its south and west sides bordered by water, and at the north a plateau ("ville haute") with smaller accesses. The "Breque" label indicates a very large interchange that is, for the same reasons, one of the most used section of road when coming to and leaving Le Havre.


Fig. 6: Figure 5 with labels on important areas.
The number of passes found with this random walk is
an indication of the roads in the network were vehicles are inclined to pass, due to the topology of the road graph. This can be an indicator on areas where vehicle will most probably pass often.

We also run this simulation anew, but with some roads removed. Namely, we removed the A29 and A13 highways, as well as the "main city entry". The figure 7 shows the result. These road "absorbed" a large part of the traffic, and therefore all the entities use a lot more other roads. The "Breque" interchange is completely saturated. This place is well known by Le Havre inhabitants for the traffic jams occurring in the morning and the evening when people go to or leave their work. "La Breque" is one of the mandatory road to use in order to leave or enter the city.


Fig. 7: Random walks in Le Havre, with the A29 and A13 highways removed as well as the main city entry.

If we run the same experiment on figure 8 , but only disabling the "main city entry", the results are more similar to the one without any road removed. This may mean that this road could be removed and people redirected to adjacent roads without impacting largely the traffic.


Fig. 8: Random walks in Le Havre, with only the main city entry removed.

## V. CONCLUSION

We have extracted a household survey on the motorized population displacement in the Seine Estuary. For each displacement from a zone to another one, we computed a shortest path from a centroid of the first zone to a centroid to the other zone. We used an A-Star algorithm to do that. Results showed that the more we have centroids per zone, the more we explore more routes and the less we violate routes capacity. We also
applied on the Seine estuary graph, a detection of organizations algorithm based on random walks. The last showed that we can predict the possibility to have traffic jams in some areas on the basis of the network structure, this without having any data on the traffic. In the near future, we will adopt a microsimulation of the traffic with the use of D-Star algorithm to dynamically compute paths and to respect the road capacities at any time.
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# Oscillatory Behavior of Solutions for a Class of Second Order Nonlinear Differential Equation With Perturbation 
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#### Abstract

In this paper, we discuss the oscillatory behavior of solutions for a class of second order nonlinear differential equation with perturbation and establish two theorems which develop and generalize some known results.


## 1 Introduction

In the past few years, the oscillation problem for the following second order nonlinear differential equation with damping

$$
\begin{align*}
& \left(a(t) \psi(x(t)) x^{\prime}(t)\right)^{\prime}+p(t) x^{\prime}(t) \\
& \quad+q(t) f(x(t))=0, \quad \quad \quad=\frac{d}{d t} \tag{1}
\end{align*}
$$

has been studied [1,2], and the oscillation of the following second order nonlinear differential equations

$$
\begin{equation*}
\left(a(t) \psi(x(t)) x^{\prime}(t)\right)^{\prime}+q(t) f(x(g(t)))=0 \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(a(t) \psi(x(t)) x^{\prime}(t)\right)^{\prime}+q(t) f(x(t))=0 \tag{3}
\end{equation*}
$$

have been investigated in [3,4]. And Jurang Yan[5] has given the oscillation theorems for a second order linear differential equations with damping

$$
\begin{equation*}
\left(r(t) x^{\prime}(t)\right)^{\prime}+p(t) x^{\prime}(t)+q(t) x(t)=0 . \tag{4}
\end{equation*}
$$

In this paper,we discuss the oscillatory behavior of the solutions of the second order nonlinear differential equation with perturbation of the form

$$
\begin{align*}
& \left(a(t) \psi(x(t)) x^{\prime}(t)\right)^{\prime}+Q(t, x(t)) \\
& \quad=P\left(t, x(t), x^{\prime}(t)\right), \quad \quad=\frac{d}{d t} . \tag{1}
\end{align*}
$$

where we let
$\left(A_{1}\right) \quad a:\left[t_{0},+\infty\right) \rightarrow R \quad(R=(-\infty,+\infty))$ is positive continuously differentiable;
$\left(A_{2}\right) \quad \psi: R \rightarrow R$ is continuously differentiable and $\psi(u)>0$ for $u \neq 0$;
$\left(A_{3}\right) \quad Q:\left[t_{0},+\infty\right) \times R \rightarrow R$ is continuous, and there exists a continuous function $q(t)$ and continuously differentiable function $f(x)$ such that $\frac{Q(t, x)}{f(x)} \geq q(t)$ for $x \neq 0$, where $q:\left[t_{0},+\infty\right) \rightarrow R, f: R \rightarrow R, u f(u)>0$ and $f^{\prime}(u)>0$ for $u \neq 0$;
$\left(A_{4}\right) \quad P \in\left(\left[t_{0},+\infty\right) \times R^{2} \rightarrow R\right)$, and there exists $p(t) \in\left(\left[t_{0},+\infty\right) \rightarrow R\right)$ such that $\frac{P\left(t, x(t), x^{\prime}(t)\right)}{f(x)} \leq p(t)$ for $x \neq 0$.

In the condition that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \int_{t_{0}}^{t}[q(s)-p(s)] d s=+\infty \tag{2}
\end{equation*}
$$

is not establishment, we discuss the oscillatory behavior of Eq.(1) and establish two theorems which develop and generalize some known results.

Throughout by a solution of Eq.(1) we shall mean a function which exists on $\left[t_{0},+\infty\right)$ satisfies Eq.(1) and $x(t) \not \equiv 0, t \in[T,+\infty)$. As usual, a solution of Eq.(1) is said to be oscillatory if it has arbitrarily large zeros; otherwise it is said to be nonoscillatory. A nonoscillatory solution of Eq.(1) is said to be weakly oscillatory if $x^{\prime}(t)$ changes sign for arbitrarily large values of $t$ (see [3, 6]). Eq.(1) is called oscillatory if all its solutions are oscillatory.

With respect to their asymptotic behavior, all the solutions of Eq.(1) can be divided into the following four types:
$S^{+}=\left\{x=x(t)\right.$ solution of Eq.(1): there exists $t_{x} \geq t_{0}$ such that $x(t) x^{\prime}(t) \geq 0$ for $\left.t \geq t_{x}\right\}$;
$S^{-}=\left\{x=x(t)\right.$ solution of Eq.(1): there exists $t_{x} \geq t_{0}$ such that $x(t) x^{\prime}(t)<0$ for $\left.t \geq t_{x}\right\}$;
$S^{O}=\{x=x(t)$ solution of Eq.(1): there exists $t_{n}, t_{n} \rightarrow+\infty$, such that $\left.x\left(t_{n}\right)=0\right\} ;$
$S^{W O}=\{x=x(t)$ solution of Eq.(1): $x(t) \neq 0$ for $t$ sufficiently large and for all $t_{\alpha}>t_{0}$ there exist $t_{\alpha_{1}}>t_{\alpha}$, $t_{\alpha_{2}}>t_{\alpha}$ such that $\left.x^{\prime}\left(t_{\alpha_{1}}\right) x^{\prime}\left(t_{\alpha_{2}}\right)<0\right\}$.

With very simple argument we can prove that $S^{+}, S^{-}, S^{O}, S^{W O}$ are mutually disjoint. By the above definitions, it turns out that solutions in the class $S^{+}$are eventually either positive nondecreasing or negative nonincreasing, solutions in the class $S^{-}$are eventually either positive nonincreasing or negative nondecreasing, solutions in the class $S^{O}$ are oscillatory, and finally, solutions in the class $S^{W O}$ are weakly oscillatory.

## 2 Main Results

In this section, we establish two oscillatory theorems of Eq.(1).

Lemma 1 If for sufficiently large $T$ such that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \int_{T}^{t}[q(s)-p(s)] d s \geq 0 \tag{3}
\end{equation*}
$$

then $S^{W O}=\emptyset$ for Eq.(1).
Proof Suppose that Eq.(1) has a solution $x(t) \in S^{w o}$. There is no loss of generality in assuming that there exists $t_{1} \geq t_{0}$ such that $x(t)>0$ for all $t \geq t_{1}$. ( For $x(t)<0$, the proof is similar.) Thus for all $t_{\alpha}>t_{1}$ there exist $t_{\alpha_{1}}, t_{\alpha_{2}}>$ $t_{\alpha}$, such that $x^{\prime}\left(t_{\alpha_{1}}\right) x^{\prime}\left(t_{\alpha_{2}}\right)<0$. Therefore there exists the sequence $\left\{C_{n}\right\} \rightarrow+\infty$ such that $x^{\prime}\left(C_{n}\right)<0$. Chozening sufficiently large $N$ such that $C_{N}$ satisfies the condition (3). i.e.,

$$
\liminf _{t \rightarrow+\infty} \int_{C_{N}}^{t}[q(s)-p(s)] d s \geq 0
$$

Consider the function

$$
W(t)=\frac{a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))}, \quad t \geq t_{1} .
$$

Then it follows from Eq.(1) when $t \geq t_{1}$

$$
\begin{aligned}
W^{\prime}(t)= & -\frac{Q(t, x(t))}{f(x(t))}+\frac{P\left(t, x(t), x^{\prime}(t)\right)}{f(x(t))} \\
& -a(t) \psi(x(t)) f^{\prime}(x(t)) \frac{x^{\prime 2}(t)}{f^{2}(x(t))} \\
\leq & -q(t)+p(t) \\
& -a(t) \psi(x(t)) f^{\prime}(x(t)) \frac{x^{\prime 2}(t)}{f^{2}(x(t))} \\
\leq & -q(t)+p(t),
\end{aligned}
$$

For all $b \geq t_{1}$, integrating the above inequality from $b$ to $t_{1}$, we have

$$
\begin{align*}
\frac{a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))} & \leq \frac{a(b) \psi(x(b)) x^{\prime}(b)}{f(x(b))}  \tag{4}\\
& -\int_{b}^{t}[q(s)-p(s)] d s
\end{align*}
$$

Then for the above $C_{N}$ when $t \geq C_{N}$ we have

$$
\begin{aligned}
\frac{a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))} & \leq \frac{a\left(C_{N}\right) \psi\left(x\left(C_{N}\right)\right) x^{\prime}\left(C_{N}\right)}{f\left(x\left(C_{N}\right)\right)} \\
& -\int_{C_{N}}^{t}[q(s)-p(s)] d s
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\limsup _{t \rightarrow+\infty} & \frac{a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))} \leq \frac{a\left(C_{N}\right) \psi\left(x\left(C_{N}\right)\right) x^{\prime}\left(C_{N}\right)}{f\left(x\left(C_{N}\right)\right)} \\
& +\limsup _{t \rightarrow+\infty}\left\{-\int_{C_{N}}^{t}[q(s)-p(s)] d s\right\}<0 .
\end{aligned}
$$

Then for all $t \geq C_{N}$, we obtain $x^{\prime}(t)<0$, which gives a contradiction since $x^{\prime}\left(t_{\alpha_{1}}\right) x^{\prime}\left(t_{\alpha_{2}}\right)<0$. The proof is complete.

Lemma 2 If

$$
\begin{equation*}
\int_{t_{0}}^{+\infty}[q(s)-p(s)] d s<+\infty \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \int_{t_{0}}^{t} \frac{1}{a(s)} \int_{s}^{+\infty}[q(\tau)-p(\tau)] d \tau d s=+\infty \tag{6}
\end{equation*}
$$

furthermore $\frac{f(u)}{\psi(u)}$ is strongly sublinear, that is ,

$$
\begin{equation*}
\int_{\varepsilon}^{+\infty} \frac{\psi(u)}{f(u)} d u<+\infty, \quad \int_{-\infty}^{-\varepsilon} \frac{\psi(u)}{f(u)} d u>-\infty \tag{7}
\end{equation*}
$$

for all $\varepsilon>0$, then for $E q .(1)$, we have $S^{+}=\emptyset$.
Proof Suppose that Eq.(1) has a solution $x(t) \in S^{-}$. There is no loss of generality in assuming that there exists $t_{1} \geq t_{0}$ such that $x(t)>0, x^{\prime}(t) \geq 0$ for all $t \geq t_{1}$. ( For $x(t)<0, x^{\prime}(t) \leq 0$, the proof is similar.)As in the the proof of lemma 1 we can acquire (4). From (5) we obtain $\left(t \geq b, x^{\prime}(t) \geq 0\right)$,

$$
0 \leq \frac{a(b) \psi(x(b)) x^{\prime}(b)}{f(x(b))}-\int_{b}^{+\infty}[q(s)-p(s)] d s .
$$

Thus for all $t \geq b$ we have

$$
\int_{t}^{+\infty}[q(s)-p(s)] d s \leq \frac{a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))} .
$$

So we can obtain

$$
\begin{aligned}
\int_{b}^{t} \frac{1}{a(s)} \int_{s}^{+\infty} & {[q(\tau)-p(\tau)] d \tau d s } \\
& \leq \int_{b}^{t} \frac{\psi(x(s)) x^{\prime}(s)}{f(x(s))} d s
\end{aligned}
$$

let $t \rightarrow+\infty$, which contradicts condition (6) and (7). The proof is complete.

Theorem 1 If the condition (3),(5) and (7) hold and assume that

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \int_{t_{0}}^{t} \frac{1}{a(s)} d s=+\infty \tag{8}
\end{equation*}
$$

is satisfied. Then Eq.(1) is oscillatory.
Proof It follows from Lemma 1 and Lemma 2, $S^{+}=$ $S^{W O}=\emptyset$ for Eq.(1). Therefore, to prove Theorem 1, it suffices to show that $S^{-}=\emptyset$ for Eq.(1). Let $x(t)$ be a solution of class $S^{-}$of Eq.(1). There is no loss of generality in assuming that there exists $t_{1} \geq t_{0}$ such that $x(t)>0, x^{\prime}(t) \leq 0$ for all $t \geq t_{1}$. (For $x(t)<0, x^{\prime}(t) \geq 0$, the proof is similar.) It follows from (3) there exists $t_{2} \geq t_{1}$ such that

$$
\int_{t_{2}}^{t}[q(s)-p(s)] d s \geq 0
$$

for $t \geq t_{2}$. From Eq.(1), $x^{\prime}(t) \not \equiv 0$ for $t \geq t_{2}$. In fact, If $t \geq t_{2}$ then $x^{\prime}(t) \equiv 0$, because of $\left(A_{3}\right)$ and $\left(A_{4}\right)$ we have $q(t) \leq p(t)$, which contradicts condition (3). So $x^{\prime}(t) \not \equiv 0$ for $t \geq t_{2}$. There exists $t_{3} \geq t_{2}$ such that $x^{\prime}\left(t_{3}\right)<0$. Integrating Eq.(1) from $t_{3}$ to $t$, we have

$$
\begin{aligned}
& a(t) \psi(x(t)) x^{\prime}(t)=a\left(t_{3}\right) \psi\left(x\left(t_{3}\right)\right) x^{\prime}\left(t_{3}\right) \\
& \quad \quad+\int_{t_{3}}^{t} P\left(s, x(s), x^{\prime}(s)\right) d s-\int_{t_{3}}^{t} Q(s, x(s)) d s \\
& \leq a\left(t_{3}\right) \psi\left(x\left(t_{3}\right)\right) x^{\prime}\left(t_{3}\right)+\int_{t_{3}}^{t} p(s) f(x(s)) d s \\
& \quad \quad-\int_{t_{3}}^{t} q(s) f(x(s)) d s . \\
& =a\left(t_{3}\right) \psi\left(x\left(t_{3}\right)\right) x^{\prime}\left(t_{3}\right) \\
& \quad \quad-\int_{t_{3}}^{t}[q(s)-p(s)] f(x(s)) d s \\
& =a\left(t_{3}\right) \psi\left(x\left(t_{3}\right)\right) x^{\prime}\left(t_{3}\right) \\
& \quad-\quad f(x(t)) \int_{t_{3}}^{t}[q(s)-p(s)] d s \\
& \quad \quad+\int_{t_{3}}^{t} f^{\prime}(x(s)) x^{\prime}(s) \int_{t_{3}}^{s}[q(\tau)-p(\tau)] d \tau d s \\
& \leq a\left(t_{3}\right) \psi\left(x\left(t_{3}\right)\right) x^{\prime}\left(t_{3}\right)=k \\
& \quad(k<0) .
\end{aligned}
$$

Consequently, for all $t \geq t_{3}$, we have

$$
\int_{x\left(t_{3}\right)}^{x(t)} \psi(u) d u \leq k \int_{t_{3}}^{t} \frac{1}{a(s)} d s,
$$

Noting the condition (8)and the fact $0<x(t) \leq x\left(t_{3}\right)$, implies the left of this inequality, that is $\int_{x\left(t_{3}\right)}^{x(t)} \psi(u) d u$ has lower bounded, but the right of it tend towards minus infinity. So a contradiction exists. The proof is complete.

Lemma 3 If the condition (7) hold and

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \int_{T}^{t}[q(s)-p(s)] \int_{T}^{s} \frac{1}{a(\tau)} d \tau d s=+\infty \tag{9}
\end{equation*}
$$

is satisfied, then $S^{+}=\emptyset$ and $S^{W O}=\emptyset$ for Eq.(1).
Proof (I) Suppose that Eq.(1) has a solution $x(t) \in$ $S^{+}$. There is no loss of generality in assuming that there exists $t_{1} \geq t_{0}$ such that $x(t)>0, x^{\prime}(t) \geq 0$ for all $t \geq$ $t_{1}$.(For $x(t)<0, x^{\prime}(t) \leq 0$, the proof is similar.) Consider the function

$$
W(t)=\frac{-a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))} \int_{t_{1}}^{t} \frac{1}{a(s)} d s, \quad t \geq t_{1} .
$$

Then it follows from Eq.(1) that

$$
\begin{aligned}
& W^{\prime}(t) \\
= & \frac{-\left(a(t) \psi(x(t)) x^{\prime}(t)\right)^{\prime}}{f(x(t))} \int_{t_{1}}^{t} \frac{1}{a(s)} d s \\
& +\frac{a(t) \psi(x(t)) x^{\prime 2}(t) f^{\prime}(x(t))}{f^{2}(x(t))} \int_{t_{1}}^{t} \frac{1}{a(s)} d s \\
& -\frac{\psi(x(t)) x^{\prime}(t)}{f(x(t))} \\
= & {\left[\frac{Q(t, x(t))}{f(x(t))}-\frac{P\left(t, x(t), x^{\prime}(t)\right)}{f(x t))}\right.} \\
& \left.+\frac{a(t) \psi(x(t)) x^{\prime 2}(t) f^{\prime}(x(t))}{f^{2}(x(t))}\right] \int_{t_{1}}^{t} \frac{1}{a(s)} d s \\
& -\frac{\psi(x(t)) x^{\prime}(t)}{f(x(t))}
\end{aligned}
$$

$$
\geq\left[q(t)-p(t)+a(t) \psi(x(t)) f^{\prime}(x(t)) \frac{x^{\prime 2}(t)}{f^{2}(x(t))}\right]
$$

$$
\cdot \int_{t_{1}}^{t} \frac{1}{a(s)} d s-\frac{\psi(x(t)) x^{\prime}(t)}{f(x(t))}
$$

$$
\geq[q(t)-p(t)] \int_{t_{1}}^{t} \frac{1}{a(s)} d s-\frac{\psi(x(t)) x^{\prime}(t)}{f(x(t))} .
$$

So

$$
\begin{align*}
W(t) \geq & \int_{t_{1}}^{t}[q(s)-p(s)] \int_{t_{1}}^{s} \frac{1}{a(\tau)} d \tau d s \\
& -\int_{t_{1}}^{t} \frac{\psi(x(s)) x^{\prime}(s)}{f(x(s))} d s . \tag{10}
\end{align*}
$$

Noting the condition (7) and (9)we obtain

$$
\lim _{t \rightarrow+\infty} W(t)=+\infty,
$$

which contradicts the assumption $W(t)<0$.
(II) Suppose that Eq.(1)has a solution $x(t) \in S^{W O}$. There is no loss of generality in assuming that there exists $t_{1} \geq t_{0}$ such that $x(t)>0$ for all $t \geq t_{1}$ since the proof is similar if $x(t)<0$ for all large $t$. Since for all $t_{\alpha}>t_{1}$ there exist $t_{\alpha_{1}}, t_{\alpha_{2}}>t_{\alpha}$, such that $x^{\prime}\left(t_{\alpha_{1}}\right) x^{\prime}\left(t_{\alpha_{2}}\right)<0$. Proceeding as in the proof of the above (I), we obtain (10), thus,

$$
\begin{gathered}
\liminf _{t \rightarrow+\infty} W(t) \geq \liminf _{t \rightarrow+\infty} \int_{t_{1}}^{t}[q(s)-p(s)] \\
\cdot \int_{t_{1}}^{s} \frac{1}{a(\tau)} d \tau d s+\liminf _{t \rightarrow+\infty}\left\{-\int_{t_{1}}^{t} \frac{\psi(x(s)) x^{\prime}(s)}{f(x(s))} d s\right\}
\end{gathered}
$$

Noting the condition (7),

$$
\limsup _{t \rightarrow+\infty} \int_{t_{1}}^{t} \frac{\psi(x(s)) x^{\prime}(s)}{f(x(s))} d s
$$

has upper bound. In fact, from the condition (7) we know it has upper bound for $x^{\prime}(s)>0$. And for $x^{\prime}(s)<0$ we know 0 is upper bound. Then

$$
\liminf _{t \rightarrow+\infty}\left\{-\int_{t_{1}}^{t} \frac{\psi(x(s)) x^{\prime}(s)}{f(x(s))} d s\right\}
$$

has lower bound. Noting the condition (9) we have $x^{\prime}(t)<0$ for all large $t$, which gives a contradiction since $x^{\prime}\left(t_{\alpha_{1}}\right) x^{\prime}\left(t_{\alpha_{2}}\right)<0$. The proof is complete.

Theorem 2 If the assumptions (7),(8) and (9) are satisfied, then Eq.(1) is oscillatory.

Proof It follows from Lemma 3 that $S^{+}=S^{W O}=\emptyset$. Therefore, to prove Theorem 2, it suffices to show that $S^{-}=$ $\emptyset$ for Eq.(1). Let $x(t)$ be a solution of type $S^{-}$of Eq.(1). Without loss of generality, we may assume that there exists $t_{1} \geq t_{0}$ such that $x(t)>0, x^{\prime}(t) \leq 0$ for all $t \geq t_{1}$. (For $x(t)<0, x^{\prime}(t) \geq 0$, the proof is similar.) Consider the function

$$
W(t)=\frac{-a(t) \psi(x(t)) x^{\prime}(t)}{f(x(t))} \int_{t_{1}}^{t} \frac{1}{a(s)} d s, \quad t \geq t_{1}
$$

As in the proof of Lemma 3 we obtain (10), i.e.,

$$
\begin{aligned}
W(t) \geq & \int_{t_{1}}^{t}[q(s)-p(s)] \int_{t_{1}}^{s} \frac{1}{a(\tau)} d \tau d s \\
& -\int_{t_{1}}^{t} \frac{\psi(x(s)) x^{\prime}(s)}{f(x(s))} d s
\end{aligned}
$$

In view of condition (9), $W(t) \rightarrow+\infty$ for $t \rightarrow+\infty$. Then there exists $t_{2} \geq t_{1}$ such that $W(t) \geq 1$ for $t \geq t_{2}$. Therefore

$$
\frac{\psi(x(t)) x^{\prime}(t)}{f(x(t))} \leq-\frac{1}{a(t) \int_{t_{1}}^{t} \frac{1}{a(s)} d s}, \quad t \geq t_{2}
$$

Let $A\left(t, t_{1}\right)=\int_{t_{1}}^{t} \frac{1}{a(s)} d s$, from the above we can acquire $x^{\prime}(t)<0$ for $t \geq t_{2}$ and

$$
\begin{aligned}
& \int_{x\left(t_{2}\right)}^{x(t)} \frac{\psi(u)}{f(u)} d u \leq-\int_{t_{2}}^{t} \frac{1}{a(s) A\left(s, t_{1}\right)} d s \\
=- & \ln \frac{A\left(t, t_{1}\right)}{A\left(t_{2}, t_{1}\right)} \rightarrow-\infty \quad(t \rightarrow+\infty) .
\end{aligned}
$$

Then $x(t) \rightarrow 0 \quad(t \rightarrow+\infty)$. It also follows from (9) that there exists $t_{3} \geq t_{2}$ such that

$$
\int_{t_{3}}^{t}[q(s)-p(s)] \int_{t_{3}}^{s} \frac{1}{a(\tau)} d \tau d s \geq 0, \quad t \geq t_{3}
$$

Integrating Eq.(1) we have

$$
\begin{aligned}
& \int_{t_{3}}^{t}\left(a(s) \psi(x(s)) x^{\prime}(s)\right)^{\prime} \int_{t_{3}}^{s} \frac{1}{a(\tau)} d \tau d s \\
= & \int_{t_{3}}^{t_{3}} P\left(s, x(s), x^{\prime}(s)\right) \int_{t_{3}}^{s} \frac{1}{a(\tau)} d \tau d s \\
- & \int_{t_{3}}^{t} Q(s, x(s)) \int_{t_{3}}^{s} \frac{1}{a(\tau)} d \tau d s
\end{aligned}
$$

Then integrating the left and in the same time

$$
\begin{align*}
& a(t) \psi(x(t)) x^{\prime}(t) \int_{t_{3}}^{t} \frac{1}{a(\tau)} d \tau \\
& \leq \int_{x\left(t_{3}\right)}^{x(t)} \psi(u) d u \\
& \quad-\int_{t_{3}}^{t}[q(s)-p(s)] f(x(s)) \int_{t_{3}}^{s} \frac{1}{a(\tau)} d \tau d s \\
&= \int_{x\left(t_{3}\right)}^{x(t)} \psi(u) d u  \tag{11}\\
& \quad-f(x(t)) \int_{t_{3}}^{t}[q(s)-p(s)] \int_{t_{3}}^{s} \frac{1}{a(\tau)} d \tau d s \\
& \quad+\int_{t_{3}}^{t} f^{\prime}(x(s)) x^{\prime}(s) \\
& \quad \cdot \int_{t_{3}}^{s}[q(u)-p(u)] \int_{t_{3}}^{u} \frac{1}{a(\tau)} d \tau d u d s \\
& \leq \int_{x\left(t_{3}\right)}^{x(t)} \psi(u) d u .
\end{align*}
$$

Because $x(t) \rightarrow 0$ for $t \rightarrow+\infty$, there exists $t_{4} \geq t_{3}$ such that $x(t)<\frac{x\left(t_{3}\right)}{2}$ for all $t \geq t_{4}$. Thus, there exists constant $L>0$, making that

$$
\int_{x\left(t_{3}\right)}^{x(t)} \psi(u) d u<-L
$$

Therefore, when $t \geq t_{4}$, from the above formula (11), we can obtain

$$
\psi(x(t)) x^{\prime}(t) \leq-L \frac{1}{a(t) \int_{t_{3}}^{t} \frac{1}{a(\tau)} d \tau}
$$

Consequently

$$
\int_{x\left(t_{4}\right)}^{x(t)} \psi(u) d u \leq-L \ln \frac{A\left(t, t_{3}\right)}{A\left(t_{4}, t_{3}\right)} \rightarrow-\infty \quad(t \rightarrow+\infty) .
$$

But the left of this inequality, that is $\int_{x\left(t_{4}\right)}^{x(t)} \psi(u) d u$ has lower bounded. So a contradiction exists. The proof is complete.

## 3 Examples

In this section, we give two illustrative examples.
Example 1 Consider the equation

$$
\begin{align*}
& \left(\frac{1}{2 t^{2}} x^{-2}(t) x^{\prime}(t)\right)^{\prime}+\frac{1}{t^{2}} x(t) \\
& +\frac{1}{4(1+t)^{2}} x(t)\left[x^{\prime}(t)\right]^{2}=0, \quad(t>0) \tag{12}
\end{align*}
$$

where $a(t)=\frac{1}{2} t^{-2}, \psi(u)=u^{-2}$, let $q(t)=t^{-2}, p(t)=$ $0, f(u)=u$. It is easy to verify that Eq.(12) satisfies the conditions of Theorem 1. Therefore,Eq.(12) is oscillatory . However, using any known results, we can not obtain the conclusion.

Example 2 Consider the equation

$$
\begin{align*}
& \left(\frac{1}{2 t^{\frac{3}{2}}} x^{-\frac{4}{3}}(t) x^{\prime}(t)\right)^{\prime}+\frac{1}{t^{\frac{3}{2}}} x^{\frac{1}{3}}(t)  \tag{13}\\
& +\frac{1}{4(1+t)^{\frac{3}{2}}} x^{\frac{1}{3}}(t)\left[x^{\prime}(t)\right]^{2}=0, \quad(t>0) .
\end{align*}
$$

where $a(t)=\frac{1}{2} t^{-\frac{3}{2}}, \psi(u)=u^{-\frac{4}{3}}$, let $q(t)=t^{-\frac{3}{2}}, p(t)=$ $0, f(u)=u^{\frac{1}{3}}$. It is easy to check that Eq.(13) satisfies all the conditions of Theorem 2. Therefore, Eq.(13) is oscillatory. However, using any known results, we can not obtain the conclusion.
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# On quasistatic models of contact phenomena 

Anna Ochal and Stanislaw Migorski


#### Abstract

We deal with a quasistatic model for contact problem which involves general nonmonotone and multivalued laws and subdifferential boundary conditions. We study the asymptotic behavior of a weak solution to an abstract second order nonlinear evolution hemivariational inequality modeling contact problems, as the power of the acceleration forces vanishes.

First we prove the existence and regularity result for the evolution hemivariational inequality. Then the crucial step is to derive a suitable uniform estimate on the sequence of solutions and the existence of a limit for this sequence which is a solution of a parabolic model for a quasistatic hemivariational inequality. Finally, we present an application of the abstract theorem to a quasistatic viscoelastic contact problem.


Index Terms-Contact problem, asymptotic behavior, hemivariational inequality, solid mechanics.

## I. Introduction

THE aim of this paper is to study the asymptotic behavior of a weak solution to an abstract second order nonlinear evolution hemivariational inequality modeling contact problems when the power of the acceleration forces vanishes. We consider the following evolution inclusion being an equivalent form of a hemivariational inequality

$$
\begin{equation*}
\varepsilon u^{\prime \prime}(t)+A(t) u^{\prime}(t)+B u(t)+\gamma^{*} \partial J(t, \gamma u(t)) \ni f(t) \tag{1}
\end{equation*}
$$

where $\varepsilon>0$ is proportional to the mass density, $A(t)$ and $B$ are linear continuous operators from a reflexive Banach space $V$ into its dual $V^{*}, \gamma$ is a linear continuous operator, $\gamma^{*}$ is its adjoint, $\partial J$ denotes the Clarke subdifferential of a locally Lipschitz time-dependent function $J(t, \cdot)$ and $f:(0, T) \rightarrow V^{*}$ is given. Moreover, we associate with (1) appropriate initial conditions.
The study of this type of inclusions is motivated by many contact problems of solid mechanics. It is well known that the dynamic equation of motion, representing momentum conservation, that govern the evolution of the state of the body, is of the form $u^{\prime \prime}-\operatorname{Div} \sigma=f$, where $u$ is a displacement, $\sigma$ is the stress tensor, Div is the divergence operator and $f$ is the density (per unit volume) of applied forces, such as gravity. This equation is valid for all systems and materials, since they are derived from the fundamental principle of momentum conservation.
We are interested in situations in which the system configuration and the external forces and tractions evolve slowly
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in time in such a way that the accelerations in the system are rather small and negligible, so that the inertial terms (the second order time derivative) can be neglected. In this case, we obtain the quasistatic approximation (equilibrium equation) for the equation of motion, $-\operatorname{Div} \sigma=f$. Rigorous mathematical treatment of quasistatic problems is recent, e.g. Han and Sofonea [5], Shillor, Sofonea and Telega [13], Sofonea, Han, Shillor [14] and the references therein. When we assume that the process is slow and the accelerations are negligible, mathematically it means that the system changes character, from being of a hyperbolic type to an elliptic or a parabolic type.
Our main interest lies in general nonmonotone and multivalued laws and subdifferential boundary conditions. Such relations were considered for the first time in the early eighties by P.D. Panagiotopoulos [11] who introduced the notion of hemivariational inequality as a generalization of variational inequality. For examples and applications of hemivariational inequalities, we refer to Panagiotopoulos [11], [12] and Naniewicz and Panagiotopoulos [9].

Our motivation to study the model (1) comes from a quasistatic viscoelastic contact problem. We deal with a deformable viscoelastic body which occupies an open bounded subset $\Omega$ of $\mathbb{R}^{d}$ ( $d=2,3$ in applications). The boundary $\Gamma$ of $\Omega$ is supposed to be Lipschitz continuous and $\Gamma$ consists of three mutually disjoint measurable parts $\Gamma_{D}, \Gamma_{N}$ and $\Gamma_{C}$ such that $m\left(\Gamma_{D}\right)>0$. Setting $Q=\Omega \times(0, T)$, we are looking for the displacement field $u: Q \rightarrow \mathbb{R}^{d}$ which solves the following mechanical problem

$$
\begin{align*}
& -\operatorname{Div} \sigma(t)=f_{0}(t) \text { in } Q  \tag{2}\\
& \sigma(t)=\mathcal{C}(t) e\left(u^{\prime}(t)\right)+\mathcal{G} e(u(t)) \text { in } Q  \tag{3}\\
& u(t)=0 \text { on } \Gamma_{D} \times(0, T)  \tag{4}\\
& \sigma(t) n=f_{1}(t) \text { on } \Gamma_{N} \times(0, T)  \tag{5}\\
& -\sigma_{\nu}(t) \in \partial j_{\nu}\left(t, u_{\nu}\right) \text { on } \Gamma_{C} \times(0, T)  \tag{6}\\
& -\sigma_{\tau}(t) \in \partial j_{\tau}\left(t, u_{\tau}\right) \text { on } \Gamma_{C} \times(0, T)  \tag{7}\\
& u(0)=u_{0} \text { in } \Omega . \tag{8}
\end{align*}
$$

Here $\sigma$ and $e$ denote the stress and strain tensors, $\mathcal{C}$ and $\mathcal{G}$ are viscosity and elasticity operators, $\partial j_{\nu}$ and $\partial j_{\tau}$ are the Clarke subdifferentials of prescribed locally Lipschitz functions $j_{\nu}$ and $j_{\tau}$. The detailed description of the contact problem (2)(8) is given in Section V.

In the paper we start with an existence and regularity result for the evolution hemivariational inequality. Such a result holds for every fixed $\varepsilon>0$ and it is obtained (cf. Theorem 4) by using the theory of hemivariational inequalities developed recently in [6], [7], [8]. Then, the crucial step is to derive a suitable uniform estimate on the sequence of solutions to (1). The main result concerns the existence of a limit as $\varepsilon \rightarrow 0$, for
this sequence. Our asymptotic analysis shows that a parabolic model for a quasistatic hemivariational inequality of the form

$$
A(t) u^{\prime}(t)+B u(t)+\gamma^{*} \partial J(t, \gamma u(t)) \ni f(t) \text { a.e. } t
$$

is solvable as a limit of the dynamical one, as the mass coefficient in the inertial term tends to zero. We also point out that the results of this paper can be applicable to several quasistatic models of contact phenomena. Finally, we remark that the question of uniqueness of solutions to both dynamical and quasistatic hemivariational inequality is left open.

## II. Notation

Let $\left(V, Z, H, Z^{*}, V^{*}\right)$ be an evolution fivefold, i.e. $V$ and $Z$ are reflexive, separable Banach spaces, $H$ is a Hilbert space and $V \subset Z \subset H \approx H^{*} \subset Z^{*} \subset V^{*}$ with all embeddings dense and continuous. Suppose that $V$ is compactly embedded in $Z$. We denote by $\langle\cdot, \cdot\rangle$ the duality of $V$ and $V^{*}$ and the pairing between $Z$ and $Z^{*}$ as well, by $\|\cdot\|_{E}$ the norm in a space $E$, being, respectively $V, Z, Z^{*}$ and $V^{*}$ and by $|\cdot|_{H}$ the norm in $H$. Moreover, the notation $\mathcal{L}(E, F)$ stands for the space of linear bounded operators from a Banach space $E$ to a Banach space $F$ and $w-E$ denotes the space $E$ endowed with the weak topology. For $U \subset E$, we also write $\|U\|_{E}=$ $\sup \left\{\|u\|_{E}: u \in U\right\}$.

Given a fixed number $0<T<\infty$ and $2 \leq p<\infty$, we introduce the following function spaces $\mathcal{V}=L^{p}(0, T ; V), \mathcal{Z}=$ $L^{p}(0, T ; Z), \mathcal{H}=L^{2}(0, T ; H), \mathcal{Z}^{*}=L^{q}\left(0, T ; Z^{*}\right), \mathcal{V}^{*}=$ $L^{q}\left(0, T ; V^{*}\right)$ with $1 / p+1 / q=1$ and $\mathcal{W}=\left\{w \in \mathcal{V}: w^{\prime} \in\right.$ $\left.\mathcal{V}^{*}\right\}$, where the time derivative is understood in the sense of vector-valued distributions. The latter is a separable, reflexive Banach space with the norm $\|w\|_{\mathcal{W}}=\|w\|_{\mathcal{V}}+\left\|w^{\prime}\right\|_{\mathcal{V}^{*}}$. We have

$$
\mathcal{W} \subset \mathcal{V} \subset \mathcal{Z} \subset \mathcal{H} \subset \mathcal{Z}^{*} \subset \mathcal{V}^{*}
$$

with continuous embeddings, cf. [3], [4]. The pairing of $\mathcal{V}$ and $\mathcal{V}^{*}$ and also the duality between $\mathcal{Z}$ and $\mathcal{Z}^{*}$ are denoted by $\langle\langle\cdot, \cdot\rangle\rangle$.

Next, we recall the definitions of the generalized directional derivative and the generalized gradient of Clarke for a locally Lipschitz function $\theta: X \rightarrow \mathbb{R}$, where $X$ is a Banach space (see [2], [3]). The generalized directional derivative of $\theta$ at $x \in X$ in the direction $v \in X$, denoted by $\theta^{0}(x ; v)$, is defined by

$$
\theta^{0}(x ; v)=\limsup _{y \rightarrow x, \lambda \downarrow 0} \frac{\theta(y+\lambda v)-\theta(y)}{\lambda}
$$

The generalized gradient of $\theta$ at $x$, denoted by $\partial \theta(x)$, is a subset of a dual space $X^{*}$ given by

$$
\partial \theta(x)=\left\{\zeta \in X^{*}: \theta^{0}(x ; v) \geq\langle\zeta, v\rangle \text { for all } v \in X\right\}
$$

A locally Lipschitz function $\theta$ is called regular (in the sense of Clarke, cf. [2]) at $x \in X$ if for all $v \in X$ the one-sided directional derivative $\theta^{\prime}(x ; v)$ exists and satisfies $\theta^{0}(x ; v)=$ $\theta^{\prime}(x ; v)$ for all $v \in X$.

## III. HEMIVARIATIONAL INEQUALITY

We provide a result on the existence of solutions to an evolution hemivariational inequality of the form

$$
\left\{\begin{array}{l}
\varepsilon u^{\prime \prime}(t)+A(t) u^{\prime}(t)+B u(t)+\gamma^{*} \partial J(t, \gamma u(t)) \ni f(t)  \tag{9}\\
u(0)=u_{0}, \quad \sqrt{\varepsilon} u^{\prime}(0)=u_{1} .
\end{array}\right.
$$

In this section we suppose that $\varepsilon>0$ is fixed. We remark that, by the definition of the Clarke subdifferential, problem (9) is equivalent to the following inequality

$$
\left\{\begin{aligned}
\left\langle\varepsilon u^{\prime \prime}(t)\right. & \left.+A(t) u^{\prime}(t)+B u(t)-f(t), v\right\rangle+ \\
& +J^{0}(t, \gamma u(t) ; \gamma v) \geq 0 \text { for all } v \in V, \text { a.e. } t \\
u(0)= & u_{0}, \quad \sqrt{\varepsilon} u^{\prime}(0)=u_{1}
\end{aligned}\right.
$$

where $J^{0}$ stands for the generalized directional derivative of $J(t, \cdot)$. For this reason problem (9) is called a hemivariational inequality.

Definition 1: A function $u \in \mathcal{V}$ is called a solution to (9) if and only if $u^{\prime} \in \mathcal{W}$ and there exists $\eta \in \mathcal{Z}^{*}$ such that

$$
\left\{\begin{array}{l}
\varepsilon u^{\prime \prime}(t)+A(t) u^{\prime}(t)+B u(t)+\eta(t)=f(t) \text { a.e. } t \\
\eta(t) \in \gamma^{*} \partial J(t, \gamma u(t)) \quad \text { a.e. } t \in(0, T) \\
u(0)=u_{0}, \quad \sqrt{\varepsilon} u^{\prime}(0)=u_{1}
\end{array}\right.
$$

REMARK 2: If $u$ is a solution to (9), then $u \in$ $W^{1, p}(0, T ; V)$. Since the embeddings $W^{1, p}(0, T ; V) \subset$ $C(0, T ; V)$ and $\mathcal{W} \subset C(0, T ; H)$ are continuous (cf. Proposition 8.4.14 in [4]), the initial conditions $u(0)$ and $u^{\prime}(0)$ have a meaning in $V$ and $H$, respectively.

Since $\varepsilon$ is fixed, we write for simplicity $u$ for the solution $u_{\varepsilon}$ of (9). We assume that $X$ is a Banach space and the following hypotheses hold.
$\underline{H(A)}: \quad A \in L^{\infty}\left(0, T ; \mathcal{L}\left(V, V^{*}\right)\right)$ is an operator such that $A(t)$ is coercive, i.e. there is a constant $\alpha>0$ such that for a.e. $t \in(0, T),\langle A(t) v, v\rangle \geq \alpha\|v\|_{V}^{p}$ for all $v \in V$.
$\underline{H(B)}: \quad B \in \mathcal{L}\left(V, V^{*}\right)$ is nonnegative and symmetric.
$H(J): \quad J:(0, T) \times X \rightarrow \mathbb{R}$ is a function such that
(i) $J(\cdot, x)$ is measurable on $(0, T)$ for all $x \in X$;
(ii) $J(t, \cdot)$ is locally Lipschitz on $X$ for a.e. $t \in(0, T)$;
(iii) $\|\partial J(t, x)\|_{X^{*}} \leq \bar{c}\left(1+\|x\|_{X}^{2 / q}\right)$ for all $x \in X$, a.e. $t \in$ $(0, T)$ with $\bar{c}>0$.
$\underline{H(\gamma)}: \quad \gamma \in \mathcal{L}(Z, X)$.
$\underline{\left(H_{0}\right)}: f \in \mathcal{V}^{*}, u_{0} \in V, u_{1} \in H$.
$\underline{\left(H_{1}\right)}$ : if $p=2$, then $\alpha>2 \bar{c} T \beta^{2}\|\gamma\| \max \{1,\|\gamma\|\}$, where $\beta>0$ is an embedding constant of $V$ into $Z$ and $\|\gamma\|=$ $\|\gamma\|_{\mathcal{L}(Z, X)}$.
The crucial step in the proof of the existence result for (9) is to derive the following uniform estimate.

Lemma 3: Let $\varepsilon>0$ be fixed. Assume hypotheses $H(A)$, $H(B), H(J), H(\gamma)$ and $\left(H_{0}\right)$, and let $u$ be a solution to (9). If $p>2$, then there exists a constant $C>0$ independent of $\varepsilon$ such that

$$
\begin{gathered}
\|u\|_{C(0, T ; V)}+\left\|u^{\prime}\right\|_{\mathcal{V}}+\sqrt{\varepsilon}\left\|u^{\prime}\right\|_{L^{\infty}(0, T ; H)}+\varepsilon\left\|u^{\prime \prime}\right\| \mathcal{V}^{*} \leq \\
\leq C\left(1+\left\|u_{0}\right\|_{V}^{2 / q}+\left|u_{1}\right|_{H}^{2 / q}+\|f\|_{\mathcal{V}^{*}}^{2 / q}\right)
\end{gathered}
$$

Moreover, this estimate still holds for $p=2$ provided $\left(H_{1}\right)$ is satisfied.

The following is the existence result for a hemivariational inequality (9).

Theorem 4: If hypotheses $H(A), H(B), H(J), H(\gamma)$, $\left(H_{0}\right)$ and $\left(H_{1}\right)$ hold, then for every fixed $\varepsilon>0$ the problem (9) admits at least one solution.

Proof. The idea of the proof follows Theorem 4 of [10]. Using an integral operator $K$ we reduce the problem (9) to an evolution inclusion of the first order

$$
\left\{\begin{array}{l}
f(t) \in \varepsilon z^{\prime}(t)+A(t) z(t)+B K z(t)+\gamma^{*} \partial J(t, \gamma K z(t)) \\
z(0)=\widetilde{u}_{1},
\end{array}\right.
$$

where $\widetilde{u}_{1}=u_{1} / \sqrt{\varepsilon}$. We proceed with two cases. First consider the case $u_{1} \in V$. By employing the surjectivity result for the sum of a linear, densely defined and maximal monotone operator and bounded, coercive and $L$-pseudomonotone one, we obtain the existence of solutions of the first order problem. The crutial point here is to establish the $L$-generalized pseudomonotonicity of corresponding evolution operator. Finally, by a density argument we remove the restriction $u_{1} \in V$ and prove the result in the general case $u_{1} \in H$.

## IV. Asymptotic analysis

We consider the asymptotic behavior of a sequence of solutions to (9) when a small parameter in the inertial term tends to zero.
Consider the following evolutionary hemivariational inequality of the form:

$$
\left\{\begin{array}{l}
A(t) u^{\prime}(t)+B u(t)+\gamma^{*} \partial J(t, \gamma u(t)) \ni f(t) \text { a.e. } t  \tag{10}\\
u(0)=u_{0} .
\end{array}\right.
$$

Definition 5: A function $u \in L^{\infty}(0, T ; V)$ is called a solution to (10) if and only if $u^{\prime} \in \mathcal{V}$ and there exists $\eta \in \mathcal{Z}^{*}$ such that

$$
\left\{\begin{array}{l}
A(t) u^{\prime}(t)+B u(t)+\eta(t)=f(t) \text { a.e. } t \in(0, T) \\
\eta(t) \in \gamma^{*} \partial J(t, \gamma u(t)) \text { a.e. } t \in(0, T) \\
u(0)=u_{0} .
\end{array}\right.
$$

If $u$ is a solution to (10), then $u \in L^{\infty}(0, T ; V) \subset \mathcal{V}$, i.e. $u \in W^{1, p}(0, T ; V)$. Since $W^{1, p}(0, T ; V) \subset C(0, T ; V)$ continuously, the initial condition $u(0)$ has a meaning in $V$.

Theorem 6: Let the hypotheses $H(A), H(B), H(J)$, $H(\gamma),\left(H_{0}\right)$ and $\left(H_{1}\right)$ hold. For every $\varepsilon$ fixed, let $u_{\varepsilon}$ be a solution to (9) given by Theorem 4. Then there exists $u \in L^{\infty}(0, T ; V)$ such that $u^{\prime} \in \mathcal{W}$ and

$$
\begin{aligned}
& u_{\varepsilon} \rightarrow u \text { weakly* in } L^{\infty}(0, T ; V), \\
& u_{\varepsilon}^{\prime} \rightarrow u^{\prime} \text { weakly in } \mathcal{V}, \\
& \sqrt{\varepsilon} u_{\varepsilon}^{\prime} \rightarrow 0 \text { weakly* in } L^{\infty}(0, T ; H), \\
& \varepsilon u_{\varepsilon}^{\prime \prime} \rightarrow 0 \text { weakly in } \mathcal{V}^{*},
\end{aligned}
$$

as $\varepsilon \rightarrow 0$. Moreover, the limit function $u$ is a solution to (10).
Proof. Let $\left\{u_{\varepsilon}\right\}$ be a sequence of solutions to the evolution problem (9). From Lemma 3, we deduce that there is a constant $c>0$ independent of $\varepsilon$ such that

$$
\left\|u_{\varepsilon}\right\|_{C(0, T ; V)}+\left\|u_{\varepsilon}^{\prime}\right\| \mathcal{V}+\sqrt{\varepsilon}\left\|u_{\varepsilon}^{\prime}\right\|_{L^{\infty}(0, T ; H)}+\varepsilon\left\|u_{\varepsilon}^{\prime \prime}\right\|_{\mathcal{V}^{*}} \leq c .
$$

Hence, taking a subsequence of $\varepsilon \rightarrow 0$ if necessary, we have

$$
\begin{align*}
& u_{\varepsilon} \rightarrow u \text { weakly* in } L^{\infty}(0, T ; V),  \tag{11}\\
& u_{\varepsilon}^{\prime} \rightarrow u^{\prime} \text { weakly in } \mathcal{V},  \tag{12}\\
& \sqrt{\varepsilon} u_{\varepsilon}^{\prime} \rightarrow \zeta \text { weakly* in } L^{\infty}(0, T ; H),  \tag{13}\\
& \varepsilon u_{\varepsilon}^{\prime \prime} \rightarrow \rho \text { weakly in } \mathcal{V}^{*} \tag{14}
\end{align*}
$$

with $u \in L^{\infty}(0, T ; V), u^{\prime} \in \mathcal{V}, \zeta \in L^{\infty}(0, T ; H)$ and $\rho \in \mathcal{V}^{*}$. It is clear that (11) implies $\sqrt{\varepsilon} u_{\varepsilon} \rightarrow 0$ weakly* in $L^{\infty}(0, T ; V)$ which together with (13) gives $\zeta=0$. Consequently from (13) and (14) we have $\rho=0$.
The convergences (11) and (12) entail $u_{\varepsilon} \rightarrow u$ weakly in $W^{1, p}(0, T ; V)$, so we may show that

$$
\begin{equation*}
u_{\varepsilon}(t) \rightarrow u(t) \text { weakly in } V \text { for all } t \in[0, T] \tag{15}
\end{equation*}
$$

and because $V \subset Z$ compactly, we have

$$
\begin{equation*}
u_{\varepsilon}(t) \rightarrow u(t) \text { in } Z \text { for all } t \in[0, T] . \tag{16}
\end{equation*}
$$

Since $u_{\varepsilon}$ is a solution to (9), we have

$$
\left\{\begin{array}{l}
\varepsilon u_{\varepsilon}^{\prime \prime}(t)+A(t) u_{\varepsilon}^{\prime}(t)+B u_{\varepsilon}(t)+\eta_{\varepsilon}(t)=f(t) \text { a.e. } t \\
\eta_{\varepsilon}(t) \in \gamma^{*} \partial J\left(t, \gamma u_{\varepsilon}(t)\right) \text { a.e. } t \in(0, T) \\
u_{\varepsilon}(0)=u_{0}, \quad \sqrt{\varepsilon} u_{\varepsilon}^{\prime}(0)=u_{1} .
\end{array}\right.
$$

From $H(J)$ (iii) and $H(\gamma)$ we deduce that $\left\{\eta_{\varepsilon}\right\}$ remains in a bounded subset of $\mathcal{Z}^{*}$ and we may assume, possibly up to a subsequence, that

$$
\begin{equation*}
\eta_{\varepsilon} \rightarrow \eta \text { weakly in } \mathcal{Z}^{*} \tag{17}
\end{equation*}
$$

with $\eta \in \mathcal{Z}^{*}$. Let $F:(0, T) \times Z \rightarrow 2^{Z^{*}}$ be defined by $F(t, z)=$ $\gamma^{*} \partial J(t, \gamma z)$ for $(t, z) \in(0, T) \times Z$. From Proposition 2.1.2 of [2], $H(J)$ and $H(\gamma)$, it follows that the values of $F$ are nonempty, closed and convex subsets of $Z^{*}$, for each $z \in Z$, $F(\cdot, z)$ is measurable, and for a.e. $t \in(0, T), F(t, \cdot)$ is upper semicontinuous from $Z$ into $w-Z^{*}$. Exploiting (16), (17) and the inclusion $\eta_{\varepsilon}(t) \in \gamma^{*} \partial J\left(t, \gamma u_{\varepsilon}(t)\right)$ for a.e. $t \in(0, T)$, from the convergence theorem of [1], we have

$$
\begin{equation*}
\eta(t) \in \gamma^{*} \partial J(t, \gamma u(t)) \text { a.e. } t \in(0, T) \text {. } \tag{18}
\end{equation*}
$$

Let $\mathcal{A}, \mathcal{B}: \mathcal{V} \rightarrow \mathcal{V}^{*}$ be the Nemitsky operators corresponding to $A(t)$ and $B$. From $H(A)$ and $H(B)$ it is obvious that $\mathcal{A}$ and $\mathcal{B}$ are linear continuous operators from $\mathcal{V}$ to $\mathcal{V}^{*}$ and thus also continuous from $w-\mathcal{V}$ to $w-\mathcal{V}^{*}$. Therefore

$$
\mathcal{A} u_{\varepsilon}^{\prime} \rightarrow \mathcal{A} u^{\prime}, \quad \mathcal{B} u_{\varepsilon} \rightarrow \mathcal{B} u \text { both weakly in } \mathcal{V}^{*} .
$$

Hence, using (14) and (17) we pass to the limit in the equation $\varepsilon u_{\varepsilon}^{\prime \prime}+\mathcal{A} u_{\varepsilon}^{\prime}+\mathcal{B} u_{\varepsilon}+\eta_{\varepsilon}=f$ in $\mathcal{V}^{*}$ and obtain $\mathcal{A} u^{\prime}+\mathcal{B} u+\eta=f$ in $\mathcal{V}^{*}$. This together with (18) implies

$$
A(t) u^{\prime}(t)+B u(t)+\gamma^{*} \partial J(t, \gamma u(t)) \ni f(t) \text { a.e. } t \in(0, T) .
$$

Finally, from (15), we know that $u_{\varepsilon}(0) \rightarrow u(0)$ weakly in $V$, so from $u_{\varepsilon}(0)=u_{0}$, we deduce that $u(0)=u_{0}$. The second initial condition is equivalent to

$$
\begin{equation*}
\varepsilon u_{\varepsilon}^{\prime}(0)=\sqrt{\varepsilon} u_{1} . \tag{19}
\end{equation*}
$$

By (13) and (14), we deduce

$$
\begin{aligned}
& \varepsilon u_{\varepsilon}^{\prime} \rightarrow 0 \text { weakly* in } L^{\infty}(0, T ; H), \\
& \varepsilon u_{\varepsilon}^{\prime \prime} \rightarrow 0 \text { weakly in } \mathcal{V}^{*} .
\end{aligned}
$$

Since $L^{\infty}(0, T ; H) \cap\left\{v: v^{\prime} \in \mathcal{V}^{*}\right\} \subset C\left(0, T ; V^{*}\right)$ compactly, we have $\varepsilon u_{\varepsilon}^{\prime} \rightarrow 0$ in $C\left(0, T ; V^{*}\right)$ and in particular, $\varepsilon u_{\varepsilon}^{\prime}(0) \rightarrow 0$ in $V^{*}$. Taking the limit in (19), we deduce that the limit initial condition degenerates. We infer that $u$ is a solution to (10)

From Theorem 6 we immediately have the existence and regularity result for the quasistatic model (10).

Corollary 7: Under hypotheses $H(A), H(B), H(J)$, $H(\gamma),\left(H_{1}\right)$ and for $f \in \mathcal{V}^{*}$ and $u_{0} \in V$, the hemivariational inequality (10) admits at least one solution.

## V. Quasistatic Viscoelastic contact

We study the contact problem (2)-(8) between a viscoelastic body and a foundation. We assume that the volume forces and surface tractions change slowly in time so that the acceleration in the system is negligible. Neglecting the inertial terms in the equation of motion leads to the quasistatic approximation for the process. We show that the quasistatic model can be formulated as a time dependent hemivariational inequality of the form (10) and the abstract result of Theorem 4 is applicable in this case.

The mechanical formulation of the process is following. Recall that the boundary $\Gamma=\partial \Omega$ is supposed to be Lipschitz continuous and $\Gamma$ consists of three mutually disjoint measurable parts $\Gamma_{D}, \Gamma_{N}$ and $\Gamma_{C}$ such that $m\left(\Gamma_{D}\right)>0$. We are interested in the resulting process of evolution of the mechanical state on the time interval $(0, T)$. The body is clamped on $\Gamma_{D}$, the volume forces of density $f_{0}$ act in $\Omega$ and the surface tractions of density $f_{1}$ are applied on $\Gamma_{N}$. The body may come in contact with a foundation over a potential contact surface $\Gamma_{C}$. We denote by $u: Q \rightarrow \mathbb{R}^{d}$ the displacement field, by $\sigma: Q \rightarrow \mathcal{S}_{d}$ the stress tensor and by $e(u)=\left\{e_{i j}(u)\right\}$, $e_{i j}(u)=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$ the strain tensor, where $Q=\Omega \times(0, T)$, $i, j=1, \ldots, d$ and $\mathcal{S}_{d}$ is the space of symmetric matrices of order $d$.

We assume a linear viscoelastic model with the constitutive law of the Kelvin-Voigt type

$$
\sigma_{i j}=a_{i j k l} e_{k l}\left(u^{\prime}\right)+b_{i j k l} e_{k l}(u) \text { in } Q
$$

where $\mathcal{C}(t)=\left\{a_{i j k l}(t)\right\}$ and $\mathcal{G}=\left\{b_{i j k l}\right\}, i, j, k, l=1, \ldots, d$ are the viscosity and the elasticity tensors, respectively. Denote by $u_{\nu}$ and $u_{\tau}$ ( $\sigma_{\nu}$ and $\sigma_{\tau}$, respectively) the normal and the tangential components of the displacement $u$ (of the stress field $\sigma$, respectively) on $\Gamma$, i.e. $u_{\nu}=u \cdot n, u_{\tau}=u-u_{\nu} n$ ( $\sigma_{\nu}=(\sigma n) \cdot n, \sigma_{\tau}=\sigma n-\sigma_{\nu} n$, respectively), where $n$ is the outward normal vector to $\Gamma$.

Concerning the contact conditions, we consider the following subdifferential relations $-\sigma_{\nu} \in \partial j_{\nu}\left(x, t, u_{\nu}\right)$ and $-\sigma_{\tau} \in \partial j_{\tau}\left(x, t, u_{\tau}\right)$. The functions $j_{\nu}: \Gamma_{C} \times(0, T) \times \mathbb{R} \rightarrow \mathbb{R}$ and $j_{\tau}: \Gamma_{C} \times(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ are locally Lipschitz in their last variables and $\partial j_{\nu}, \partial j_{\tau}$ denote their Clarke subdifferentials. The initial displacement is denoted by $u_{0}$. The classical formulation of the mechanical problem is as follows: find a displacement field $u: Q \rightarrow \mathbb{R}^{d}$ such that (2)-(8) are satisfied. For concrete examples of boundary conditions (6) and (7), we refer to [5], [8], [9], [11], [12].
In order to obtain a variational formulation of the problem (2)-(8) we need to define spaces: $V=\left\{v \in H^{1}\left(\Omega ; \mathbb{R}^{d}\right)\right.$ :
$v=0 \quad$ on $\left.\Gamma_{D}\right\}, Z=H^{1 / 2}\left(\Omega ; \mathbb{R}^{d}\right), H=L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$ and $X=L^{2}\left(\Gamma_{C} ; \mathbb{R}^{d}\right)$. On $V$ we consider the inner product and the corresponding norm given by $\langle u, v\rangle_{V}=\langle e(u), e(v)\rangle_{L^{2}\left(\Omega ; \mathcal{S}_{d}\right)}$, $\|v\|_{V}=\|e(v)\|_{L^{2}\left(\Omega ; \mathcal{S}_{d}\right)}$ for $u, v \in V$. Moreover, let $\gamma \in$ $\mathcal{L}(Z, X)$ be the trace operator, and, for simplicity, $p=2$.
We also assume that the viscosity and elasticity tensors have the usual properties of ellipticity, symmetry and positivity.
$\underline{H(\mathcal{C})}: \quad \mathcal{C}: Q \times \mathcal{S}_{d} \rightarrow \mathcal{S}_{d}$ is a viscosity tensor, $\mathcal{C}(t)=$ $\left\{a_{i j k l}(t)\right\}$ such that $a_{i j k l}=a_{k l i j}=a_{i j l k} \in L^{\infty}(Q)$ and there exists $m_{1}>0$ satisfying $\mathcal{C}(t) \tau \cdot \tau \geq m_{1}\|\tau\|_{\mathcal{S}_{d}}^{2}$ for all $\tau \in \mathcal{S}_{d}$, a.e. in $Q$.
$\underline{H(\mathcal{G})}: \quad \mathcal{G}: \Omega \times \mathcal{S}_{d} \rightarrow \mathcal{S}_{d}$ is an elasticity tensor, $\mathcal{G}=\left\{b_{i j k l}\right\}$ such that $b_{i j k l}=b_{k l i j}=b_{i j l k} \in L^{\infty}(\Omega)$ and $\mathcal{G} \tau \cdot \tau \geq 0$ for all $\tau \in \mathcal{S}_{d}$, a.e. in $\Omega$.

The body forces, surface tractions and initial displacement satisfy
$\underline{H(f)}: f_{0} \in L^{2}\left(Q ; \mathbb{R}^{d}\right), f_{1} \in L^{2}\left(0, T ; L^{2}\left(\Gamma_{N} ; \mathbb{R}^{d}\right)\right), u_{0} \in$
The superpotentials satisfy
$\underline{H\left(j_{\nu}\right)}: \quad j_{\nu}: \Gamma_{C} \times(0, T) \times \mathbb{R} \rightarrow \mathbb{R}$ is a function such that
(i) $j_{\nu}(\cdot, \cdot, r)$ is measurable for all $r \in \mathbb{R}, j_{\nu}(\cdot, \cdot, 0) \in$ $L^{1}\left(\Gamma_{C} \times(0, T)\right) ;$
(ii) $j_{\nu}(x, t, \cdot)$ is locally Lipschitz for a.e. $(x, t) \in \Gamma_{C} \times$ $(0, T)$;
(iii) $\left|\partial j_{\nu}(x, t, r)\right| \leq c_{\nu}(1+|r|)$ for a.e. $(x, t) \in \Gamma_{C} \times(0, T)$, all $r \in \mathbb{R}$ with $c_{\nu}>0$.
$\underline{H\left(j_{\tau}\right)}: \quad j_{\tau}: \Gamma_{C} \times(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a function such that (i) $j_{\tau}(\cdot, \cdot, \xi)$ is measurable for all $\xi \in \mathbb{R}^{d}, j_{\tau}(\cdot, \cdot, 0) \in$ $L^{1}\left(\Gamma_{C} \times(0, T)\right) ;$
(ii) $j_{\tau}(x, t, \cdot)$ is locally Lipschitz for a.e. $(x, t) \in \Gamma_{C} \times$ $(0, T)$;
(iii) $\left\|\partial j_{\tau}(x, t, \xi)\right\|_{\mathbb{R}^{d}} \leq c_{\tau}\left(1+\|\xi\|_{\mathbb{R}^{d}}\right)$ for a.e. $(x, t) \in \Gamma_{C} \times$ $(0, T)$, all $\xi \in \mathbb{R}^{d}$ with $c_{\tau}>0$.

In the hypotheses $H(\mathcal{C})$ and $H(\mathcal{G})$, the inner product and the corresponding norm on $\mathcal{S}_{d}$ are given by $\sigma \cdot \tau=\sigma_{i j} \tau_{i j}$ and $\|\sigma\|_{\mathcal{S}_{d}}=(\sigma \cdot \sigma)^{1 / 2}$ for all $\sigma, \tau \in \mathcal{S}_{d}$. In $H\left(j_{\nu}\right)$ and $H\left(j_{\tau}\right)$ the subdifferential is taken with respect to the last variables of $j_{\nu}$ and $j_{\tau}$, respectively.

Next, we define the operators $A(t), B \in \mathcal{L}\left(V, V^{*}\right)$ by

$$
\left\{\begin{array}{l}
\langle A(t) u, v\rangle=\langle\mathcal{C}(t) e(u), e(v)\rangle_{L^{2}\left(\Omega ; \mathcal{S}_{d}\right)}  \tag{20}\\
\langle B u, v\rangle=\langle\mathcal{G} e(u), e(v)\rangle_{L^{2}\left(\Omega ; \mathcal{S}_{d}\right)}
\end{array}\right.
$$

for $t \in(0, T)$ and $u, v \in V$.
Using the equilibrium equation (2) and the Green formula (assuming the sufficient regularity of the functions involved) we obtain the weak formulation of the problem (2)-(8):
find $u:(0, T) \rightarrow V$ such that $u \in L^{\infty}(0, T ; V), u^{\prime} \in \mathcal{V}$ and

$$
\left\{\begin{array}{l}
\int_{\Gamma_{C}} \quad\left(j_{\nu}^{0}\left(t, u_{\nu} ; v_{\nu}\right)+j_{\tau}^{0}\left(t, u_{\tau} ; v_{\tau}\right)\right) d \Gamma \geq  \tag{21}\\
\quad \geq\left\langle f(t)-A(t) u^{\prime}(t)-B u(t), v\right\rangle \\
\quad \text { a.e. } t \in(0, T), \text { for all } v \in V \\
u(0)=u_{0}
\end{array}\right.
$$

Analogously to Lemma 5 of [6], we have
Lemma 8: Under the hypotheses $H\left(j_{\nu}\right)$ and $H\left(j_{\tau}\right)$, the functional $J:(0, T) \times X \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
J(t, v)=\int_{\Gamma_{C}}\left(j_{\nu}\left(x, t, v_{\nu}(x)\right)+j_{\tau}\left(x, t, v_{\tau}(x)\right)\right) d \Gamma \tag{22}
\end{equation*}
$$

for a.e. $t \in(0, T)$, all $v \in X$ satisfies
(i) $J(\cdot, v)$ is measurable for all $v \in X$ and $J(\cdot, 0) \in$ $L^{1}(0, T)$;
(ii) $J(t, \cdot)$ is Lipschitz on bounded subsets of $X$;
(iii) $\|\partial J(t, v)\|_{X^{*}} \leq \bar{c}\left(1+\|v\|_{X}\right)$ for all $v \in X$, a.e. $t \in$ $(0, T)$ with $\bar{c}=2 \sqrt{2} \max \left\{c_{\nu}, c_{\tau}\right\} \max \left\{1, \sqrt{m\left(\Gamma_{C}\right)}\right\} ;$
(iv) for all $v, w \in X$, we have

$$
\begin{equation*}
J^{0}(t, v ; w) \leq \int_{\Gamma_{C}}\left(j_{\nu}^{0}\left(t, v_{\nu} ; w_{\nu}\right)+j_{\tau}^{0}\left(t, v_{\tau} ; w_{\tau}\right)\right) d \Gamma \tag{23}
\end{equation*}
$$

where $J^{0}(t, v ; w)$ denotes the directional derivative of $J(t, \cdot)$ at a point $v \in X$ in the direction $w \in X$. If, in addition,

$$
\left\{\begin{array}{l}
\text { either } j_{\nu}(t, \cdot) \text { or }-j_{\nu}(t, \cdot) \text { is regular and } \\
\text { either } j_{\tau}(t, \cdot) \text { or }-j_{\tau}(t, \cdot) \text { is regular, } \tag{24}
\end{array}\right.
$$

then either $J(t, \cdot)$ or $-J(t, \cdot)$ is regular, respectively and (23) holds with equality.

Under our notation we associate with the hemivariational inequality (21) the following inclusion of type (10):
find $u \in L^{\infty}(0, T ; V)$ with $u^{\prime} \in \mathcal{V}$ such that

$$
\left\{\begin{array}{l}
A(t) u^{\prime}(t)+B u(t)+\gamma^{*} \partial J(t, \gamma u(t)) \ni f(t) \text { a.e. } t  \tag{25}\\
u(0)=u_{0} .
\end{array}\right.
$$

Remark 9: We notice that if the hypotheses $H\left(j_{\nu}\right)$ and $H\left(j_{\tau}\right)$ hold, then every solution to (25) is a solution to (21). The converse holds provided $j_{\nu}$ and $j_{\tau}$ satisfy the regularity condition (24). These facts follow from the definition of the Clarke subdifferential and Lemma 8 (iv).
The existence and regularity result for the hemivariational inequality (21) reads as follows.
Theorem 10: If $H(\mathcal{C}), H(\mathcal{G}), H(f), H\left(j_{\nu}\right), H\left(j_{\tau}\right)$ hold and $m_{1}>2 \bar{c} T \beta^{2}\|\gamma\| \max \{1,\|\gamma\|\}$, where $\bar{c}$ is given in Lemma 8 (iii), $\beta>0$ is the embedding constant of $V$ into $Z$ and $\|\gamma\|=\|\gamma\|_{\mathcal{L}(Z ; X)}$, then problem (21) admits at least one solution $u \in L^{\infty}(0, T ; V)$ with $u^{\prime} \in \mathcal{V}$.
Proof. It follows from $H(\mathcal{C})$ and $H(\mathcal{G})$ that the operators $A(t)$ and $B$ defined by (20) satisfy $H(A)$ with $\alpha=m_{1}$ and $H(B)$, respectively. It is a consequence of Lemma 8 (i) (iii) that the functional $J$ given by (22) satisfies $H(J)$. Also $H(\gamma)$ follows easily by the properties of the trace operator. The conclusion follows from Corollary 7 and Remark 9.

We conclude this section with short comments on multivalued boundary conditions (6) and (7) which are met in solid mechanics. The condition (6) is a generalization of a normal compliance condition to the nonmonotone setting. Let the function $j_{\nu}: \mathbb{R} \rightarrow \mathbb{R}$ be defined by $j_{\nu}(r)=\int_{0}^{r} p_{\nu}(s) d s$, where the function $p_{\nu} \in L_{l o c}^{\infty}(\mathbb{R})$ is such that $\left|p_{\nu}(s)\right| \leq$
$p_{1}(1+|s|)$ for $s \in \mathbb{R}$ with $p_{1}>0$ and $\lim _{r \rightarrow s \pm} p_{\nu}(r)$ exist for all $s \in \mathbb{R}$. It is well known (see e.g. [9], [12]) that $\partial j_{\nu}(r)=\widehat{p_{\nu}}(r)$ for $r \in \mathbb{R}$, where the multivalued function $\widehat{p_{\nu}}: \mathbb{R} \rightarrow 2^{\mathbb{R}}$ is obtain by filling in the gaps. In this case $H\left(j_{\nu}\right)$ holds and (6) has the form $-\sigma_{\nu} \in \widehat{p_{\nu}}\left(u_{\nu}\right)$ on $\Gamma_{C} \times(0, T)$.
In the friction condition (7), if $j_{\tau}=0$, we obtain the frictionless contact. If $j_{\tau}(x, t, \xi)=S(x, t)\|\xi\|$, where $S \in$ $L^{\infty}\left(\Gamma_{C} \times(0, T)\right)$ and $S>0$ a.e., then we get a version of the static Tresca friction law where the friction bound depends on time. For other examples of functions $j_{\nu}$ and $j_{\tau}$, we refer to [7]. Other two- and three-dimensional nonconvex superpotential laws are detailed in Section 4.6.1 of [9].

## VI. Conclusion

In the paper we presented a method to study quasistatic hemivariational inequalities. The approach is natural and based on the asymptotic behavior as the mass coefficient in the inertial term of the evolution problem tends to zero. To our best knowledge the method is new and has not been considered in the literature. We also point out that the results of this paper can be applicable to a large class of quasistatic models of contact phenomena. It would be also interesting to extend the result of the paper to a class of problems with nonlinear viscosity and elasticity operators.
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# On an isotropic differential inclusion 

Ana Cristina Barroso, Gisella Croce and Ana Margarida Ribeiro


#### Abstract

Differential inclusions arise in successful models proposed to describe the microstructures of elastic crystals. In this paper we are interested in the existence of Lipschitz maps $u: \Omega \rightarrow \mathbb{R}^{2}$ satisfying the inclusion


$$
\begin{cases}D u \in E, & \text { a.e. in } \Omega \\ u=\varphi, & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is an open bounded subset of $\mathbb{R}^{2}$ and $E$ is a compact subset of $\mathbb{R}^{2 \times 2}$, which is isotropic, that is to say, invariant under rotations. We will show an existence result under suitable hypotheses on the boundary datum $\varphi$.

Index Terms-Differential inclusion, isotropic set, singular values, rank one convexity.

## I. Introduction

In the last twenty years successful models for studying the behaviour of crystal lattices undergoing solid-solid phase transitions have been studied. In such models it is assumed that the elements of crystal lattices have certain preferable affine deformations; this is true for example for martensite or for quartz crystals (see [1], [11]). This physical problem motivates the mathematical question of the existence of solutions to Dirichlet problems related to differential inclusions such as $D u \in E$ a.e. in $\Omega$, where $\Omega$ is a domain of $\mathbb{R}^{n}$ and $E \subset \mathbb{R}^{n \times n}$ is a compact set.

Two abstract theories to establish the existence of solutions of general differential inclusion problems are due to Dacorogna and Marcellini (see [5], [7]), whose result is based on Baire's category theorem, and Müller and Šverák [12], [13], who use ideas of convex integration by Gromov. In these two theories special notions of convexity are used. More precisely, the rank one convex hull of the set $E$, plays an important role. We say that a set $E \subseteq \mathbb{R}^{n \times n}$ is rank one convex if
$A, B \in E, \operatorname{rk}(A-B)=1 \Rightarrow t A+(1-t) B \in E, \forall t \in[0,1]$.
Given a set $E \subseteq \mathbb{R}^{n \times n}$ its rank one convex hull, denoted by Rco $E$, is the smallest rank one convex set that contains $E$. We point out that we are following the notation used by Dacorogna and Marcellini in [7]; the rank one convex hull is denoted by $l c(E)$ by Müller and Šverák in [12]. The following characterization of Rco $E$ holds

$$
\mathrm{Rco} E=\bigcup_{i=0}^{\infty} \mathrm{R}_{i} \operatorname{co} E
$$
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where $\mathrm{R}_{0}$ co $E=E$ and

$$
\begin{gathered}
\mathrm{R}_{i+1} \operatorname{co} E= \\
\left\{t A+(1-t) B, t \in[0,1], A, B \in \mathrm{R}_{i} \operatorname{co} E, \mathrm{rk}(A-B)=1\right\} .
\end{gathered}
$$

Provided certain approximation properties hold, if the gradient of the boundary datum $\varphi$ belongs to the interior of Rco $E$, then there exists a solution $u \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{n}\right)$ to $D u \in E$ a.e. in $\Omega$. However, the approximation properties are different in each of the two theories.

Using these abstract theorems various interesting problems related to the existence of microstructures have been solved, such as the two well problem, where $E=\mathcal{S O}(2) A \cup \mathcal{S O}(2) B$, where $A$ and $B$ are two fixed $\mathbb{R}^{2 \times 2}$ matrices (see [6], [7], [9], [11], [12]).
In this article we study the case where the set $E$ is an arbitrary $\mathbb{R}^{2 \times 2}$ isotropic set, that is, invariant under rotations. More precisely, we assume that $E$ is a compact subset of $\mathbb{R}^{2 \times 2}$ such that $A E B \subseteq E$ for every $A, B$ in the orthogonal group $\mathcal{O}(2)$. Let $\Omega$ be an open bounded subset of $\mathbb{R}^{2}$. We investigate the existence of weakly differentiable maps $u: \Omega \rightarrow \mathbb{R}^{2}$ that satisfy

$$
\begin{cases}D u \in E, & \text { a.e. in } \Omega  \tag{1}\\ u=\varphi, & \text { on } \partial \Omega .\end{cases}
$$

Since $E$ is isotropic it can be written as

$$
\begin{equation*}
E=\left\{\xi \in \mathbb{R}^{2 \times 2}:\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right) \in K\right\} \tag{2}
\end{equation*}
$$

for some compact set $K \subset\left\{(x, y) \in \mathbb{R}^{2}: 0 \leq x \leq y\right\}$, where we have denoted by $0 \leq \lambda_{1}(\xi) \leq \lambda_{2}(\xi)$ the singular values of the matrix $\xi$, that is, the eigenvalues of the matrix $\sqrt{\xi \xi^{t}}$, which are

$$
\begin{aligned}
& \lambda_{1}(\xi)=\frac{1}{2}\left[\sqrt{\|\xi\|^{2}+2|\operatorname{det}(\xi)|}-\sqrt{\|\xi\|^{2}-2|\operatorname{det}(\xi)|}\right] \\
& \lambda_{2}(\xi)=\frac{1}{2}\left[\sqrt{\|\xi\|^{2}+2|\operatorname{det}(\xi)|}+\sqrt{\|\xi\|^{2}-2|\operatorname{det}(\xi)|}\right]
\end{aligned}
$$

Thanks to the properties of the singular values (see [10]), problem (1) can be rewritten in the following equivalent way:

$$
\begin{cases}\|D u(x)\|^{2}=a^{2}+b^{2} & \text { a.e. in } \Omega,(a, b) \in K \\ |\operatorname{det} D u(x)|=a b & \text { a.e. in } \Omega,(a, b) \in K \\ u(x)=\varphi(x) & x \in \partial \Omega\end{cases}
$$

In the case where $K$ consists of a unique point these two equations are the vectorial eikonal equation and the equation of prescribed absolute value of the Jacobian determinant.

The main result of our article is the following
Theorem 1.1: Let $E:=\left\{\xi \in \mathbb{R}^{2 \times 2}:\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right) \in K\right\}$ where $K \subset\left\{(x, y) \in \mathbb{R}^{2}: 0<x \leq y\right\}$ is a compact set. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded open set and let $\varphi \in C_{\text {piec }}^{1}\left(\bar{\Omega}, \mathbb{R}^{2}\right)$
be such that $D \varphi \in$ int $\operatorname{Rco} E$ in $\Omega$. Then there exists a map $u \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ such that $D u \in E$ a.e. in $\Omega$.
This result was first obtained by Croce in [4] using the theory developed by Dacorogna and Marcellini and a refinement due to Dacorogna and Pisante [8]. In this article we treat the same problem using the theory by Müller and Šverák which leads to different technical difficulties. We point out that in the case where $K$ consists of a unique point and $K \subset \mathbb{R}^{n}, n \geq 2$ the same existence result was obtained by Dacorogna and Marcellini in [7].

We will use the following characterisation of the rank one convex hull of $E$ due to Croce [3], [4]. Letting

$$
\begin{equation*}
f_{\theta}(x, y):=x y+\theta(y-x), x>0, y>0, \theta \geq 0 \tag{3}
\end{equation*}
$$

the following result holds.
Theorem 1.2: Let $K$ be a compact set satisfying

$$
\begin{equation*}
K \subset\left\{(x, y) \in \mathbb{R}^{2}: 0<x \leq y\right\} \tag{4}
\end{equation*}
$$

and let

$$
\begin{equation*}
E=\left\{\xi \in \mathbb{R}^{2 \times 2}:\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right) \in K\right\} \tag{5}
\end{equation*}
$$

Then Rco $E$ is the set of $\mathbb{R}^{2 \times 2}$ matrices $\xi$ such that

$$
f_{\theta}\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right) \leq \max _{(a, b) \in K} f_{\theta}(a, b), \forall \theta \in\left[0, \max _{(a, b) \in K} b\right]
$$

Moreover, int Rco $E$ is the set of $\mathbb{R}^{2 \times 2}$ matrices $\xi$ such that

$$
f_{\theta}\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right)<\max _{(a, b) \in K} f_{\theta}(a, b), \forall \theta \in\left[0, \max _{(a, b) \in K} b\right]
$$

## II. In-Approximation

To show theorem 1.1 we will use an existence result due to Müller and Šverák [12] which requires the following inapproximation property.

Definition 2.1: (In-approximation) Let $E$ be a compact subset of $\mathbb{R}^{m \times n}$. We say that a sequence of sets $\left\{U_{i}\right\}$ is an in-approximation of $E$ if

1) the sets $U_{i}$ are open and contained in a fixed ball;
2) $U_{i} \subseteq \operatorname{Rco} U_{i+1}$;
3) if $\xi_{n} \in U_{n}$ and $\xi_{n} \rightarrow \xi$, as $n \rightarrow \infty$, then $\xi \in E$.

In this section we will show that the set $E$, defined by (5) and (4), admits an in-approximation. Since a characterization of the rank one convex hull of an open isotropic set is not available, we will construct closed sets $V_{n}$ from which we will obtain the open sets $U_{n}$ of the in-approximation.

Definition 2.2: Let $\varepsilon_{n}=\frac{1}{n}$ and let $r_{n}$ be a decreasing sequence such that $0 \leq r_{n}<\varepsilon_{n}$. For $(a, b) \in K$ we define the sets,

$$
\begin{aligned}
& R_{(a, b)}^{n}=\left\{(x, y) \in \mathbb{R}^{2}: a+\varepsilon_{n}-r_{n} \leq x \leq a+\varepsilon_{n}\right. \\
&\left.\frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}-r_{n} \leq y \leq \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}\right\}
\end{aligned}
$$

and $V_{n}:=\left\{\xi \in \mathbb{R}^{2 \times 2}:\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right) \in K_{n}\right\}$, where $K_{n}=$ $\bigcup_{(a, b) \in K} R_{(a, b)}^{n}$.
$(a, b) \in K$
Proposition 2.3: The function $f_{\theta}(x, y)$ defined in (3) satisfies the following properties:
i) $f_{\theta}$ is strictly increasing in $y$, for every $x>0$ and $\theta \geq 0$;
ii) $f_{\theta}$ is strictly increasing in $x$, for every $y>\theta$ and is strictly decreasing in $x$, for every $y<\theta$;
iii) $f_{\theta}(\cdot, \theta)$ is constant, for every $\theta \geq 0$;
iv) setting

$$
\begin{aligned}
\alpha_{n}^{(a, b)}(\theta) & =f_{\theta}\left(a+\varepsilon_{n}-r_{n}, \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}\right) \\
\beta_{n}^{(a, b)}(\theta) & =f_{\theta}\left(a+\varepsilon_{n}, \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}\right)
\end{aligned}
$$

one has

$$
\begin{aligned}
& \max _{(x, y) \in R_{(a, b)}^{n}} f_{\theta}(x, y)=\max \left\{\alpha_{n}^{(a, b)}(\theta), \beta_{n}^{(a, b)}(\theta)\right\} \\
& \quad=\left\{\begin{array}{l}
\beta_{n}^{(a, b)}(\theta), \theta \in\left[0, \max _{(x, y) \in R_{(a, b)}^{n}} y\right] \\
\alpha_{n}^{(a, b)}(\theta), \theta \geq \max _{(x, y) \in R_{(a, b)}^{n}} y
\end{array}\right.
\end{aligned}
$$

v) for every $\theta \in\left[\max _{(x, y) \in R_{(a, b)}^{n}} y, \max _{(x, y) \in R_{(a, b)}^{n+1}} y\right]$ the following inequality holds:

$$
\alpha_{n}^{(a, b)}(\theta)<\beta_{n+1}^{(a, b)}(\theta)
$$

for every $\theta \geq 0$ the following inequality holds:

$$
\beta_{n}^{(a, b)}(\theta)<\beta_{n+1}^{(a, b)}(\theta)
$$

vi) assume that $\max _{(x, y) \in R_{(a, b)}^{n+1}} y<\max _{(x, y) \in R_{\left(a^{\prime}, b^{\prime}\right)}^{n+1}} y$, then for every $\theta \in\left[\max _{(x, y) \in R_{(a, b)}^{n+1}} y, \max _{(x, y) \in R_{\left(a^{\prime}, b^{\prime}\right)}^{n+1}} y\right]$ we have

$$
\alpha_{n}^{(a, b)}(\theta)<\alpha_{n+1}^{\left(a^{\prime}, b^{\prime}\right)}(\theta)
$$

vii) for every $\theta \in\left[0, \max _{(x, y) \in R_{(a, b)}^{n+1}} y\right]$ the following inequality holds:

$$
\max _{(x, y) \in R_{(a, b)}^{n}} f_{\theta}(x, y)<\max _{(x, y) \in R_{(a, b)}^{n+1}} f_{\theta}(x, y)
$$

Proof: The first three properties are clear and the fourth one follows from $i$ ), $i i$ ) and $i i i$ ). The second inequality in $v$ ) follows immediately from the fact that

$$
\begin{equation*}
\frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}<\frac{a b-\varepsilon_{n+1}}{a+\varepsilon_{n+1}} \tag{6}
\end{equation*}
$$

Due to the linearity in $\theta$, it suffices to show the remaining inequalities in $v$ ) and $v i$ ) for $\theta$ belonging to the boundaries of the respective intervals. This is achieved using (6), $i$ ) and $i i i)$. Finally, $v i i)$ is a consequence of $i v$ ) and $v$ ).

Lemma 2.4: Let $b_{M}=\max _{(a, b) \in K} b$ and $a_{M}=\max _{\left(a, b_{M}\right) \in K} a$. Then

$$
\max _{(x, y) \in K_{n}} y=\frac{a_{M} b_{M}-\varepsilon_{n}}{a_{M}+\varepsilon_{n}}
$$

for all sufficiently large $n$.
Proof: If $(a, b) \in K$ satisfies $a \leq a_{M}$ then it is easy to see that

$$
\frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}} \leq \frac{a_{M} b_{M}-\varepsilon_{n}}{a_{M}+\varepsilon_{n}}
$$

It remains to show the above inequality for points $(a, b) \in K$ such that $a \geq a_{M}$ and $b<b_{M}$. We argue by contradiction
and assume there exists a sequence $\left(a_{n}, b_{n}\right) \in K$ and $\varepsilon_{n^{\prime}}$ a subsequence of $\varepsilon_{n}$ such that

$$
\frac{a_{M} b_{M}-\varepsilon_{n^{\prime}}}{a_{M}+\varepsilon_{n^{\prime}}} \leq \frac{a_{n} b_{n}-\varepsilon_{n^{\prime}}}{a_{n}+\varepsilon_{n^{\prime}}}
$$

Since $K$ is compact and $\left(a_{n}, b_{n}\right) \in K$, up to a subsequence $\left(a_{n}, b_{n}\right) \rightarrow(a, b) \in K$, so passing to the limit in the above inequality we obtain $b \geq b_{M}$, contradicting $b<b_{M}$.

We will now prove the following proposition.
Proposition 2.5: The sets $V_{n}$ introduced in Definition 2.2 satisfy $V_{n} \subseteq$ int $\operatorname{Rco} V_{n+1}$.

Proof: Due to the compactness of $K$ and to the definition of the sets $R_{(a, b)}^{n}$, standard arguments show that the set $K_{n}$ is compact. Therefore, by Theorem 1.2, it suffices to prove that for every $\theta \in\left[0, \max _{(x, y) \in K^{n+1}} y\right]$

$$
\max _{(x, y) \in K_{n}} f_{\theta}(x, y)<\max _{(x, y) \in K_{n+1}} f_{\theta}(x, y)
$$

Let $\theta \in\left[0, \max _{(x, y) \in K^{n+1}} y\right]$. Then there exists $(a, b) \in K$ (depending on $\theta$ ) such that

$$
\max _{(x, y) \in K_{n}} f_{\theta}(x, y)=\max _{(x, y) \in R_{(a, b)}^{n}} f_{\theta}(x, y)
$$

Recall that, by Lemma 2.4,

$$
\max _{(x, y) \in K^{n+1}} y=\frac{a_{M} b_{M}-\varepsilon_{n+1}}{a_{M}+\varepsilon_{n+1}} \geq \frac{a b-\varepsilon_{n+1}}{a+\varepsilon_{n+1}}
$$

If $0 \leq \theta \leq \frac{a b-\varepsilon_{n+1}}{a+\varepsilon_{n+1}}$ the result follows by property vii) of Proposition 2.3.

If $\theta \in\left[\frac{a b-\varepsilon_{n+1}}{a+\varepsilon_{n+1}}, \frac{a_{M} b_{M}-\varepsilon_{n+1}}{a_{M}+\varepsilon_{n+1}}\right]$ we have, by $\left.i v\right)$ and $\left.v i\right)$ of Proposition 2.3,

$$
\begin{aligned}
\max _{(x, y) \in K_{n}} f_{\theta}(x, y) & =\max _{(x, y) \in R_{(a, b)}^{n}} f_{\theta}(x, y) \\
& =\alpha_{n}^{(a, b)}(\theta) \\
& <\alpha_{n+1}^{\left(a_{M}, b_{M}\right)}(\theta) \\
& \leq \max _{(x, y) \in R_{\left(a_{M}, b_{M}\right)}^{n+1}} f_{\theta}(x, y) \\
& \leq \max _{(x, y) \in K_{n+1}} f_{\theta}(x, y) .
\end{aligned}
$$

Theorem 2.6: Let $E$ be given by (5) and (4). Then $E$ admits an in-approximation.

Proof: Let $V_{n}$ be the sets considered in the previous proposition and define the sets $U_{n}=\operatorname{int} V_{n}$.
Step 1) $U_{n}$ are open by definition and it is clear that the sequence $\left\{U_{n}\right\}$ is uniformly bounded.
Step 2) We will prove the second condition of the definition of in-approximation. Due to Proposition 2.5, we have $U_{n} \subset$ $V_{n} \subseteq$ int Rco $V_{n+1}$. We will show that, for every $n$,

$$
\begin{equation*}
\text { int } \operatorname{Rco} V_{n} \subseteq \operatorname{Rco} U_{n} \tag{7}
\end{equation*}
$$

this will imply that $U_{n} \subset \operatorname{Rco} U_{n+1}$, as required.
Let $\xi \in \operatorname{int} \operatorname{Rco} V_{n}$. We will prove that $\xi \in \operatorname{Rco} \tilde{V}_{n}$, where $V_{n}$ is the set defined by

$$
\tilde{V}_{n}=\left\{\xi \in \mathbb{R}^{2 \times 2}:\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right) \in \tilde{K}_{n}\right\}
$$

for a certain compact set $\tilde{K}_{n} \subset \operatorname{int} K_{n}$. By continuity of the function $\xi \rightarrow\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right)$ this will entail that $\tilde{V}_{n} \subseteq \operatorname{int} V_{n}$, therefore

$$
\xi \in \operatorname{Rco} \tilde{V}_{n} \subseteq \operatorname{Rcoint} V_{n}=\operatorname{Rco} U_{n}
$$

and we will have proved (7). For simplicity of notation we set $\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right)=(x, y)$. Our aim is thus to find a compact set $\tilde{K}_{n} \subset \operatorname{int} K_{n}$ such that, for every $\theta \in\left[0, \max _{(a, b) \in \tilde{K}_{n}} b\right]$, the following inequality holds

$$
\begin{equation*}
f_{\theta}(x, y) \leq \max _{(a, b) \in \tilde{K}_{n}} f_{\theta}(a, b) \tag{8}
\end{equation*}
$$

For $\lambda>0$ define $\tilde{K}_{n}^{\lambda}=\bigcup_{(a, b) \in K} R_{(a, b)}^{n, \lambda}$ where

$$
\begin{aligned}
R_{(a, b)}^{n, \lambda}=\{(x, y) \in & \mathbb{R}^{2}: a+\varepsilon_{n}-r_{n}+\lambda \leq x \leq a+\varepsilon_{n}-\lambda \\
& \left.\frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}-r_{n}+\lambda \leq y \leq \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}-\lambda\right\}
\end{aligned}
$$

It follows that $R_{(a, b)}^{n, \lambda} \subset \operatorname{int} R_{(a, b)}^{n} \subset \operatorname{int} K_{n}$ and so $\tilde{K}_{n}^{\lambda} \subset$ $\operatorname{int} K_{n}$. Since $\xi \in \operatorname{int} \operatorname{Rco} V_{n}$, we have that $f_{\theta}(x, y)<$ $\max _{(a, b) \in K} f_{\theta}(a, b)$, so to show (8) it suffices to prove that, as $(a, b) \in K_{n}$
$\lambda \rightarrow 0^{+}$,

$$
\begin{equation*}
\max _{(a, b) \in \tilde{K}_{n}^{\lambda}} f_{\theta}(a, b) \rightarrow \max _{(a, b) \in K_{n}} f_{\theta}(a, b) \tag{9}
\end{equation*}
$$

uniformly with respect to $\theta$. Notice that, as in the case of $K_{n}$,

$$
\max _{(x, y) \in \tilde{K}_{n}^{\lambda}} f_{\theta}(x, y)=\sup _{(a, b) \in K} \max \left\{\alpha_{n, \lambda}^{(a, b)}(\theta), \beta_{n, \lambda}^{(a, b)}(\theta)\right\}
$$

where

$$
\begin{gathered}
\alpha_{n, \lambda}^{(a, b)}(\theta)=f_{\theta}\left(a+\varepsilon_{n}-r_{n}+\lambda, \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}-\lambda\right) \\
\beta_{n, \lambda}^{(a, b)}(\theta)=f_{\theta}\left(a+\varepsilon_{n}-\lambda, \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}-\lambda\right)
\end{gathered}
$$

Hence (9) will follow from the fact that, as $\lambda \rightarrow 0^{+}$,

$$
\begin{align*}
\sup _{(a, b) \in K} \alpha_{n, \lambda}^{(a, b)}(\theta) & \rightarrow \sup _{(a, b) \in K} \alpha_{n}^{(a, b)}(\theta)  \tag{10}\\
\sup _{(a, b) \in K} \beta_{n, \lambda}^{(a, b)}(\theta) & \rightarrow \sup _{(a, b) \in K} \beta_{n}^{(a, b)}(\theta)
\end{align*}
$$

uniformly in $\theta$. As

$$
\begin{aligned}
\left|\alpha_{n, \lambda}^{(a, b)}(\theta)-\alpha_{n}^{(a, b)}(\theta)\right| \leq & \lambda\left(\max _{(a, b) \in K} a+1\right)+\lambda \frac{a b+\varepsilon_{n}}{a+\varepsilon_{n}} \\
& +\lambda^{2}+2 \lambda \theta \\
\leq & \lambda\left(\max _{(a, b) \in K} a+1\right)+\lambda^{2}+2 \lambda \theta \\
& +\lambda \max \left\{1, \max _{(a, b) \in K} b\right\}
\end{aligned}
$$

and this last expression tends to 0 , uniformly with respect to $\theta$ and to $(a, b)$, we conclude the first statement of (10). A similar argument yields the second one.
Step 3) Given $\left(x_{n}, y_{n}\right) \in K_{n}$ there exists $\left(a_{n}, b_{n}\right) \in K$ such that $\left(x_{n}, y_{n}\right) \in R_{\left(a_{n}, b_{n}\right)}^{n}$. As $K$ is compact, up to a subsequence, $\left(a_{n}, b_{n}\right) \rightarrow(a, b) \in K$, so, by the inequalities that define $R_{\left(a_{n}, b_{n}\right)}^{n},\left(x_{n}, y_{n}\right) \rightarrow(a, b)$.

Let us now show the third condition of the definition of inapproximation. Assume that $\xi_{n} \in U_{n}$ and that $\xi_{n} \rightarrow \xi$. Since $\xi_{n} \in V_{n},\left(\lambda_{1}\left(\xi_{n}\right), \lambda_{2}\left(\xi_{n}\right)\right) \in K_{n}$ so, by the above reasoning, $\left(\lambda_{1}\left(\xi_{n}\right), \lambda_{2}\left(\xi_{n}\right)\right)$ converges to a point $(a, b) \in K$. On the other hand, by continuity, $\lambda_{i}\left(\xi_{n}\right) \rightarrow \lambda_{i}(\xi), i=1,2$, and therefore $\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right)=(a, b) \in K$. Thus $\xi \in E$.

## iII. Existence Theorem

We are going to prove Theorem 1.1. We will assume that the boundary datum $\varphi$ is $C_{\text {piec }}^{1}\left(\bar{\Omega}, \mathbb{R}^{2}\right)$, that is to say, $\varphi \in$ $W^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$, there exist open sets $\omega_{i} \subset \Omega$ such that $\varphi \in$ $C^{1}\left(\overline{\omega_{i}}, \mathbb{R}^{2}\right)$ and $\Omega \backslash \bigcup \omega_{i}$ is a set of Lebesgue measure zero.

We will use the following abstract theorem of Müller and Šverák [12]) to prove Theorem 1.1.
Theorem 3.1: Let $\Omega \subset \mathbb{R}^{n}$ be an open, bounded set and let $E$ be a compact set which admits an in-approximation by the open sets $U_{i}$. Let $\varphi: \Omega \rightarrow \mathbb{R}^{m}$ be a $C^{1}$ function such that $D \varphi \in U_{1}$ in $\Omega$. Then there exists $u \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$ such that $D u \in E$ a.e. in $\Omega$.
We begin by considering the case where $\varphi$ is an affine function and to this effect we will need the following proposition.
Proposition 3.2: Let $E$ be the set defined by (5) and (4) and let $\xi \in$ int Rco $E$. Then there exists an in-approximation sequence $U_{n}$ for $E$ such that $\xi \in U_{1}$.

Proof: Consider the sequence of sets $V_{n}$ defined in the previous section. We will show that there exists $N=N(\xi) \in$ $\mathbb{N}$ such that

$$
\begin{equation*}
\xi \in \operatorname{int} \operatorname{Rco} V_{N} . \tag{11}
\end{equation*}
$$

For simplicity of notation set $\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right)=(x, y)$. We must show that if

$$
f_{\theta}(x, y)<\max _{(a, b) \in K} f_{\theta}(a, b), \forall \theta \in\left[0, \max _{(a, b) \in K} b\right]
$$

then there exists $N=N(x, y)$ such that, letting $K_{n}$ be the sequence of sets in Definition 2.2,

$$
\begin{equation*}
f_{\theta}(x, y)<\max _{(a, b) \in K_{N}} f_{\theta}(a, b), \forall \theta \in\left[0, \max _{(a, b) \in K_{N}} b\right] \tag{12}
\end{equation*}
$$

Since, by construction of $K_{n}, \max _{(a, b) \in K_{n}} b<\max _{(a, b) \in K} b$, it suffices to prove that

$$
\begin{equation*}
\max _{(a, b) \in K_{n}} f_{\theta}(a, b) \rightarrow \max _{(a, b) \in K} f_{\theta}(a, b), \quad n \rightarrow+\infty \tag{13}
\end{equation*}
$$

uniformly with respect to $\theta \in\left[0, \max _{(a, b) \in K} b\right]$. By Proposition 2.3, iv)

$$
\max _{(a, b) \in K_{n}} f_{\theta}(a, b)=\sup _{(a, b) \in K} \max \left\{\alpha_{n}^{(a, b)}(\theta), \beta_{n}^{(a, b)}(\theta)\right\}
$$

and

$$
\begin{aligned}
& \left|\sup _{(a, b) \in K} \max \left\{\alpha_{n}^{(a, b)}(\theta), \beta_{n}^{(a, b)}(\theta)\right\}-\max _{(a, b) \in K} f_{\theta}(a, b)\right| \\
& \quad \leq \sup _{(a, b) \in K}\left|\max \left\{\alpha_{n}^{(a, b)}(\theta), \beta_{n}^{(a, b)}(\theta)\right\}-f_{\theta}(a, b)\right|
\end{aligned}
$$

Therefore we must show that, as $n \rightarrow+\infty$,

$$
\left|\alpha_{n}^{(a, b)}(\theta)-f_{\theta}(a, b)\right| \rightarrow 0,\left|\beta_{n}^{(a, b)}(\theta)-f_{\theta}(a, b)\right| \rightarrow 0
$$

uniformly with respect to $\theta$ and to $(a, b)$. We start with the first limit. Letting
$m_{n}=\frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}-a-\varepsilon_{n}+r_{n}, \quad q_{n}=\left(a+\varepsilon_{n}-r_{n}\right) \frac{a b-\varepsilon_{n}}{a+\varepsilon_{n}}$
we have $\alpha_{n}^{(a, b)}(\theta)=m_{n} \theta+q_{n}$. Notice that $q_{n}-a b \rightarrow 0$ and $m_{n}-b+a \rightarrow 0$ uniformly with respect to $(a, b)$. This implies the result. The same reasoning applies to the second limit.

To complete the proof we notice that, letting $U_{n}=\operatorname{int} V_{n}$, for every fixed $N \in \mathbb{N}$, the sequence

$$
\operatorname{Rco} U_{N}, U_{N+1}, U_{N+2}, \ldots
$$

is an in-approximation of $E$. Indeed the rank one convex hull of an open set $U_{N}$ is open and rank one convex. Since, by construction, $U_{N} \subseteq \operatorname{Rco} U_{N+1}$ and $\mathrm{Rco} U_{N}$ is the smallest rank one convex set that contains $U_{N}$ we conclude that $\operatorname{Rco} U_{N} \subseteq \operatorname{Rco} U_{N+1}$. Moreover, if $\xi \in \operatorname{int} \operatorname{Rco} E$ then $\xi \in \operatorname{Rco} U_{N}$, by (11) and inclusion (7).

Theorem 3.3: Let $\Omega$ be an open, bounded subset of $\mathbb{R}^{2}$ and let $E$ be the set defined by (5) and (4). Let $\xi \in \mathbb{R}^{2 \times 2}$ be such that $\xi \in$ int Rco $E$ and let $\varphi: \Omega \rightarrow \mathbb{R}^{2}$ satisfy $D \varphi=\xi$ in $\Omega$. Then there exists $u \in \varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ such that $D u \in E$.

The proof of Theorem 3.3 follows immediately from the previous proposition and from Theorem 3.1. To obtain our existence result in the general case we will once again make use of Proposition 3.2 together with the following result, proved by Dacorogna and Marcellini in [7] (Corollary 10.15).

Theorem 3.4: Let $\Omega$ be an open subset of $\mathbb{R}^{n}$ and $A$ be an open subset of $\mathbb{R}^{m \times n}$. Let $\varphi \in C^{1}\left(\Omega, \mathbb{R}^{m}\right) \cap W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$ be such that

$$
D \varphi(x) \in A, \forall x \in \Omega
$$

Then there exists a function $v \in W^{1, \infty}\left(\Omega, \mathbb{R}^{m}\right)$ such that $v$ is piecewise affine in $\Omega, v=\varphi$ on $\partial \Omega$ and $D v \in A$ a.e. in $\Omega$.

We will now prove Theorem 1.1.
Proof: Assume first that $\varphi \in C^{1}\left(\bar{\Omega}, \mathbb{R}^{2}\right)$. We define the open set $A$ as the set consisting of $\mathbb{R}^{2 \times 2}$ matrices $\xi$ such that

$$
f_{\theta}\left(\lambda_{1}(\xi), \lambda_{2}(\xi)\right)<\max _{(a, b) \in K} f_{\theta}(a, b), \theta \in\left[0, \max _{(a, b) \in K} b\right]
$$

We apply the previous theorem to $\varphi$ and $A$, in order to obtain a map $v \in W^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ such that $v=\varphi$ on $\partial \Omega, D v=c_{i}$ in $\Omega_{i}$ for some constant $c_{i} \in A$ and $\bigcup \Omega_{i}=\Omega$. Due to Theorem 3.3 we can solve the problem

$$
\begin{cases}D u \in E, & \text { a.e. in } \Omega_{i} \\ u(x)=v(x), & x \in \partial \Omega_{i}\end{cases}
$$

in each set $\Omega_{i}$. Denoting by $u_{i}$ the solution in $\Omega_{i}$, the map defined by $u=u_{i}$ in $\Omega_{i}$ belongs to $\varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ and satisfies $D u \in E$.

Now suppose that $\varphi \in C_{\text {piec }}^{1}\left(\bar{\Omega}, \mathbb{R}^{2}\right)$. This means that there exist open sets $\omega_{i} \subset \Omega$ such that $\varphi \in C^{1}\left(\overline{\omega_{i}}, \mathbb{R}^{2}\right)$ and $\Omega \backslash \bigcup_{i} \omega_{i}$ is a set of Lebesgue measure zero. By the first case, for each $i$, there exists $w_{i} \in \varphi+W_{0}^{1, \infty}\left(\omega_{i}, \mathbb{R}^{2}\right)$ such that $D w_{i} \in E$ a.e. in $\omega_{i}$. Thus, the function $u$ defined as $w_{i}$ in $\omega_{i}$ belongs to $\varphi+W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ and satisfies $D u \in E$, a.e. in $\Omega$.

We conclude this article by pointing out that Theorem 1.1 is not far from being optimal in the case where the boundary datum $\varphi$ is affine. To explain this, we need some further notions of convexity given in [7].
Definition 3.5: A function $f: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R} \cup\{+\infty\}$ is polyconvex if there exists $g: \mathbb{R}^{5} \rightarrow \mathbb{R} \cup\{+\infty\}$ convex such that $f(A)=g(A, \operatorname{det}(A))$.

A measurable function $f: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}$ is quasiconvex if

$$
f(A) \leq \frac{1}{|\Omega|} \int_{\Omega} f(A+D \psi) d x
$$

for every bounded domain $\Omega$ of $\mathbb{R}^{2}$, for every $A \in \mathbb{R}^{2 \times 2}$ and for every $\psi \in W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)(|\Omega|$ stands for the Lebesgue measure of $\Omega$ ).

A function $f: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R} \cup\{+\infty\}$ is rank one convex if $f(t A+(1-t) B) \leq t f(A)+(1-t) f(B)$ whenever $t \in[0,1]$ and $\operatorname{rk}(A-B)=1$.

It is well known that, for $f: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}$,
$f$ polyconvex $\Rightarrow f$ quasiconvex $\Rightarrow f$ rank one convex.
Definition 3.6: A set $E \subseteq \mathbb{R}^{2 \times 2}$ is polyconvex if for all $t_{i} \geq 0$ with $\sum_{i=1}^{5} t_{i}=1$ and all $A_{i} \in E$ with

$$
\sum_{i=1}^{5} t_{i} \operatorname{det} A_{i}=\operatorname{det}\left(\sum_{i=1}^{5} t_{i} A_{i}\right)
$$

then $\sum_{i=1}^{5} t_{i} A_{i} \in E$.
The polyconvex hull of a given set $E$ is defined as the smallest polyconvex set that contains $E$.

Let $E \subset \mathbb{R}^{2 \times 2}$. Let $\mathcal{P}$ be the set of polyconvex functions $f: \mathbb{R}^{2 \times 2} \rightarrow \mathbb{R}$ such that $f\left\lfloor_{E} \leq 0\right.$. We recall the following characterization of the closure of the polyconvex hull of $E$

$$
\overline{\operatorname{Pco} E}=\left\{\xi \in \mathbb{R}^{2 \times 2}: f(\xi) \leq 0, \forall f \in \mathcal{P}\right\}
$$

Now, suppose that $u$ is a solution of

$$
\begin{cases}D u \in E, & \text { a.e. in } \Omega \\ u=u_{\xi_{0}}, & \text { on } \partial \Omega\end{cases}
$$

where $u_{\xi_{0}}$ is an affine function with $D u_{\xi_{0}}=\xi_{0}$. Then there exists a map $\psi \in W_{0}^{1, \infty}\left(\Omega, \mathbb{R}^{2}\right)$ such that $u=u_{\xi_{0}}+\psi$. Let $f \in \mathcal{P}$. Then $f$ is also quasiconvex and thus

$$
f\left(\xi_{0}\right) \leq \frac{1}{|\Omega|} \int_{\Omega} f\left(\xi_{0}+D \psi\right) d x=\frac{1}{|\Omega|} \int_{\Omega} f(D u) d x \leq 0
$$

since $f\left\lfloor_{E} \leq 0\right.$. This implies that $\xi_{0} \in \overline{\operatorname{Pco} E}$. In the case where $E$ is an isotropic compact subset of $\mathbb{R}^{2 \times 2}$ is has been shown in [4] and [2] that Rco $E=\overline{\mathrm{Rco} E}=\overline{\mathrm{Pco} E}$. Therefore $\xi_{0} \in \operatorname{Rco} E$.
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# On some transmission problems in Hölder spaces Ahmed Medeghri 

We consider some transmission problems written in the form of abstract elliptic equations in Hölder spaces completing in this way the work in Lp cases. Our approach makes use the concept of impedance operator which leads to obtain direct and simplified problems. We then use the Dunford calculus and some techniques in order to prove existence, uniqueness and maximal regularities results.

## Coefficients de singularités géométriques pour des problèmes d'évolution <br> Mohand Moussaoui

Il est bien connu que les problèmes posés dans des ouverts à coins présentent des singularités. Celles-ci se propagent dans le temps avec des coefficients don't on analysera la régularité.

## Sturm-Liouville problems for a complete abstract second order differential equation of elliptic type in UMD spaces Stéphane Maingot

We give some new results concerning a complete abstract differential equation of second order with general Robin boundary conditions. The study is developed in UMD spaces and uses the celebrated Dore-Venni Theorem. Existence, uniqueness and maximal regularity of the strict solution are proved: in fact, we furnish an explicit representation formula of the solution, by using Klein's reduction order method.

## A general decay result in a viscoelastic Timoshenko system <br> Salim Messaoudi

The issue of stabilization of Timoshenko systems has attracted a great deal of researchers and several results concerning the uniform decay of solutions have been established. In this talk, we establish a generalized stability result for a wider class of relaxation functions.

# On some transmission problems with boundary Dirichlet conditions Fatimetou Mint Aghrabatt 

In this communication, we will give some new results on a family of transmission problems between a thin layer and a fixed body. In particular existence, unicity and maximal regularity of solutions are proved by using the techniques of the abstract differential equations theory.

# Complete abstract differential equations of elliptic type on the half-line : application of Dore-Venni and Da Prato-Grisvard sum theory in Lp-spaces <br> Amine Eltaief 

We will present here some new results on complete abstract second order differential equations of elliptic type set in $\mathbb{R}+$. In the framework of UMD spaces, we use the celebrated Dore-Venni Theorem to prove existence and uniqueness for the strict solution. We will use also the Da Prato-Grisvard Sum Theory to furnish results when the space is not supposed to be UMD.

# On some abstract fourth differential equation with transmission and boundary conditions Hassan Diaramouna Sidibe 

In this work we consider a transmission problem for the bilaplacian operator set in junction of two rectangular bodies: a fixed body and a thin layer. The study is performed in Lp-spaces. Then we prove that there exists a unique solution having a maximal regularity iff some compatibility conditions are verified. We finish by study completely the limit problem when the thickness of the thin layer tends to zero.

# Chaotic Dynamics, Control and Applications of Complex Systems 

## Organizing Committee

- Miguel A. F. Sanjuán

University Juan Carlos, Madrid, Spain
miguel.sanjuan@urjc.es

## Description

The main goal of this special session is to join together physicists, mathematicians and other scientists interested in new developments of chaotic dynamics in its broader sense, the different available methods of controlling chaos and their applications in complex systems arising in many fields of engineering and sciences, and in particular to life sciences such as the analysis of the dynamics of neurons and genetic regulation networks.

The topics included, but not limited to, in this session are:

- New developments of chaotic dynamics
- Novel methods of controlling chaotic and complex dynamics
- Hamiltonian and dissipative chaotic systems
- Fractal structures in phase space
- Chaotic dynamics of neuronal and genetic models
- Control and synchronization in neuronal and genetic networks
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# Finding a realistic guaranteed-chaotic physical model is not easy 

James A Yorke<br>Institute for Physical Sciences and Technology<br>University of Maryland<br>College Park, MD 20742<br>USA

# New developments on partial control of chaotic systems 

Samuel Zambrano and Miguel A. F. Sanjuán<br>Nonlinear Dynamics, Chaos and Complex Systems Group<br>Departamento de Física<br>Universidad Rey Juan Carlos<br>Tulipán $s / n$,<br>28933 Móstoles, Madrid, Spain

A chaotic saddle is a zero-measure repelling set where the dynamics is chaotic. This set typically appears due to the existence of a horseshoe in phase space, and it is responsible for the appearance of transient chaos. Sometimes it is desirable to sustain transient chaos, i.e. to keep trajectories close to the saddle. Thus, we recently proposed a technique called partial control [1,2] that allows one to keep the trajectories of a dynamical system close to the saddle even in presence of a environmental noise stronger than the applied control. In this talk we present new results concerning this control strategy that improve its applicability. We show that this technique can be applied even if we have just access to one of the system's parameters, and that the perturbation needed is typically smaller than with other control techniques. We also show that this "parametric partial control" can be applied even if we have access to just one of the system's variables. We also discuss the steps given towards a generalization of this technique to higher-dimensional dynamical systems.
[1] Samuel Zambrano, Miguel A. F. Sanjuán, and James A. Yorke, Phys. Rev. E, 77 055201(R) (2008).
[2] Samuel Zambrano and Miguel A. F. Sanjuán, Phys. Rev. E, 79, 026217 (2009).

# Riddled basins in complex physical and biological systems * 

Ricardo Luiz Viana ${ }^{\dagger}$<br>Departamento de Física, Universidade Federal do Paraná, Caixa Postal 19044, 81531-990, Curitiba, Paraná, Brazil

Complex systems have typically more than one attractor, either periodic or chaotic, and their basin structure ultimately determines the final-state predictability. When certain symmetries exist in the phase space, their basins of attraction may be riddled, which means that they are so densely intertwined that it may be virtually impossible to determine the final state, given a finite uncertainty in the determination of the initial conditions. Riddling occurs in a variety of complex systems of physical and biological interest ${ }^{1}$. We review the mathematical conditions for riddling to occur, and present two illustrative examples of this phenomenon: coupled Lorenz-like piecewise-linear maps ${ }^{2}$ and a deterministic model for competitive indeterminacy in populations of flour beetles ${ }^{3}$

[^20]
# Synchronization of time varying Networks 

R.E.Amritkar<br>Physical Research Laboratory, Navarangpura, Ahmedabad 380009, India<br>e-mail: amritkar@prl.res.in

Synchronization of dynamical networks has been investigated by many researchers with static connectivity link between the nodes. However, many networks with dynamical nodes change their connectivity with time. Synchronization properties of coupled dynamical systems on time-varying networks and also a comparison with time-average networks for a general class of coupling matrices, commutating as well as non-commutating cases has been discussed in this work. Some interesting relations of critical coupling constant for synchronization and switching times are derived which are verified by numerical simulations and real experiments in electronic circuits.

# A simple way of calculating the topological entropy for interval maps 

José Amigó ${ }^{1}$ and Rui Dilão ${ }^{2}$<br>1) Operations Research Center, Miguel Hernández University, Elche (Spain)

jm.amigo@umh.es

## 2) NonLinear Dynamics Group, IST

rui@sd.ist.utl.pt; ruidilao@gmail.com; https://sd.ist.utl.pt

Topological entropy as introduced in 1965 by Adler, Konheim and McAndrew, is an invariant of topological conjugacy for self-maps of an interval. Milnor and Thurston, in their classical paper on kneading invariants for maps of the interval, conjectured that the topological entropy of the logistic quadratic family of maps of the interval is a monotonically increasing function of a control parameter. Using techniques of complex analysis, in 1984 A. Douady proved the conjecture of Milnor for the quadratic map of an interval. However, for general families of maps of an interval, in general it is not known how to calculate the topological entropy neither to numerically estimate it efficiently. Here, with techniques developed in 1982 by Dias de Deus, Dilão and Taborda Duarte, we describe an algorithms that enables to determine the number of monotonous pieces of iterates of maps of an interval, enabling to calculate straightforwardly the topological entropy. As classical bifurcations are associated with the lack of topological conjugacy, we use topological entropy in order to predict the reversion of bifurcations and the reversion of the Sharkovskii ordering in families of maps of an interval.

# Chimera states in non-locally coupled phase oscillators with propagation delays 

Abhijit Sen<br>Institute for Plasma Research, Bhat, Gandhinagar 382 428, India<br>e-mail: senabhijit@gmail.com

Chimera states, where phase-locked and incoherent activity can simultaneously exist at different spatial locations are a novel collective mode of non-locally coupled systems and have potential applications in a number of physical, chemical and biological systems. Unlike other collective states such as phase-locked states or traveling waves, chimera states have not been investigated a great deal and there are many open questions regarding them. One such issue pertains to the effect of propagation delays on their existence and stability. We investigate this question on a system of coupled phase oscillators that includes distance dependent propagation delays. Our numerical simulations, carried out for a large number of coupled oscillators (ranging from 64 to 256 ), provide the first evidence of the existence of chimera states in a time-delayed system. Time delay breaks up the spatial pattern into several clusters of coherent regions interspersed with incoherent regions and the number and distribution of these clusters is a sensitive function of the propagation delay. A wide range of system parameters and delay values are explored to delineate the existence and stability regions of the chimera state. Our numerical results are complemented by solutions of appropriate self-consistency conditions that are derived analytically for the system.

# Phase control and synchronization in excitable systems 

Jesús M. Seoane<br>Nonlinear Dynamics, Chaos and Complex Systems Group<br>Departamento de Física<br>Universidad Rey Juan Carlos<br>Tulipán $s / n$,<br>28933 Móstoles, Madrid, Spain

In this work we study excitable systems paying attention in some aspects concerning to their control and synchronization. Excitable systems are relevant in neuronal dynamics and therefore this method might have important applications. We use as prototype model the periodically driven FitzHugh-Nagumo (FHN) model, which displays both spiking and non-spiking behaviours in chaotic or periodic regimes. The phase control technique [1] consists of applying a harmonic perturbation with a suitable phase $\phi$ that we adjust in search of different behaviours of the FHN dynamics. We compare our numerical results with experimental measurements performed on an electronic circuit and find good agreement between them [2]. We also study the phenomenon of synchronization in uncoupled excitable systems due to common noise. We use as prototype model two identical FHN in presence of both, white and colored noise. We obtain, numerically and experimentally, a better synchronization insofar we increase the strenght of that common noise [3]. We expect our work might be useful for a better understanding of excitable systems and synchronization phenomena in neuronal dynamics. This is joint work with S. Zambrano, Inés P. Mariño, Miguel A. F. Sanjuán (Spain) and S. Euzzor, A. Geltrude, K. Al Naimee, R. Meucci and F. T. Arecchi (Italy).
[1] S. Zambrano, E. Allaria, S. Brugioni, I. Leyva, R. Meucci, M.A.F. Sanjuán, and F. Arecchi, Chaos 16, 013111 (2006).
[2] S. Zambrano, J. M. Seoane, Inés P. Mariño, Miguel A. F. Sanjuán, S. Euzzor, R. Meucci, and F.T. Arecchi, New Journal of Physics 9, 073030 (2008).
[3] S. Zambrano, Inés P. Mariño, J. M. Seoane, Miguel A. F. Sanjuán, K. Al Naimee, A. Geltrude, S. Euzzor, R. Meucci, and F.T. Arecchi, Phys. Rev. E (To be submitted).

# Avoiding escapes in open dynamical systems using phase control 

Miguel A.F. Sanjuán<br>Nonlinear Dynamics, Chaos and Complex Systems Group<br>Departamento de Física<br>Universidad Rey Juan Carlos Tulipán s/n, 28933 Móstoles, Madrid, Spain

A trajectory of an open dynamical system has the possibility to escape from a region in phase space where typically an initial condition is taken. In this talk, we analyze the problem of avoiding escapes in open dynamical systems by using a control method developed by the author and his collaborators which is called phase control [1,2,3]. For this purpose, we use as a prototype model the Helmholtz oscillator, which is the simplest nonlinear oscillator with escapes when the energy is typically above a threshold value. For some parameter values, this oscillator presents a critical value of the forcing for which all particles escape from its single well. By using the phase control technique, weakly changing the shape of the potential via a periodic perturbation of suitable phase $\phi$, we avoid the escapes in different regions of the phase space. We provide numerical evidence, heuristic arguments, and an experimental implementation in an electronic circuit of this phenomenon. The ideas developed here are suitable to be applied for avoiding escapes in more complicated physical situations. This is joint work with J.M. Seoane and S. Zambrano (Spain) and S. Euzzor, R. Meucci and F. T. Arecchi (Italy).

References:
[1] S. Zambrano, E. Allaria, S. Brugioni, I. Leyva, R. Meucci, M.A.F. Sanjuán, and F. Arecchi, Chaos 16, 013111 (2006).
[2] S. Zambrano, I. P. Mariñoo, F. Salvadori, R. Meucci, M.A.F. Sanjuán, and F.T. Arecchi, Phys. Rev. E 74, 016202 (2006).
[3] J. M. Seoane, S. Zambrano, S. Euzzor, R. Meucci, F.T. Arecchi, and M.A.F. Sanjuán, Phys. Rev. E 78, 016205 (2008).

# Targeting synchronized response in chaotic oscillators 

Syamal Kumar Dana

Indian Institute of Chemical Biology<br>Jadavpur, Kolkata 700032, India<br>e-mail: skdana@iicb.res.in; sdana_ecsu@yahoo.com

Defining an appropriate coupling function and thereby targeting a desired synchronized response in chaotic oscillators and its controlling is important for real applications. A general approach is described here to derive such a coupling function for any chaotic oscillator. For unidirectionally coupled chaotic oscillators, the coupling function is easy to define and then to realize complete synchronization, antisynchronization or generalized synchronization and even to induce an amplitude death as a response state. Defining such a coupling for mutual synchronization is also possible as shown in numerical simulations. Controlling such synchronized states is another important issue which is addressed here by inserting a control parameter in the definition of the coupling. The coupling is basically nonlinear and its complexity depends upon the order of nonlinearity that exists in the original system. However, a physical realization of the coupling function is not difficult as shown in real experiments using electronic circuits. The controllability of the synchronized states has potential application in digital encoding and others. The coupling is applicable for identical as well as mismatched chaotic systems where mismatch in parameters is a practical reality. In the process, we find an interesting route to synchronization with parameter mismatch that follows a new scaling law.
This approach of defining a coupling function is extended to induce a hybrid or mixed type synchronization where separate state variables can attain different form of synchronized states in two coupled chaotic oscillators: two similar state variables can be at complete synchronized state, another pair of state variables can attain antisynchronization state, even a third response can cease to oscillate. The results are further extended to induce synchronization and antisynchronization in dynamical networks.

# SYNCHRONIZATION IN CHAINS OF OSCILLATORS 

I.Grosu ${ }^{1}$, M. Hasler ${ }^{2}$ and A. Birzu ${ }^{3}$<br>1 Faculty of Bioengineering, University of Medicine and Pharmacy "Gr.T.Popa", Iasi,Romania<br>2 LANOS, EPFL, Lausanne, Switzerland<br>3 Adrian Birzu, Faculty of Chemistry, University"Al.I.Cuza", Iasi,Romania

Synchronization is a fascinating phenomenon in nature and a useful one in science and engineering. Using the OPCL( Open-Plus-Closed-Loop ) method of control [1] we developed a method of synchronization both in master-slave (unidirectional) [2,3,6] and mutual (bidirectional) coupling [4,5]. These results are extended from two oscillators to several oscillators in a chain.
Let's consider a chain of N oscillators in a chain ( $\mathrm{i}=1,2, \ldots \mathrm{~N}$ ). For the sake of concreteness we work with FitzHugh-Nagumo model [7] :
$\mathrm{du} / \mathrm{dt}=\mathrm{u}-\mathrm{u}^{3} / 3-\mathrm{w}+\mathrm{I} \quad, \mathrm{dw} / \mathrm{dt}=\varphi(\mathrm{u}+\mathrm{a}-\mathrm{bw})$
with $\mathrm{I}=0, \mathrm{a}=0.7, \mathrm{~b}=0.8, \varphi=0.08$
We see that the model has one nonlinearity in the first equation. The proposed coupling for the oscillator " i " in the chain is :
$d u_{i} / \mathrm{dt}=\mathrm{u}_{\mathrm{i}}-\mathrm{u}_{\mathrm{i}}{ }^{3} / 3-\mathrm{w}_{\mathrm{i}}+\mathrm{I}+\left(\mathrm{p}-1+\mathrm{s}^{2}{ }_{\mathrm{i}}\right)\left(\mathrm{u}_{\mathrm{i}}-\mathrm{s}_{\mathrm{i}}\right) \quad, \mathrm{dwi} / \mathrm{dt}=\varphi(\mathrm{ui}+\mathrm{a}-\mathrm{bwi})$
where $\mathrm{s}_{\mathrm{i}}$ are calculated as certain averages among the neighbors of the oscillator "i" and $\mathrm{p}<0$. For unidirectional coupling we have :
$\mathrm{s}_{1}=\mathrm{u}_{1, \mathrm{~S}_{2}}=\left(\mathrm{u}_{1}+\mathrm{u}_{2}\right) / 2, \ldots \ldots, \mathrm{~s}_{\mathrm{i}}=\left(\mathrm{u}_{\mathrm{i}-1}+\mathrm{u}_{\mathrm{i}}\right) / 2, \ldots \ldots, \mathrm{~s}_{\mathrm{N}}=\left(\mathrm{u}_{\mathrm{N}-1}+\mathrm{u}_{\mathrm{N}}\right) / 2$
For bidirectional coupling we have :

$$
\mathrm{s}_{1}=\left(\mathrm{u}_{1}+\mathrm{u}_{2}\right) / 2, \mathrm{~s}_{2}=\left(\mathrm{u}_{1}+\mathrm{u}_{2}+\mathrm{u}_{3}\right) / 3, \ldots ., \mathrm{s}_{\mathrm{i}}=\left(\mathrm{u}_{\mathrm{i}-1}+\mathrm{u}_{\mathrm{i}}+\mathrm{u}_{\mathrm{i}+1}\right) / 3, \ldots, \mathrm{~s}_{\mathrm{N}}=\left(\mathrm{u}_{\mathrm{N}-1}+\mathrm{u}_{\mathrm{N}}\right) / 2
$$

In the following we present numerical results for $\mathrm{N}=4$ oscillators and $\mathrm{N}=128$ oscillators. We see that the synchronization is achieved in both cases. We hope to use these results in investigating the transmission of information along the chains [8].
References
[1] E. Atlee Jackson, I. Grosu, "An Open-Plus-Closed-Loop (OPCL) Control of Complex Dynamic Systems", Physica D, 85, 1-9, 1995
[2] I.Grosu ,"Robust Synchronization",Phys. Rev. E 56,3709-3712,1997
[3] A.I.Lerescu et al "Collection of master-slave synchronized chaotic systems ",Chaos,Solitons and Fractals 22, 599-604, 2004
[4] A.I.Lerescu,S.Oancea,I.Grosu,"Collection of Mutually Synchronized Chaotic Systems" Physics Letters A,352, 222-226, 2006
[5] I.Grosu,"General Coupling for Synchronization of 3 Identical Oscillators", Int. J. of Bifurcation and Chaos 17(10), 3519-22, 2007
[6] I.Grosu ,E. Padmanaban, Prodyot K.Roy and Syamal K.Dana ,’Designing coupling for synchronization and amplification of chaos " Phys. Rev. Lett. 100, 234102 (2008)
[7] E. De Lange, These No. 3617(2006), LANOS,EPFL , Lausanne, Switzerland
[8] J. Pahle, A.K.Green, C.J.Dixon, U.Kummer "Information transfer in signaling pathways " BMC Bioinformatics, 9, 139, 2008.

# Simple discrete 3-dimensional stirring models 

Judy Kennedy<br>Dept. of Mathematics<br>PO Box 10047<br>Lamar University<br>Beaumont, TX 77710<br>USA

We investigate some simple 3 -dimensional stirring models. The models are idealized and volume-preserving, and we believe they mimic stirring in tanks. We study them from both rigorous and computational viewpoints. This is joint work with Barry Peratt.

# How to compute safe sets with escape time sets 

Juan Sabuco, Samuel Zambrano and Miguel A.F. Sanjuán<br>Nonlinear Dynamics, Chaos and Complex Systems Group<br>Departamento de Física<br>Universidad Rey Juan Carlos<br>Tulipán $s / n$,<br>28933 Móstoles, Madrid, Spain

The partial control technique [1,2] allows one to keep the trajectory of a dynamical system with a horseshoe inside a square where there is a horseshoe-like mapping (and thus close to the nonattractive chaotic set that is due to this kind of mapping) in presence of environmental noise. The main advantage of this technique is that by making use of certain zero-measure safe sets, this goal can be achieved even if the control applied is smaller than the effect of noise in the system. Here we explore the relation between these safe sets and the sets of points with different escape times that can be found in the square, the escape time sets. We show that the safe sets are a subset of those escape time sets. Furthermore, we give the criteria that allow one to select certain points of these escape time sets, the nonzero measure extended safe sets, that can play the role of the original safe sets in the partial control technique. We also analyze the advantages and the drawbacks of using these new "extended safe sets" instead of the original ones.
[1] Samuel Zambrano, Miguel A. F. Sanjuán, and James A. Yorke, Phys. Rev. E, 77 055201(R) (2008).
[2] Samuel Zambrano and Miguel A. F. Sanjuán, Phys. Rev. E, 79, 026217 (2009).

# Point-vortex interaction in an oscillatory deformation field: Hamiltonian dynamics, harmonic resonance and transition to chaos 

Xavier Perrot and Xavier Carton<br>LPO, UFR Sciences, UBO,<br>6 Av. Le Gorgeu, 29200 Brest, France<br>xcarton@univ-brest.fr

We study the Hamiltonian system of two point vortices, embedded in external strain and rotation (see figure 1). This external deformation field mimics the influence of neighboring vortices or currents in complex flows. When the external field is stationary, the equilibria of the two vortices, symmetric with respect to the center of the plane, are determined. The stability analysis indicates that two saddle points lie at the crossing of separatrices, which bound streamfunction lobes having neutral centers.

When the external field varies periodically with time, resonance becomes possible between the forcing and the oscillation of vortices around the neutral centers. A multiple time-scale expansion provides the slow-time evolution equation for these vortices, which, for weak periodic deformation, oscillate within their original (steady) trajectory. These analytical results accurately compare with numerical integration of the complete equations of motion. As the periodic deformation field increases, this vortex oscillation migrates out of the original trajectories, towards the location of the separatrices. With a periodic external field, these separatrices have given way to heteroclinic trajectories with multiple self-intersections, as shown by the calculation of the Melnikov function.


Chaos appears in vortex trajectories as they enter the aperiodic domain around the heteroclinic curves. In fact, this chaotic domain progressively fills out the plane, replacing KAM tori and cantori, as the periodic deformation field reaches finite amplitude. The appearance of windows of periodicity is illustrated (see figure 2).

Figure 1 ; Position of the two vortices and external flow


Figure 2 : Islands of periodicity inside the chaotic domain (Poincare section of the flow at the forcing frequency)

# Applying ordinal patterns to spatially extended systems 

José M. Amigó ${ }^{1}$, Samuel Zambrano ${ }^{2}$ and Miguel A.F. Sanjuán ${ }^{2}$<br>${ }^{1}$ Universidad Miguel Hernández, Elche, Spain<br>${ }^{2}$ Nonlinear Dynamics, Chaos and Complex Systems Group Departamento de Física<br>Universidad Rey Juan Carlos<br>Tulipán $s / n$,<br>28933 Móstoles, Madrid, Spain

Permutation entropy was introduced in [1] as a complexity measure of time series. Permutation entropy replaces the probabilities of length L symbol blocks in the definition of Shannon's entropy by the probabilities of length- L ordinal patterns, a digest of the ups and downs of L consecutive elements of the time series. Since then permutation entropy and ordinal patterns have found a number of other interesting applications. One important challenge now is to expand the field of applications from time series and 'time' dependent dynamical systems, to spatially extended systems, so that one can also apply this approach to the study of space-time dynamics and spacetime chaos. In order to tackle the viability of this program, the authors have studied two simple systems: Cellular automata (CA) and coupled map lattices (CML) [2], both in one space dimension. The formal similarity between such CA and CML is evident. If, furthermore, one discretizes the continuous dynamics of a CML, thus going over to the symbolic dynamics of the oscillators, then the similarity is almost complete. This allows eventually a unified treatment of both space-time systems. In our presentation we shall apply tools developed in the analysis of time series analysis via ordinal patterns [3], to (i) the classification of CA (ii) the phenomenology of CML, and (iii) the topological entropy calculation of both. The results are satisfactory and support the capabilities of our ordinal pattern-based approach in the study of spatially extended systems.
[1] C. Bandt and B. Pompe. Permutation entropy: A natural complexity measure for time series. Phys. Rev. Lett. 88,174102 . (2002).
[2] J.P. Crutchfield and K. Kaneko. Phenomenology of spatiotemporal chaos. In: Directions in Chaos (World Scinetific, Singapore). 1987.
[3] J.M. Amigó, S. Zambrano and M.A.F. Sanjuán. Combinatorial detection of determinism in noisy deterministic time series. Europhys. Lett. 83, 60005 (2008).
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#### Abstract

In the recent times, there has been renewed interest in transport phenomena and in particular directed transports of nonlinear non-equilibrium dynamical systems modelled by ratchet systems due their varieties of applications in several natural systems such as asymmetric crystals, semiconductor surfaces under light radiation, vortexes in Josephson junction arrays, micro-fluidic channels, and others. However, many outstanding problems regarding transport in ratchet systems remains un-resolved. One fundamental question is 'How does the ratchet transport mechanism behave if two or more ratchets interact via a specific coupling?' Recently, some attempts have been made to proffer possible answers through systematic investigations of the synchronization dynamics based on varieties of coupled ratchets. Notwithstanding, the transport properties of coupled ratchets in the multi-stable stable states are still far from well-understood. In this paper, we consider the dynamics of two elastically coupled inertia ratchets in a perturbed asymmetric potential. We investigate the coupled ratchets in the bi-stable states, where (i) two non- identical attractors, corresponding to a binary mixture of non-identical particles; and (ii) two identical attractors, corresponding to a binary mixture of identical particles co-exist in phase space - the dynamics being more complex unlike the mono-stable state - transporting currents in opposite directions. We show that the particle-particle interactions could lead to transports reversal in either direction as the strength of the interaction between the ratchets is progressively increased up to the fully synchronized state where optimal and enhanced transports could arise. Using Lyapunov stability theory and the linear matrix inequalities, we obtain sufficient criteria for full synchrony and hence, enhanced transport.


Acknowledgement: UEV is a Newton Fellow and also a Fellow of the Alexander von Humboldt Foundation. His work is supported the Alexander von Humboldt Foundations and the Royal Society of London.

# Control of noisy transient chaos in a discrete time continuous analog circuit 

Alexandre Wagemakers, Samuel Zambrano and Miguel A.F. Sanjuán<br>Nonlinear Dynamics, Chaos and Complex Systems Group<br>Departamento de Física<br>Universidad Rey Juan Carlos<br>Tulipán $s / n$, 28933 Móstoles, Madrid, Spain

We present the analog circuit implementation of a novel method for the control of an unstable chaotic transient dynamics in presence of noise. The circuit simulates the dynamics of a discrete time tent map where the trajectories diverge to infinity for all the initial conditions. It is known that the presence of an unstable chaotic saddle in phase space causes all trajectories to diverge after a chaotic transient. A theoretical control of such class of systems in the presence of noise has been proposed in [1] and later generalized for higher dimensions in [2, 3]. With such a strategy the system can be maintained on a chaotic transient even when the noise applied exceeds the control. We present the analog circuit implementation of the control method applied to the discrete time tent map circuit. These encouraging results validates the theory and opens new perspectives for the application of the control technique in higher dimensions and continuous time dynamics.
[1] Jacobo Aguirre, Francesco d'Ovidio, and Miguel A. F. Sanjuán. Controlling chaotic transients: Yorke's Game of Survival. Phys. Rev. E, 69:016203, 2004.
[2] Samuel Zambrano, Miguel A. F. Sanjuán, and James A. Yorke. Partial Control of Chaotic Systems. Phys. Rev. E, 77:055201(R), 2008.
[3] Samuel Zambrano and Miguel A. F. Sanjuán. Exploring Partial Control of Chaotic Systems. Phys. Rev. E, 79:026217, 2009.

# A Hindmarsh-Rose type silicon neuron 

Takashi Kohno ${ }^{\dagger}$ and Kazuyuki Aihara ${ }^{\dagger}$<br>${ }^{\dagger}$ Institute of Industrial Science, The University of Tokyo, Meguro-ku, Tokyo 153-8505


#### Abstract

Silicon neuron is electrical circuit designed to reproduce electrophysiological functions of a neuronal cell. It is utilized not only as a tool for some studies on theoretical neuroscience that require real-time emulation of neural network but also as an element of neuromorphic hardwares. Most of the silicon neuron circuits are based on either phenomenological or conductancebased models. The former abstracts some of various behaviors of a neuronal cell that seem to be important in information processing in nerve system. It does not take their mechanisms into account and may lack some critical properties of the neuronal cell. Because the model is highly abstracted, we can implement it with very simple circuit. The latter describes the dynamics of ionic channels on the membrane of a neuronal cell. It requires hard elaboration and large device resources to be implemented by electrical circuit not only because it is a set of complex nonlinear differential equations but also because there tends to be incompatibility between the characteristics of electrical device and lipid and protein.

We proposed a new type of silicon neuron [1] that is based on the results of mathematical analyses on conductance-based neuron models. They have been studied from the viewpoint of nonlinear dynamics to elucidate the essence of the mechanism lying behind various behaviors of neuronal cells. The analytical techniques including dimension reduction and phaseplane and bifurcation analyses successfully revealed the essence of various neuronal phenomena such as overshoot, threshold, refractoriness, and Hodgkin's classification. Our silicon neuron is designed to reproduce mathematical structures in phase plane and bifurcations of equilibria and limit cycles. We can use any curves that are easily realized by electrical devices to construct such mathematical structures instead of the curves described in the equations of conductancebased neuron models. This allows us to simplify circuitry maintaining dynamics in neuron models.


Based on previous works, we designed a burst silicon neuron circuit. It is three-dimensional ordinary differential equations of membrane potential, recovery variable, and very slow negative-feedback variable. It has the same topological structures in the phase plane and the bifurcation diagram as the square-wave burster such as Hindmarsh-Rose model [2] and an extended Morris-Lecar model [3] . The first two variables in our system compose a basic excitable system, which has bistability between an equilibrium and a limit cy-


Figure 1: (a) Bifurcation diagram of the basic excitable system in our silicon neuron model. Examples of time waveform of membrane potential for (b) regular bursting and (c) chaotic bursting.
cle as shown in their bifurcation diagram (see Fig. 1 (a)). The last (very slow negative-feedback) variable makes the system to transfer back and forth between these two stable states, which leads to burst firing in the same way as the square-wave burster. In numerical simulation of our model, we observed tonic, chaotic, burst, and chaotic burst firings dependent on the scale of the last variable (see Fig. 1 (b) and (c)), which are quite similar to the other square-wave burster models. The right-hand side of our model are composed of the characteristic functions of differential pair circuits. These functions are modified hyperbolic tangent because our circuit is designed for metal-oxide semiconductor field-effect transistor (MOSFET) process that is driven in subthreshold operating condition. MOSFET consumes very low power in this condition and our circuit is estimated to consume about a few micro watts. In HSpice simulation of a layout mask data, we observed very similar patterns except for chaotic firing. We have already completed fabrication of our circuit by TSMC $.35 \mu$ CMOS process and planning circuit experiments.

Keywords: Silicon neuron, Hindmarsh-Rose model, Burst neuron
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# Estimation of the control parameter of a map through the analysis of its order patterns 
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The study of the order patterns associated to a map is very useful to establish how far its orbits are to be considered as source of white noise [1]. In this work we show that order patterns can also be used to infer an estimation of the parameter controlling the dynamics of certain maps.

Given a closed interval $I \subset \mathbb{R}$ and a map $f: I \rightarrow I$, the orbit of (the initial condition) $x \in I$ is defined as the set $\mathcal{O}_{f}(x)=\left\{f^{n}(x): n \in \mathbb{N}_{0}\right\}$, where $\mathbb{N}_{0}=\{0\} \cup \mathbb{N}=\{0,1, \ldots\}, f^{0}(x)=x$ and $f^{n}(x)=f\left(f^{n-1}(x)\right)$. Orbits are used to define order L-patterns (or order patterns of length $L$ ), which are permutations of the elements $\{0,1, \ldots, L-1\}$, $L \geq 2$. We write $\pi=\left[\pi_{0}, \pi_{1}, \ldots, \pi_{L-1}\right]$ for the permutation $0 \mapsto \pi_{0}, \ldots, L-1 \mapsto \pi_{L-1}$.
Definition 1 (Order pattern). The point $x \in I$ is said to define (or realize) the order $L$-pattern $\pi=\pi(x)=$ $\left[\pi_{0}, \pi_{1}, \ldots, \pi_{L-1}\right]$ if

$$
\begin{equation*}
f^{\pi_{0}}(x)<f^{\pi_{1}}(x)<\ldots<f^{\pi_{L-1}}(x) \tag{1}
\end{equation*}
$$

Alternatively, $x$ is said to be of type $\pi$. The set of all possible order patterns of length $L$ is denoted by $\mathcal{S}_{L}$.
In general, if $f_{\lambda}$ is a family of self-maps of the closed interval $I \subset \mathbb{R}$ parameterized by $\lambda \in J \subset \mathbb{R}$, and the set $P_{\pi}$ is defined as

$$
\begin{equation*}
P_{\pi}=\{x \in I: x \text { is of type } \pi\} \tag{2}
\end{equation*}
$$

where $\pi \in \mathcal{S}_{L}$, then $P_{\pi}$ depends on $f_{\lambda}$ and, consequently, on $\lambda$. Moreover, we will assume that $f_{\lambda}$ is ergodic for $J \subset \mathbb{R}$ so as the orbits of $f_{\lambda}$ can be used to build up statistics independently from the value of the initial condition. According to Birkhoff's ergodic theorem [2, p.34], if $f_{\lambda}$ is ergodic with respect to the invariant measure $\mu$, then the orbit of $x \in I$ visits the set $P_{\pi}$ with relative frequency $\mu\left(P_{\pi}\right)$, for almost all $x$ with respect to $\mu$. As a result, it is possible to study the dependence of $P_{\pi}$ on $\lambda$ by counting and normalizing the occurrences of $\pi$ in sliding windows of width $L$ along $\mathcal{O}_{f_{\lambda}}(x), x$ being a 'typical' initial condition. Since we are primarily interested in the relation between the probabilities $\mu\left(P_{\pi}\right)$ (or relative frequencies) of order patterns $\pi \in \mathcal{S}_{L}$ and the control parameter $\lambda$ of the map considered, we will refer to it as the $\lambda$-distribution function (in short: $\lambda$ - DF ) of $\pi$, considering their relation to the probability distribution functions (we fix $\pi$ instead of fixing $\lambda$ ). If a map $f_{\lambda}$ leads to $\lambda$-DF being a one-to-one or a few-to-one relation to the control parameter, then it is possible to get an estimation of $\lambda$. This is the case of the skew tent map defined as

$$
f_{\lambda}(x)= \begin{cases}x / \lambda, & \text { if } 0 \leq x<\lambda  \tag{3}\\ (1-x) /(1-\lambda), & \text { if } \lambda \leq x \leq 1\end{cases}
$$

In this work we show that the rate of occurrences of the order pattern $[0,1, \ldots, L-1]$ in an orbit of the skew tent map leads to an estimation of $\lambda$. The methodology used for the skew tent map can be applied to any map with the ergodic property, a continuous invariant measure, and a bijective or quasi bijective $\lambda$-DF.
${ }^{1}$ J. M. Amigó, S. Zambrano and M. A. F. Sanjuán, "True and false forbidden patterns in deterministic and random dynamics," Europhysics Letters 79, 50001-p1, -p5 (2007).
$2^{2}$ P. Walters, An Introduction to Ergodic Theory, vol. 79 of Graduate Texts in Mathematics (Springer-Verlag, New York, 1982).
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# A pulsed-therapy of heterogeneous tumor model 
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#### Abstract

One of the principal causes of the failure of chemotherapeutic treatment of cancer is its resistant development. There are, in general, two types of resistance, acquired resistance, which comes from cellular mutations, and induced resistance coming from the chemotherapeutic use. The two types of resistant tumors cells are physically completely different, and hence differently modeled. In this work, we are interested in induced resistance. We examine a nonlinear impulsive mathematical model, describing the dynamics of a heterogeneous tumor, constituted by two compartments, the sensitive cells and the drug resistance cells. We consider the case of use of several drugs with instantaneous effects described by impulses. We take into account the interactions between sensitive and drug resistance cells drug, described by terms contained in the nonlinear terms of the differential equation system. We are interested by the stability of the disease. The stability of the trivial solution correspond to the eradication of the disease, and loss of stability with bifurcation of nontrivial solutions, correspond to persistence of the disease.
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# Partial control of the Duffing Oscillator with fractal basins 
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Recently a technique has been proposed to keep the trajectories of a dynamical system with transient chaos close to a chaotic saddle and far from coexisting attractors. This technique is the partial control technique [1], and it can be used when there is a horseshoe-like map in phase space. On the other hand, the existence of fractal basins of attraction in a dynamical system can be related in some cases to the existence of this type of mapping [2]. Taking the Duffing oscillator as a paradigm [3], we show here how the partial control technique can be implemented on a continuous-time dynamical system with different coexisting attractors whose basins are fractalized. It is also shown how this technique allows one to keep the trajectories far from those attractors, even in presence of a noise stronger than the applied control.
[1] Samuel Zambrano, Miguel A. F. Sanjuán, and James A. Yorke, Phys. Rev. E, 77 055201(R) (2008).
[2] Jacobo Aguirre, Ricardo L. Viana, and Miguel A. F. Sanjuán. Fractal Structures in Nonlinear Dynamics. Rev. Mod. Phys., 81(1):333-386 (2009).
[3] Jacobo Aguirre and Miguel A. F. Sanjuán. Unpredictable behavior in the Duffing oscillator: Wada basins. Physica D, 171:4151 (2002).

# Anti-phase, in-phase synchronization, bifurcation and robustness of nonlinear interacting oscillators 
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#### Abstract

We propose and analyze a new interaction mechanism between oscillators leading to exact anti-phase and in-phase synchronization of pendulum clocks, and we determine a sufficient condition for the existence of an exact anti-phase synchronous state. We show that exact anti-phase and in-phase synchronous states can coexist in phase space, and the periods of the synchronous states are different from the eigen-periods of the individual oscillators. We analyze the robustness of the system when the parameters of the individual pendulum clocks are varied, and we show numerically that exact antiphase and in-phase synchronous states exist in systems of coupled oscillators with different individual parameters.


# A new type of orbits in the five body problem 

Arsen Dzhanoev ${ }^{1}$, Alexander Loskutov ${ }^{1}$ and Miguel A.F. Sanjuán ${ }^{2}$<br>${ }^{1}$ Moscow State University, Physics Faculty, Leninskie Gory, Moscow, 119992, Russia<br>${ }^{2}$ Nonlinear Dynamics, Chaos and Complex Systems Group Departamento de Física<br>Universidad Rey Juan Carlos<br>Tulipán $s / n$, 28933 Móstoles, Madrid, Spain

On the basis of the three-body problem a new type of orbit in the five body problem is constructed. It is analytically shown that along with the well known chaotic and regular orbits in the five-body problem there also exists a qualitatively different type of orbit which we call "stabilized". To show that we consider the Sitnikov problem [1] that consists of two equal masses M (called primaries) moving in circular or elliptic orbits about their common center of mass and a third, test mass $\mu$ moving along the straight line passing through the centre of mass normal to the orbital plane of the primaries.

Using the Melnikov method the existence of transverse homoclinic orbits could be shown. For the Sitnikov problem it was proved [2] that for all but a finite number of values of the eccentricity e the system is non-integrable, i. e. chaotic. We consider only small values of e. Hence due to the KAM-theory [3], since our system has $3 / 2$ degrees of freedom the invariant tori bound the phase space and chaotic motion is finite and takes place in a small vicinity of a separatrix layer.

The main objective of our work is to show through analytical and numerical methods the existence of the stabilized orbits in this special case of five-body problem. In general, this is related to the stabilization and control of unstable and chaotic behaviour of dynamical systems by external forces [4, 5]. Recently [5] for a case that is useful for many physical applications we have shown that the dynamics of the system with the split separatrices (chaos) can be regularized by a series of "kicks".

In summary, on the basis of the elliptic Sitnikov problem we constructed a configuration of five bodies which we called the extended Sitnikov problem and analytically showed that in this configuration along with chaotic and regular orbits a new type of orbit (stabilized) could be realized.
[1] K. A. Sitnikov, Dokl. Akad. Nauk USSR 133, No2, 303 (1960).
[2] H. Dankowicz and Ph. Holmes, J. Differential Equations 116, 468 (1995).
[3] V. I. Arnold, Usp. Math. Nauk 18, 91 (1963).
[4] V. V. Alexeev and A. Loskutov, Sov. Phys.-Dokl. 32, 270 (1987).
[5] A. R. Dzhanoev, A. Loskutov H. Cao and M.A.F.Sanjuán: DCDS-B 7, 275 (2007).

# Dynamical Consequences of Mesoscopic Organization in Complex Systems: Dynamical Stability \& Synchronization in Modular and Hierarchical Networks 
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Mesoscopic organization, e.g., into modules and hierarchical structures, is ubiquitous among complex networks, occurring in systems as diverse as cellular networks involved in metabolism and signaling, to cortico-cortical networks, human society, food webs and the internet. We show that many of the empirically observed "small-world" networks seen, e.g., in the brain, may owe their properties to a modular topological structure. We demonstrate that their dynamics (including spin-ordering, diffusion and synchronization behaviors) may differ significantly from the conventional models of small-world networks. We also investigate the dynamical implications of hierarchical ordering, and, the existence of modules, by looking at how the stability of arbitrary equilibria and synchronized states changes as a function of increasing hierarchy and modularity. Further, we explore the reasons behind why so many networks evolve such mesoscopic organization by noting that such systems are often subject to multiple structural and functional constraints. We show that hierarchy and modularity can emerge as a result of simultaneously satisfying several conflicting constraints.

# State Space of a Rotating Rotor 

V.M. Sokol, Israeli Independent Academy for Development of Sciences

Abstract
The method of continuous complex systemic measurement of dynamic parameters of a rotating rotor (taking into account nonlinearity of its characteristics) is offered. The method provides identification (calculation) of instant positions of a symmetry axis and a rotation axis of rotor by results of measurements of sensors system, and also the subsequent systemic measurement and calculation of mechanical parameters of a rotor in discrete time points during each rotor revolution and during all work cycle [1, 2]. At that, instant magnitudes of such parameters, as instant magnitude of angular speed, amplitude of radial and angular oscillations, damping coefficient, mass eccentricity and unbalance parameters, the inertia moment and inertia tensor of a rotor, the mechanical characteristic (dependence of the rotating moment on angular speed), resistance to rotation, rotor diameter and non-round form of its shaft, and also parameters of vibration of a rotor [3-9] may be identified in real time on the basis of the fundamental equations of a rotor movement.

Aggregate of the measured instant magnitudes of the enumerated parameters of a rotor may be considered as a multidimensional vector describing dot mappings of a rotor state [10].

Multiple recurrence of measurement and calculation of rotor parameters during each revolution and during all work cycle allow to receive sequence of dot mappings and to identify state space of a rotor. The analytical description of movement of a rotor within the differential equations may be received with the help of Poincare sections.

Identification of dot mappings and state spaces of a rotor is a basis for carrying out (in real time) the bifurcation analyses and detection of rare attractors.

Index Terms: measurement of mechanical parameters, dot mappings, bifurcation analysis, rare attractors.
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## Description

The development of models based on fractional-order differential systems has recently gained popularity in the investigation of dynamical systems. Fractional derivatives provide an excellent instrument for the description of memory and hereditary properties of various materials and processes. The real objects of objects of the fractional-order systems are that we have more degrees of freedom in the model and that a "memory" is included in the model. Recently, the chaotic dynamics of fractional-order systems began to attract much attention in recent years. It has been shown that the fractional-order systems, as generalizations of many well-known systems, can also behave chaotically, such as the fractional Chen, Chua, Rossler, Lorenz and Arneodo systems. Furthermore, recent work based on numerical simulations show that chaotic fractional-order systems can also be synchronized. The main topics of interest for this session include:

- Chaos in fractional order systems
- Synchronization of fractional order systems
- Control in fractional order systems
- Fractional order systems modeling
- Numerical methods for fractional order systems
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# A Note on Chaos Control and Synchronization of Fractional Order Systems 

Zaid M. Odibat*<br>Faculty of Science and Technology, University of Le Havre<br>76058 Le Havre Cedex, France<br>z.odibat@gmail.


#### Abstract

The dynamics of fractional order systems have attracted a great deal of attentions in recent years. In this paper, we study the chaos synchronization of two identical fractional order systems with a suitable feedback controller applied to the response system. Based on the stability results of linear fractional order systems, sufficient conditions for chaos synchronization are derived. The numerical results show that fractional order chaotic systems can be synchronized.


Index Terms-Chaos synchronization, Fractional order system, Caputo fractional derivative, Stability, Control.

## I. Introduction

THE development of models based on fractional order differential systems has recently gained popularity in the investigation of dynamical systems. Fractional derivatives provide an excellent instrument for the description of memory and hereditary properties of various materials and processes. The main reason for using the integer-order models was the absence of solution methods for fractional differential equations. The advantages or the real objects of the fractional order systems are that we have more degrees of freedom in the model and that a "memory" is included in the model.

Recently, the chaotic dynamics of fractional order systems has been investigated and studied in mathematical and physical communities in the last few decades. The research efforts have been devoted to the chaos control and chaos synchronization problems in many dynamical fractional order systems. It has been shown that the fractional order systems, as generalizations of many well-known systems, can also behave chaotically, such as the fractional Duffing system [1], the fractional Chua system [2,3], the fractional Rössler system [4], the fractional Chen system [5-7], the fractional Lorenz system [8], the fractional Arneodo's system [9] and the fractional Lü system [10]. In [3-6] it has been shown that some fractionalorder systems can produce chaotic attractors with order less than 3.

Recent studies show that chaotic fractional order systems can also be synchronized. In many literatures, synchronization among fractional order systems is only investigated through numerical simulations. A simple method for chaos synchronization of fractional order systems based on the stability criteria of linear differential systems is presented in [11-13].
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Numerical algorithms for chaos synchronization of fractionalorder systems based on Laplace transform theory are presented in [14-17]. In the present paper, using the master-slave synchronization scheme and based on the stability results of linear fractional order systems, we study the synchronization of two coupled fractional order chaotic systems.
There are several definitions of a fractional derivative of order $\alpha>0$ [18-20]. In this work, Caputo fractional derivative is considered. The fractional differential operator in the sense of Caputo [21] is defined as,

$$
\begin{equation*}
D^{\alpha} f(t)=J^{m-\alpha} D^{m} f(t) \tag{1}
\end{equation*}
$$

Here $D^{m}$ is the usual integer differential operator of order $m$, $m-1<\alpha \leq m$, and $J^{\mu}$ is the Riemann-Liouville integral operator of order $\mu>0$, defined by

$$
\begin{equation*}
J^{\mu} f(t)=\frac{1}{\Gamma(\mu)} \int_{0}^{t}(t-\tau)^{\mu-1} f(\tau) d \tau, \quad t>0 \tag{2}
\end{equation*}
$$

Caputo's definition has the advantage of dealing properly with initial value problems in which the initial conditions are given in terms of the field variables and their integer order which is the case in most physical processes.

## II. Stability Analysis

Stability analysis of fractional order systems, which is of main interest in control theory, has been thoroughly investigated where necessary and sufficient conditions have been derived [22-25] (see also references therein). In this section, we recall the main stability results. For this object, we consider the following $n$ dimensional fractional order system,

$$
\left\{\begin{align*}
& \frac{d^{\alpha_{1}} x_{1}}{d t^{\alpha_{1}}}=f_{1}\left(x_{1}, x_{2}, \cdots, x_{n}\right)  \tag{3}\\
& \frac{d^{\alpha_{2}} x_{2}}{d t^{\alpha_{2}}}=f_{2}\left(x_{1}, x_{2}, \cdots, x_{n}\right) \\
& \vdots \\
& \frac{d^{\alpha_{n}} x_{n}}{d t^{\alpha_{n}}}=f_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right)
\end{align*}\right.
$$

where $\alpha_{i}$ is a rational number between 0 and 1 and $\frac{d^{\alpha_{i}}}{d t^{\alpha_{i}}}$ is the Caputo fractional derivative of order $\alpha_{i}$, for $i=1,2, \cdots, n$. Assume that $\alpha_{i}=k_{i} / m_{i},\left(k_{i}, m_{i}\right)=1, k_{i}, m_{i} \in I N$, for $i=1,2, \cdots, n$. Let $m$ be the least common multiple of the denominators $m_{i}$ 's of $\alpha_{i}$ 's.

First, if the system (3) is a linear system, that is $\left[f_{1}(\mathbf{x}), f_{2}(\mathbf{x}), \cdots, f_{n}(\mathbf{x})\right]^{T}=\left[a_{i j}\right]_{i, j=1}^{n} \mathbf{x}=A \mathbf{x}$, where $\mathbf{x} \in$ $\mathbb{R}^{n}$, then we have the following results:

- If $\alpha=\alpha_{1}=\alpha_{2}=\cdots=\alpha_{n}$, then the fractional order system (3) is asymptotically stable iff $|\arg (\operatorname{spec}(A))|>$ $\alpha \pi / 2$. In this case the components of the state decay towards 0 like $t^{-\alpha}$ [22].
- If $\alpha_{i}$ 's are rational numbers between 0 and 1 , then the system (3) is asymptotically stable if all roots $\lambda$ of the equation $\operatorname{det}\left(\operatorname{diag}\left(\lambda^{m \alpha_{1}}, \lambda^{m \alpha_{2}}, \cdots, \lambda^{m \alpha_{n}}\right)-A\right)=0$ satisfy $|\arg (\lambda)|>\gamma \pi / 2$, where $\gamma=1 / m$ [23].
Second, if function $f_{i}$ has second continuous partial derivatives in a ball centered at an equilibrium point $\mathbf{x}^{*}=\left(x_{1}, x_{2}\right.$, $\left.\cdots, x_{n}\right)$, that is $f_{i}\left(x_{1}, x_{2}, \cdots, x_{n}\right)=0$, for $i=1,2, \cdots, n$, then we have the following results:
- If $\alpha=\alpha_{1}=\alpha_{2}=\cdots=\alpha_{n}$, then the equilibrium point $\mathbf{x}^{*}$ of system (3) is asymptotically stable if $\left|\arg \left(\operatorname{spec}\left(\left.J\right|_{\mathbf{x}^{*}}\right)\right)\right|>\alpha \pi / 2$, where the matrix $J$ is the Jacobian matrix of the system (3) that is defined as $J=\left[\frac{\partial f_{i}}{\partial x_{i}}\right]_{i, j=1}^{n}$ [24].
- If $\alpha_{i}$ 's are rational numbers between 0 and 1 , then the equilibrium point $\mathbf{x}^{*}$ of system (3) is asymptotically stable if all roots $\lambda$ of the equation $\operatorname{det}\left(\operatorname{diag}\left(\lambda^{m \alpha_{1}}, \lambda^{m \alpha_{2}}\right.\right.$, $\left.\left.\cdots, \lambda^{m \alpha_{n}}\right)-\left.J\right|_{\mathbf{x}^{*}}\right)=0$ satisfy $|\arg (\lambda)|>\gamma \pi / 2$, where $\gamma=1 / m$ [25].
The previous stability results play an important role in studying the existence of chaotic attractors and the synchronization between fractional order systems.


## III. SynChronization of fractional order systems

Chaotic attractors for fractional order $3 D$ systems has been demonstrated based on numerical simulation results. In [26], based on stability results, a necessary condition for fractional order systems to exhibit chaotic attractors similar to its integer order counterpart is persented. This necessary condition is equivalent to,

$$
\begin{equation*}
\min _{i}\left\{\left|\arg \left(\lambda_{i}\right)\right|\right\} \leq \gamma \pi / 2, \tag{4}
\end{equation*}
$$

where $\gamma=1 / m$ and $\lambda_{i}$ 's are the roots of the equation $\operatorname{det}\left(\operatorname{diag}\left(\lambda^{m \alpha_{1}}, \lambda^{m \alpha_{2}}, \lambda^{m \alpha_{3}}\right)-\left.J\right|_{\mathbf{x}^{*}}\right)=0$, for every equilibrium point $\mathbf{x}^{*}$. Otherwise, one of these equilibrium points becomes asymptotically stable and attracts the nearby trajectories.
Now, based on the stability results of fractional differential equations, we briefly discuss the issue of controlling fractional order chaotic systems to realize synchronization with error feedback control. In order to observe synchronization behavior, we construct the master (drive) system and the slave (response) system as,

$$
M:\left\{\begin{align*}
\frac{d^{\alpha_{1}} x_{m}}{d t^{\alpha_{1}}} & =f_{1}\left(x_{m}, y_{m}, z_{m}\right)+g_{1}\left(x_{m}, y_{m}, z_{m}\right)  \tag{5}\\
\frac{d^{\alpha_{2}} y_{m}}{d t^{\alpha_{2}}} & =f_{2}\left(x_{m}, y_{m}, z_{m}\right)+g_{2}\left(x_{m}, y_{m}, z_{m}\right), \\
\frac{d^{\alpha_{3}} z_{m}}{d t^{\alpha_{3}}} & =f_{3}\left(x_{m}, y_{m}, z_{m}\right)+g_{3}\left(x_{m}, y_{m}, z_{m}\right)
\end{align*}\right.
$$

$$
S:\left\{\begin{align*}
\frac{d^{\alpha_{1}} x_{s}}{d t^{\alpha_{1}}} & =f_{1}\left(x_{s}, y_{s}, z_{s}\right)+g_{1}\left(x_{m}, y_{m}, z_{m}\right)+u_{1}(t)  \tag{6}\\
\frac{d^{\alpha_{2}} y_{s}}{d t^{\alpha_{2}}} & =f_{2}\left(x_{s}, y_{s}, z_{s}\right)+g_{2}\left(x_{m}, y_{m}, z_{m}\right)+u_{2}(t), \\
\frac{d^{\alpha_{3}} z_{s}}{d t^{\alpha_{3}}} & =f_{3}\left(x_{s}, y_{s}, z_{s}\right)+g_{3}\left(x_{m}, y_{m}, z_{m}\right)+u_{3}(t),
\end{align*}\right.
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ indicates the fractional orders, $\frac{d^{\alpha_{i}}}{d t^{\alpha_{i}}}$ is the fractional differential operator in Caputo sense, $0<\alpha_{i} \leq$ $1, f_{i}$ is a linear function and $g_{i}$ is a nonlinear function for $i=1,2,3$. Subscripts $m$ and $s$ stand for the master system and slave system, respectively, $\mathbf{u}(t)=\left[u_{1}(t), u_{2}(t), u_{3}(t)\right]^{T}$ is the controller to be designed such that these two chaotic systems can achieve synchronization. Defining the synchronization error as $e_{1}(t)=x_{s}(t)-x_{m}(t), e_{2}(t)=y_{s}(t)-y_{m}(t)$, $e_{3}(t)=z_{s}(t)-z_{m}(t)$, then we get the error system,

$$
\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} e_{1}}{d t^{\alpha_{1}}}=f_{1}\left(e_{1}, e_{2}, e_{3}\right)+u_{1}(t)  \tag{7}\\
\frac{d^{\alpha_{2}} e_{2}}{d t^{\alpha_{2}}}=f_{2}\left(e_{1}, e_{2}, e_{3}\right)+u_{2}(t) \\
\frac{d^{\alpha_{3}} e_{3}}{d t^{\alpha_{3}}}=f_{3}\left(e_{1}, e_{2}, e_{3}\right)+u_{3}(t)
\end{array}\right.
$$

Our aim is to determine the controller $\mathbf{u}(t)$,

$$
\mathbf{u}(t)=\left(\begin{array}{c}
u_{1}(t)  \tag{8}\\
u_{2}(t) \\
u_{3}(t)
\end{array}\right)=\left(\begin{array}{c}
k_{1} e_{1} \\
k_{2} e_{2} \\
k_{3} e_{3}
\end{array}\right)
$$

where $k_{1}, k_{2}, k_{3} \in \mathbb{R}$, such that the drive system (5) and the response system (6) are synchronized $(\|\mathbf{e}(t)\| \longrightarrow 0$, as $t \longrightarrow$ $+\infty)$.
An idea of synchronization is to use a controller to make the output of the slave system copy in some manner the master system one. Obviously, the synchronization between (5) and (6) is equivalent to the asymptotical stability of the zero solution (zero equilibrium point) to error system (7).

According to the stability results, the drive system (5) and the response system (6) are synchronized if all roots $\lambda$ of the characteristic equation $\operatorname{det}\left(\operatorname{diag}\left(\lambda^{r_{1}}, \lambda^{r_{2}}, \lambda^{r_{3}}\right)-J\right)=0$ satisfy $|\arg (\lambda)|>\gamma \pi / 2$, where $\gamma=1 / m, r_{i}=m \alpha_{i}, i=$ $1,2,3$, and $J$ is the Jacobian matrix for the error system (7) at the origin.
To demonstrate this technique, some examples of synchronization for two identical fractional order chaotic systems are discussed in the following sections.

## IV. FRACTIONAL CHEN SYSTEM

Chen and Ueta [27] introduced, in 1999, the chaotic Chen system which is similar but not topologically equivalent to the Lorenz system. The fractional version of Chen system reads as,

$$
\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} x}{d t^{\alpha_{1}}}=a(y-x)  \tag{9}\\
\frac{d^{\alpha_{2}} y}{d t^{\alpha_{2}}}=(c-a) x-x z+c y \\
\frac{d^{\alpha_{3}} z}{d t^{\alpha_{3}}}=x y-b z
\end{array}\right.
$$

where $0<\alpha_{1}, \alpha_{2}, \alpha_{3} \leq 1$. Integer order Chen system displays chaotic attractors, for example, when $(a, b, c)=(35,3,28)$. Simulations are performed to obtain chaotic behavior of the fractional order Chen system for different fractional orders $\alpha$ when $(a, b, c)=(35,3,28)$. For example, chaotic attractors are found in [12] when $\alpha=(0.95,0.95,0.95)$. In [6] chaotic behaviors are found when $\alpha=(0.9,0.9,0.9)$. Moreover, in [14] and [26], it is found that for the parameters $\alpha=(0.985,0.99,0.98)$ and $\alpha=(0.8,1,0.9)$, respectively, the fractional order Chen system can display chaotic attractors. According to our approach, the master and the slave fractional order Chen systems are described as,

$$
\begin{gather*}
M:\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} x_{m}}{d t^{\alpha_{1}}}=a\left(y_{m}-x_{m}\right) \\
\frac{d^{\alpha_{2}} y_{m}}{d t^{\alpha_{2}}}=(c-a) x_{m}-x_{m} z_{m}+c y_{m} \\
\frac{d^{\alpha_{3}} z_{m}}{d t^{\alpha_{3}}}=x_{m} y_{m}-b z_{m}
\end{array}\right.  \tag{10}\\
S:\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} x_{s}}{d t^{\alpha_{1}}}=a\left(y_{s}-x_{s}\right)+u_{1}(t), \\
\frac{d^{\alpha_{2}} y_{s}}{d t^{\alpha_{2}}}=(c-a) x_{s}-x_{m} z_{m}+c y_{s}+u_{2}(t) \\
\frac{d^{\alpha_{3}} z_{s}}{d t^{\alpha_{3}}}=x_{m} y_{m}-b z_{s}+u_{3}(t)
\end{array}\right. \tag{11}
\end{gather*}
$$

where $u_{i}(t)=k_{i} e_{i}, i=1,2,3$. Then the error system gives,

$$
\left\{\begin{align*}
\frac{d^{\alpha_{1}} e_{1}}{d t^{\alpha_{1}}} & =a\left(e_{2}-e_{1}\right)+k_{1} e_{1}  \tag{12}\\
\frac{d^{\alpha_{2}} e_{2}}{d t^{\alpha_{2}}} & =(c-a) e_{1}+c e_{2}+k_{2} e_{2} \\
\frac{d^{\alpha_{3}} e_{3}}{d t^{\alpha_{3}}} & =-b e_{3}+k_{3} e_{3}
\end{align*}\right.
$$

The Jacobian matrix for the error system (12) is

$$
J=\left(\begin{array}{ccc}
-a+k_{1} & a & 0  \tag{13}\\
c-a & c+k_{2} & 0 \\
0 & 0 & -b+k_{3}
\end{array}\right)
$$

and so, the characteristic equation $\operatorname{det}\left(\operatorname{diag}\left(\lambda^{r_{1}}, \lambda^{r_{2}}, \lambda^{r_{3}}\right)-\right.$ $J)=0$ can be written as,

$$
\begin{equation*}
\left(\left(\lambda^{r_{1}}+a-k_{1}\right)\left(\lambda^{r_{2}}-c-k_{2}\right)+a(a-c)\right)\left(\lambda^{r_{3}}+b-k_{3}\right)=0 . \tag{14}
\end{equation*}
$$

Now, in case of $(a, b, c)=(35,3,28)$ and $\alpha_{1}=\alpha_{2}=\alpha_{3}=$ $\alpha$, the systems (9) and (10) are synchronized if $k_{1}, k_{2}$ and $k_{3}$ satisfy the control laws,

$$
\begin{cases}k_{1}+k_{2}-7 \mp w<0, & \text { if } A=w \in \mathbb{R}  \tag{15}\\ \left|\frac{w}{k_{1}+k_{2}-7}\right|<\tan (\alpha \pi / 2), & \text { if } A=i w \in i \mathbb{R}\end{cases}
$$

$$
\begin{equation*}
k_{3}<3 \tag{16}
\end{equation*}
$$

where $A=\left(\left(7-k_{1}-k_{2}\right)^{2}-4\left(245-\left(35-k_{1}\right)\left(28+k_{2}\right)\right)\right)^{1 / 2}$. For example, when $(a, b, c)=(35,3,28)$, taking $\alpha=$ $(0.95,0.95,0.95)$ and $\left(k_{1}, k_{2}, k_{3}\right)=(20,-15,2)$ or $\alpha=$ $(0.9,0.9,0.9)$ and $\left(k_{1}, k_{2}, k_{3}\right)=(25,-18,-2)$, then in both cases the controller $\mathbf{u}(t)=\left(k_{1}, k_{2}, k_{3}\right) \mathbf{e}(t)$ satisfies the control



Fig. 1. Synchronization of the fractional order Chen system (9).
laws (15) and (16). Therefore, the drive system (10) and the response system (11) are synchronized. The error functions evolution, in these cases, is shown in Fig. 1. The eigenvalues for the Jacobin matrix in the first case are $\lambda_{1}=-1+7 i$, $\lambda_{2}=-1-7 i$ and $\lambda_{3}=-1$, and in the second case are $\lambda_{1}=12.04159 i, \lambda_{2}=-12.04159 i$ and $\lambda_{3}=-5$.
From Fig. 1, it is obvious that the components of the error system (12) decay towards zero as $t \longrightarrow+\infty$. So, we can numerically conclude that the designed controller, $\mathbf{u}(t)=$ $(20,-15,2) \mathbf{e}(t)$ in the first case or $\mathbf{u}(t)=(25,-18,-2) \mathbf{e}(t)$ in the second case, can effectively control the chaotic fractional order Chen system to achieve synchronization between the drive system (10) and the response system (11).

Also, in case of $(a, b, c)=(35,3,28)$ and $\alpha=(0.985,0.99$, 0.98 ), the systems (9) and (10) are synchronized if the roots of the equation,
$\left(\left(\lambda^{197}+35-k_{1}\right)\left(\lambda^{198}-28-k_{2}\right)+245\right)\left(\lambda^{196}+3-k_{3}\right)=0,(17)$
lie in the region $|\arg (\lambda)|>\pi / 400$. For example, if we take $\left(k_{1}, k_{2}, k_{3}\right)=(35,-28,2)$, then we can show that all roots of Eq. (17), that becomes $\left(\lambda^{395}+245\right)\left(\lambda^{196}+1\right)=0$, lie in the region $|\arg (\lambda)|>\pi / 400$. Therefore, the drive system (10) and the response system (11) are synchronized. The error functions evolution, in this case, is shown in Fig. 2. It is clear, from Fig. 2, that the components of the error system (12) decay towards zero as $t \longrightarrow+\infty$. So, we can numerically conclude that the designed controller, $\mathbf{u}(t)=(35,-28,2) \mathbf{e}(t)$, can effectively control the chaotic fractional order Chen system to achieve synchronization between the drive system (10) and the response system (11).


Fig. 2. Synchronization of the fractional order Chen system (9), when $\alpha=(0.985,0.99,0.98)$ and $\left(k_{1}, k_{2}, k_{3}\right)=(35,-28,2)$.

## V. FRACTIONAL CHUA SYSTEM

Now, we consider the Chua system, which is found by Chua [28], [29] in 1986. The fractional version of Chua system reads as,

$$
\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} x}{d t^{\alpha_{1}}}=a(y-x-f(x))  \tag{18}\\
\frac{d^{\alpha_{2}} y}{d t^{\alpha_{2}}}=x-y+z \\
\frac{d^{\alpha_{3}} z}{d t^{\alpha_{3}}}=-b y-c z
\end{array}\right.
$$

where $f(x)=m_{1} x+\frac{1}{2}\left(m_{0}-m_{1}\right)(|x+1|-|x-1|)$, $0<\alpha_{1}, \alpha_{2}, \alpha_{3} \leq 1$. Simulations are performed to obtain chaotic behavior of fractional order Chua system for different fractional orders $\alpha$. For example, chaotic attractors are found in [12] when $\alpha=(0.98,0.98,0.94)$ and $\left(a, b, c, m_{0}, m_{1}\right)=$ (10.1911, 10.3035, 0.1631, -1.1126, -0.8692). Moreover, in [6] it is found that for the parameters $\alpha=(0.93,0.99,0.92)$ and $\left(a, b, c, m_{0}, m_{1}\right)=(10.725,10.593,0.268,-1.1726$, -0.7872 ), the fractional order Chua system can display chaotic attractors.
According to our approach, the master and the slave fractional order Chua systems are described as,

$$
\begin{gather*}
M:\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} x_{m}}{d t^{\alpha_{1}}}=a\left(y_{m}-x_{m}-f\left(x_{m}\right)\right), \\
\frac{d^{\alpha_{2}} y_{m}}{d t^{\alpha_{2}}}=x_{m}-y_{m}+z_{m}, \\
\frac{d^{\alpha_{3}} z_{m}}{d t^{\alpha_{3}}}=-b y_{m}-c z_{m},
\end{array}\right.  \tag{19}\\
S:\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} x_{s}}{d t^{\alpha_{1}}}=a\left(y_{s}-x_{s}-f\left(x_{m}\right)\right)+u_{1}(t), \\
\frac{d^{\alpha_{2}} y_{s}}{d t^{\alpha_{2}}}=x_{s}-y_{s}+z_{s}+u_{2}(t), \\
\frac{d^{\alpha_{3}} z_{s}}{d t^{\alpha_{3}}}=-b y_{s}-c z_{s}+u_{3}(t),
\end{array}\right. \tag{20}
\end{gather*}
$$

where $u_{i}(t)=k_{i} e_{i}, i=1,2,3$. Then the error system gives,

$$
\left\{\begin{array}{l}
\frac{d^{\alpha_{1}} e_{1}}{d t^{\alpha_{1}}}=a\left(e_{2}-e_{1}\right)+k_{1} e_{1}  \tag{21}\\
\frac{d^{\alpha_{2}} e_{2}}{d t^{\alpha_{2}}}=e_{1}-e_{2}+e_{3}+k_{2} e_{2} \\
\frac{d^{\alpha_{3}} e_{3}}{d t^{\alpha_{3}}}=-b e_{2}-c e_{3}+k_{3} e_{3}
\end{array}\right.
$$

The Jacobian matrix for the error system (21) is

$$
J=\left(\begin{array}{ccc}
-a+k_{1} & a & 0  \tag{22}\\
1 & -1+k_{2} & 1 \\
0 & -b & -c+k_{3}
\end{array}\right)
$$

and so, the characteristic equation $\operatorname{det}\left(\operatorname{diag}\left(\lambda^{r_{1}}, \lambda^{r_{2}}, \lambda^{r_{3}}\right)-\right.$ $J)=0$ can be written as,

$$
\begin{gather*}
\left(\lambda^{r_{1}}+a-k_{1}\right)\left(\left(\lambda^{r_{2}}+1-k_{2}\right)\left(\lambda^{r_{3}}+c-k_{3}\right)+b\right) \\
-a\left(\lambda^{r_{3}}+c-k_{3}\right)=0 \tag{23}
\end{gather*}
$$

Now, in case of $\alpha=(0.98,0.98,0.94)$ and $\left(a, b, c, m_{0}, m_{1}\right)$ $=(10.1911,10.3035,0.1631,-1.1126,-0.8692)$, the systems (18) and (19) are synchronized if all roots of the equation,

$$
\begin{gather*}
\left(\lambda^{49}+10.1911-k_{1}\right)\left(\left(\lambda^{49}+1-k_{2}\right)\left(\lambda^{47}+0.1631-k_{3}\right)+10.3035\right) \\
-10.1911\left(\lambda^{47}+0.1631-k_{3}\right)=0 \tag{24}
\end{gather*}
$$

lie in the region $|\arg (\lambda)|>\pi / 100$. For example, if we take $\left(k_{1}, k_{2}, k_{3}\right)=(2,2,-3)$ then all roots of Eq. (24) lie in the region $|\arg (\lambda)|>\pi / 100$. We use Mathematica to verify that the 145 roots of Eq. (24) lie in the region $|\arg (\lambda)|>\pi / 100$. Therefore, the drive system (19) and the response system (20) are synchronized. The error functions evolution, in this case, is shown in Fig. 3. From Fig. 3, for the given parameters, we can conclude that the components of the error system (21) decay towards zero as $t \longrightarrow+\infty$. So, we can numerically conclude that the designed controller $\mathbf{u}(t)=(2,2,-3) \mathbf{e}(t)$ can effectively control the chaotic fractional order Chua system to achieve synchronization between the systems (19) and (20).

Also, in case of $\alpha=(0.93,0.99,0.92)$ and $\left(a, b, c, m_{0}, m_{1}\right)=$ ( $10.725,10.593,0.268,-1.1726,-0.7872$ ), the systems (18) and (19) are synchronized if all roots of the equation,

$$
\begin{gather*}
\left(\lambda^{93}+10.725-k_{1}\right)\left(\left(\lambda^{99}+1-k_{2}\right)\left(\lambda^{92}+0.268-k_{3}\right)+10.593\right) \\
-10.725\left(\lambda^{92}+0.268-k_{3}\right)=0 \tag{25}
\end{gather*}
$$

lie in the region $|\arg (\lambda)|>\pi / 200$. For example, if we take $\left(k_{1}, k_{2}, k_{3}\right)=(5,-3,1)$ then all roots of Eq. (25), using Mathematica, lie in the region $|\arg (\lambda)|>\pi / 200$. Therefore, the drive system (19) and the response system (20) are synchronized. The error functions evolution, in this case, is shown in Fig. 4. From Fig. 4, for the given parameters, we can conclude that the components of the error system (21) decay towards zero as $t \longrightarrow+\infty$. So, we can numerically conclude that the designed controller, $\mathbf{u}(t)=(5,-3,1) \mathbf{e}(t)$, can effectively control the chaotic fractional order Chua system to achieve synchronization between the systems (19) and (20).

If $\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha$, then the systems (19) and (20) are synchronized if $k_{1}, k_{2}$ and $k_{3}$ satisfy the control law that the three roots of Eq. (23), when $r_{1}=r_{2}=r_{3}=1$, lie in the region $|\arg (\lambda)|>\alpha \pi / 2$.


Fig. 3. Synchronization of the fractional order Chua system (18), when $(a, b, c)=(10.1911,10.3035,0.1631), \alpha=(0.98,0.98,0.94)$ and $\left(k_{1}, k_{2}, k_{3}\right)=(2,2,-3)$.


Fig. 4. Synchronization of the fractional order Chua system (18), when $(a, b, c)=(10.725,10.593,0.268) \alpha=(0.93,0.99,0.92)$ and $\left(k_{1}, k_{2}, k_{3}\right)=(5,-3,1)$.

## VI. Conclusion

In this paper, we study the master-slave synchronization, based on the stability results of linear fractional order systems, of coupled fractional order chaotic systems. We establish theoretical results for chaos control and choas synchronization of fractional order systems, such as the fractional extension of Chen and Chua systems. The designed controller that applied to the response system affects the system dynamics to realize synchronization. The controller is designed such that the components of the error system decay towards zero as the time variable, $t$, tends to infinity. The numerical simulations show the effectiveness and the feasibility of the proposed scheme.
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# A special kind of synchronization of different chaotic discrete-time systems 

Yong Chen, Yiliang Jin, and Xin Li,


#### Abstract

This paper presents a special kind of the generalized synchronization of different discrete-time systems, proved by Lyapunov asymptotical stability theorem. With the aid of symbolicnumeric computation, we use the scheme to realize the synchronization between 3D Rössler discrete-time system and Hénonlike discrete-time system (The goal system for synchronization is a function), as well as between 3D discrete-time hyperchaotic system and Hénon-like map(The goal system for synchronization is the Rössler system) via three scalar controllers.This discretetime chaotic system synchronization developed may be applied to the design of secure communication.


Index Terms-discrete-time chaotic system, symbolic-numeric computation, the generalized synchronization, backstepping design.

## I. Introduction

Since Lorenz ${ }^{[1]}$ presented the well-known Lorenz chaotic system and Rössler ${ }^{[2]}$ first introduced the Rössler hyperchaotic system, many chaotic systems have been reported in nonlinear field. In particular, since the pioneering works ${ }^{[3-6]}$, Chaos (hyperchaos) synchronization have played significant roles because of its potential applications in secure communication. Up to now, many types of chaos synchronization have been presented, such as complete synchronization, partial synchronization, phase synchronization, lag synchronization, projective synchronization, generalized synchronization, etc ${ }^{[7-14]}$. For a particular chaotic system, the drive system, together with an identical or a different system, the response system, our goal is to synchronized them via coupling or other method. Amongst all kinds of chaos synchronization, the generalized synchronization is proposed in the continuoustime systems ${ }^{[15-20]}$. It means there exists a functional relationship between the states of the drive system and those of the response system. A special kind of generalized synchronization $y=x+F$ is studied, where $x, y$ are the state vectors of the drive system and the response system respectively, $F$ is a given vector function, which may take various forms. When $F=0$, it reduces to a complete synchronization.Many powerful methods have been reported to investigate some types of chaos (hyperchaotic) synchronization in continuoustime systems. In fact, many mathematical models of neural networks, biological process, physical process and chemical process, were defined using discrete-time dynamical systems [21,22]. Recently, more and more attentions were paid to the
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chaos (hyperchaos) control and synchronization in discretetime dynamical systems ${ }^{[23-28]}$.
In this paper, we will use the scheme of the discrete-time dynamical systems generalized synchronization and the backstepping design to realize our goal. A systematic and automatic algorithm is set up to achieve successfully synchronization. The numeric computation between 3D Rössler discrete-time system and Hénon-like discrete-time system (The goal system for synchronization is a function), as well as between 3D discrete-time hyperchaotic system due to Wang ${ }^{[29]}$ and Hénon-like map (The goal system for synchronization is the Rössler system) are used to verify the effectiveness of the proposed scheme.
The rest of paper is arranged as follows: In section A, we first introduce generalized synchronization in discrete-time systems; In section B, we give the numeric results of the generalized synchronization between 3D Rössler discrete-time system and Hénon-like discrete-time system; In section C, we investigate the scheme between the 3D discrete-time hyperchaotic system and Hénon-like map; Finally, some conclusions and discussions are given.
A. Generalized synchronization of discrete-time chaotic systems

Firstly we introduce the generalized synchronization in discrete-time systems, and then we use Lyapunov stability theory to realize our scheme.
Definition: For two discrete-time (chaotic or hyperchaotic) dynamical systems (i) $x(k+1)=M(x(k))$ and (ii) $y(k+1)=H(y(k))+u(x(k), y(k))$, where $(x(k), y(k)) \in$ $R^{m+m}, k \in Z / Z^{-}$, and $u(x(k), y(k)) \in R^{m}$, let (iii) $E(k)=$ $\left(E_{1}(k), E_{2}(k), \ldots, E_{m}(k)\right)=\left(x_{1}(k)-y_{1}(k)+F_{1}(k), x_{2}(k)-\right.$ $\left.y_{2}(k)+F_{2}(k), \ldots, x_{m}(k)-y_{m}(k)+F_{m}(k)\right)$ be boundary vector functions, if there exists proper controllers $u(x(k), y(k))=\left(u_{1}(x(k), y(k)), \ldots, u_{m}(x(k), y(k))\right)^{T}$ such that $\lim _{k \rightarrow \infty}(E(k))=0$, we say that there exist generalized synchronization between these two discrete-time chaotic systems.
Remark: It is necessary to point out that the controller $u$ desponds on the synchronization method chosen. When $E_{i}(k)=0,(i=1, \ldots, m), u=M(x)-H(y)+F$ is the situation when all the error functions equal to zero and the corresponding controller is trivial situation. For $E_{i}(k)=0$, we need only to solve the equations
$E(k)=\left(E_{1}(k), E_{2}(k), \ldots, E_{m}(k)\right)=\left(x_{1}(k)-y_{1}(k)+\right.$ $\left.F_{1}(k), x_{2}(k)-y_{2}(k)+F_{2}(k), \ldots, x_{m}(k)-y_{m}(k)+F_{m}(k)\right)=$ $(0,0, \ldots, 0)$ to get the trivial controller " $u$ ". So here we just
consider the general condition $\lim _{k \rightarrow \infty}(E(k))=0$.
Based on the Lyapunov stability theory, for the error discretetime (iii) generated by drive system (i) and response system (ii), let $\left.L\left(E_{1}(k), E_{2}(k), \ldots, E_{m}(k)\right)\right|_{E_{i}(k) \equiv 0(i=1,2, . ., m)}=0$, if $\triangle L(k)=L(k+1)-L(k) \leq 0$, with the equality holding if and only if $E_{i}(k) \equiv 0(i=1,2, . ., m)$, it is said that systems (i) and (ii) are generalized synchronized.

In this letter based on the backstepping design method, we would like to present a systematic, generalized and constructive scheme to seek the controllers such that 3D Rössler discrete-time system and Hénon-like discrete-time system, as well as between 3D discrete-time hyperchaotic system and Hénon-like map via three scalar controllers are generalized synchronized.
B. Numeric results of the generalized synchronization between 3D Rössler discrete-time system and Hénon-like discrete-time system
In the following, using the beckstepping method and based on Lyapunov stability theory, generalized synchronization of 3D Rössler discrete-time system and Hénon-like discrete-time system is realized step by step.
Consider Rössler discrete-time system

$$
\left\{\begin{array}{l}
x_{1}(k+1)=3.8 x_{1}(k)\left(1-x_{1}(k)\right)-0.05\left(x_{3}(k)+0.35\right) \\
\quad *\left(1-2 x_{2}(k)\right) \\
x_{2}(k+1)=3.78 x_{2}(k)\left(1-x_{2}(k)\right)+0.2 x_{3}(k) \\
x_{3}(k+1)=0.1\left(1-1.9 x_{1}(k)\right)\left[\left(x_{3}(k)+0.35\right)\right. \\
\left.\quad *\left(1-2 x_{2}(k)\right)-1\right]
\end{array}\right.
$$

and Hénon-like system with controllers $u(x, y)$

$$
\left\{\begin{array}{l}
y_{1}(k+1)=-b y_{2}(k)+u_{1}(x, y)  \tag{2}\\
y_{2}(k+1)=1+y_{3}(k)-a y_{2}(k)^{2}+u_{2}(x, y) \\
y_{3}(k+1)=b y_{2}(k)+y_{1}(k)+u_{3}(x, y)
\end{array}\right.
$$

as the drive system and response system, respectively. Firstly we give out the figures (Fig.1(a) and Fig.1(b)) of the two systems with initial valuables $\left[x_{1}(0)=0.1, x_{2}(0)=\right.$ $\left.0.2, x_{3}(0)=-0.5\right]$ and $\left[y_{1}(0)=0.2, y_{2}(0)=0.7, y_{3}(0)=\right.$ $0.06]$, respectively. Here $a=1.07, b=0.3$.
(I): Let the error states be

$$
\left\{\begin{array}{l}
E_{1}(k)=x_{1}(k)-y_{1}(k)+\tanh \left(x_{1}(k)\right),  \tag{3}\\
E_{2}(k)=x_{2}(k)-y_{2}(k)+\tanh \left(x_{2}(k)\right), \\
E_{3}(k)=x_{3}(k)-y_{3}(k)+\tanh \left(x_{3}(k)\right),
\end{array}\right.
$$

Based on the backstepping design method and Lyapunov stability theory, we can get the controllers .Here we omit the concrete process. Finally, with the aid of symbolic computation, from

$$
\begin{gather*}
E_{1}(k)=x_{1}(k)-y_{1}(k)+\tanh \left(x_{1}(k)\right),  \tag{4}\\
E_{2}(k)=E_{1}(k+1)-c_{11} E_{1}(k) \\
E_{3}(k)=E_{2}(k+1)-c_{21} E_{1}(k)-c_{22} E_{2}(k), \\
E_{3}(k+1)-c_{31} E_{1}(k)-c_{32} E_{2}(k)-c_{33} E_{3}(k)=0,
\end{gather*}
$$

(5) is globally asymptotically stable and $\lim _{k \rightarrow+\infty} E_{i}(k)=0$, that is to say, Rössler 3D discrete-time hyperchaotic system
(6) (1) and the Hénon-like map (2) are function projective synchronized.
(7) Then with the aid of symbolic computation, from the above
equations (1) and (2) we obtained the controllers

$$
\left\{\begin{align*}
u_{1}(x, y)= & 3.8 x_{1}(k)-3.8 x_{1}(k)^{2}-0.05 x_{3}(k)  \tag{8}\\
& +0.1 x_{3}(k) x_{2}(k)-0.0175-0.965 x_{2}(k) \\
& +b y_{2}(k)-\tanh \left(-3.8 x_{1}(k)+3.8 x_{1}(k)^{2}\right. \\
& +0.05 x_{3}(k)-0.1 x_{3}(k) x_{2}(k)+0.0175 \\
& \left.-0.035 x_{2}(k)\right)-c_{11} x_{1}(k)+c_{11} y_{1}(k) \\
& -c_{11} \tanh \left(x_{1}(k)\right)+y_{2}(k)-\tanh \left(x_{2}(k)\right), \\
u_{2}(x, y)= & 3.78 x_{2}(k)-3.78 x_{2}(k)^{2}-0.8 x_{3}(k) \\
& -1+a y_{2}(k)^{2}+\tanh \left(3.78 x_{2}(k)-3.78 x_{2}(k)^{2}\right. \\
& \left.+0.2 x_{3}(k)\right)-c_{21} x_{1}(k)+c_{21} y_{1}(k) \\
& -c_{21} \tanh \left(x_{1}(k)\right)-c_{22} x_{2}(k) \\
& +c_{22} y_{2}(k)-c_{22} \tanh \left(x_{2}(k)\right)-\tanh \left(x_{3}(k)\right), \\
u_{3}(x, y)= & 0.1 x_{3}(k)-0.2 x_{3}(k) x_{2}(k)-0.065 \\
& -0.07 x_{2}(k)-0.19 x_{1}(k) x_{3}(k) \\
& +0.38 x_{1}(k) x_{3}(k) x_{2}(k)+0.1235 x_{1}(k) \\
& +0.133 x_{1}(k) x_{2}(k)-b y_{2}(k)-y_{1}(k) \\
& +\tanh \left(0 . 0 0 0 5 ( - 1 0 + 1 9 x _ { 1 } ( k ) ) \left(-20 x_{3}(k)\right.\right. \\
& \left.\left.+40 x_{3}(k) x_{2}(k)+13+14 x_{2}(k)\right)\right) \\
& -c_{31} x_{1}(k)+c_{31} y_{1}(k)-c_{31} \tanh \left(x_{1}(k)\right) \\
& -c_{32} x_{2}(k)+c 32 y_{2}(k) \\
& -c_{32} \tanh \left(x_{2}(k)\right)-c_{33} x_{3}(k) \\
& +c_{33} y_{3}(k)-c_{33} \tanh \left(x_{3}(k)\right) .
\end{align*}\right.
$$

In the following we use numerical simulations to verify the effectiveness of the obtained controllers $u(x, y)$. Here take $c_{11}=0.3, c_{21}=0.02, c_{22}=0.4, c_{31}=0.05, c_{32}=0.1, c_{33}=$ $-0.2, d_{1}=4, d_{2}=6$, and the initial values of system (1) and (2) respectively. The graphs of the error states are shown in Fig. 2 (a)-(c), and the attractors of the two systems with controllers are displayed in Fig.3.
C. Generalized synchronization of 3D discrete-time hyperchaotic system and Hénon-like map

In this section, we would like to realize the generalized synchronization of 3D discrete-time hyperchaotic system

$$
\left\{\begin{array}{l}
x_{1}(k+1)=0.5 \delta x_{2}(k)+(-2.3 \delta+1) x_{1}(k)  \tag{9}\\
x_{2}(k+1)=0.2 \delta x_{3}(k)-1.9 \delta x_{1}(k)+x_{2}(k) \\
x_{3}(k+1)=2 \delta-0.6 \delta x_{2}(k) x_{3}(k)+(-1.9 \delta+1) x_{3}(k)
\end{array}\right.
$$

and the 3D Hénon-like discrete-time map

$$
\left\{\begin{array}{l}
y_{1}(k+1)=-b y_{2}(k)+u_{1}(x, y, z)  \tag{10}\\
y_{2}(k+1)=1+y_{3}(k)-a y_{2}(k)^{2}+u_{2}(x, y, z) \\
y_{3}(k+1)=b y_{2}(k)+y_{1}(k)+u_{3}(x, y, z)
\end{array}\right.
$$

as the drive system and response system, respectively.
Firstly we give out the figures (Fig.4) of the discrete-time hyperchaotic system due to Wang with initial valuables $\left[x_{1}(0)=\right.$ $\left.0.05, x_{2}(0)=0.03, x_{3}(0)=0.02\right],\left[y_{1}(0)=0.2, y_{2}(0)=\right.$ $\left.0.7, y_{3}(0)=0.06\right]$, and $\delta=1$.
The goal system for synchronization is the Rössler system

$$
\left\{\begin{array}{c}
z_{1}(k+1)=3.8 z_{1}(k)\left(1-z_{1}(k)\right)-0.05\left(z_{3}(k)+0.35\right)  \tag{11}\\
\quad *\left(1-2 z_{2}(k)\right) \\
z_{2}(k+1)=3.78 z_{2}(k)\left(1-z_{2}(k)\right)+0.2 z_{3}(k) \\
z_{3}(k+1)=0.1\left(1-1.9 z_{1}(k)\right)\left[\left(z_{3}(k)+0.35\right)\right. \\
\left.\quad *\left(1-2 z_{2}(k)\right)-1\right]
\end{array}\right.
$$



Fig. 2. the orbits of the error states: (a) the orbit of $e_{1}$; (b) the orbit of $e_{2}$; (c) the orbit of $e_{3}$.


Fig. 3. the two attractors after being synchronized (the dark one is the response system with the controllers, and the other is the drive system).
with the initial valuable $\left[z_{1}(0)=0.1, z_{2}(0)=0.2, z_{3}(0)=\right.$ $-0.5]$.


Fig. 4. the discrete-time hyperchaotic system due to Wang attractor
(I): Let the error states be
$\left\{\begin{array}{l}E_{1}(k)=x_{1}(k)-y_{1}(k) / 2+\frac{1}{32} \tanh \left(x_{1}(k)\right)^{2} \tanh \left(z_{1}(k)\right)^{2}, \\ E_{2}(k)=x_{2}(k)-y_{2}(k) / 2+\frac{1}{32} \tanh \left(x_{2}(k)\right)^{2} \tanh \left(z_{2}(k)\right)^{2}, \\ E_{3}(k)=x_{3}(k)-y_{3}(k) / 2+\frac{1}{32} \tanh \left(x_{3}(k)\right)^{2} \tanh \left(z_{3}(k)\right)^{2},\end{array}\right.$
(12)

Based on the backstepping design method and Lyapunov stability theory, we can get the controllers. Here we omit the concrete process. Finally, with the aid of symbolic computation, from

$$
\begin{gather*}
E_{1}(k)=x_{1}(k)-y_{1}(k) / 2+\frac{1}{32} \tanh \left(x_{1}(k)\right)^{2} \tanh \left(z_{1}(k)\right)^{2}  \tag{13}\\
E_{2}(k)=E_{1}(k+1)-c_{11} E_{1}(k)  \tag{14}\\
E_{3}(k)=E_{2}(k+1)-c_{21} E_{1}(k)-c_{22} E_{2}(k),  \tag{15}\\
E_{3}(k+1)-c_{31} E_{1}(k)-c_{32} E_{2}(k)-c_{33} E_{3}(k)=0, \tag{16}
\end{gather*}
$$

Let the Lyapunov function be $L(k)=\left|E_{1}(k)\right|+d_{1}\left|E_{2}(k)\right|+$ $d_{2}\left|E_{3}(k)\right|, d_{2}>d_{1}>1$. Then from (13), (14), (15) and (16), we obtain the derivative of the Lyapunov function $L(k)$

$$
\begin{aligned}
& \Delta L(k)=L(k+1)-L(k) \\
& \quad \leq\left(d_{2}\left|c_{31}\right|+d_{1}\left|c_{21}\right|+\left|c_{1} 1\right|-1\right)\left|E_{1}(k)\right| \\
& \quad+\left(d_{2}\left|c_{32}\right|+d_{1}\left(\left|c_{22}\right|-1\right)+1\right)\left|E_{2}(k)\right| \\
& \quad+\left(d_{2}\left|c_{33}\right|+d_{1}-d_{2}\right)\left|E_{3}(k)\right|
\end{aligned}
$$

If we set these constants $c_{11}, c_{21}, c_{22}, c_{31}, c_{32}, c_{33}$ satisfy

$$
\begin{aligned}
& d_{1}\left|c_{21}\right|+d_{2}\left|c_{31}\right|+\left|c_{11}\right|<1, \\
& d_{1}\left|c_{22}\right|+d_{2}\left|c_{32}\right|<d_{1}-1, \\
& \left|c_{33}\right|<\frac{d_{2}-d_{1}}{d_{2}},
\end{aligned}
$$

then $\Delta L(k)$ is negative definite which denotes that the resulting close-loop discrete-time system

$$
\left(\begin{array}{l}
E_{1}(k+1) \\
E_{2}(k+1) \\
E_{3}(k+1)
\end{array}\right)=\left(\begin{array}{ccc}
c_{11} & 1 & 0 \\
& & \\
c_{21} & c_{22} & 1 \\
& & \\
c_{31} & c_{32} & c_{33}
\end{array}\right)\left(\begin{array}{c}
E_{1}(k) \\
E_{2}(k) \\
E_{3}(k)
\end{array}\right)
$$

is globally asymptotically stable and $\lim _{k \rightarrow+\infty} E_{i}(k)=0$, that is to say, the discrete-time hyperchaotic system (9) and the Hénon-like map (10) are function projective synchronized.

Then with the aid of symbolic computation, from the above equations (9) and (10) we obtained the controllers

$$
\left\{\begin{align*}
& u_{1}(x, y)= \delta x_{2}(k)-4.6 \delta x_{1}(k) \\
&+2 x_{1}(k)+b y_{2}(k) \\
&+0.0625 \tanh \left(0.5 \delta x_{2}(k)\right. \\
&\left.-2.3 \delta x_{1}(k)+x_{1}(k)\right)^{2} \\
& \tanh \left(-3.8 z_{1}(k)+3.8 z_{1}(k)^{2}\right. \\
&+0.05 z_{3}(k)-0.1 z_{3}(k) z_{2}(k)+0.0175 \\
&\left.-0.035 z_{2}(k)\right)^{2}-2 c_{11} x_{1}(k)+c_{11} y_{1}(k)-0.0625 c_{11} \\
& \tanh \left(x_{1}(k)\right)^{2} \tanh \left(z_{1}(k)\right)^{2}-2 x_{2}(k)+y_{2}(k) \\
&-0.0625 \tanh \left(x_{2}(k)\right)^{2} \tanh \left(z_{2}(k)\right)^{2}, \\
& u_{2}(x, y)= 0.4 \delta x_{3}(k)-3.8 \delta x_{1}(k)+2 x_{2}(k) \\
&-1+a y_{2}(k)^{2}+0.0625 \tanh \left(0.2 \delta x_{3}(k)\right. \\
&\left.-1.9 \delta x_{1}(k)+x_{2}(k)\right)^{2} \tanh \left(3.78 z_{2}(k)\right. \\
&\left.-3.78 z_{2}(k)^{2}+0.2 z_{3}(k)\right)^{2}-2 c_{21} x_{1}(k) \\
&+c_{21} y_{1}(k)-0.0625 c_{21} \tanh \left(x_{1}(k)\right)^{2} \tanh \left(z_{1}(k)\right)^{2} \\
&-2 c_{22} x_{2}(k)+c_{22} y_{2}(k) \\
&-0.0625 c_{22} \tanh \left(x_{2}(k)\right)^{2} \tanh \left(z_{2}(k)\right)^{2} \\
&-2 x_{3}(k)-0.0625 \tanh \left(x_{3}(k)\right)^{2} \tanh \left(z_{3}(k)\right)^{2}, \\
& u_{3}(x, y)= 4 \delta-1.2 \delta x_{2}(k) x_{3}(k)-3.8 \delta x_{3}(k) \\
&+2 x_{3}(k)-b y_{2}(k)-y_{1}(k) \\
&+0.0625 \tanh \left(-2 \delta+0.6 \delta x_{2}(k) x_{3}(k)\right. \\
&\left.+1.9 \delta x_{3}(k)-x_{3}(k)\right)^{2} \\
& \tanh \left(0 . 0 0 0 5 ( - 1 0 + 1 9 z _ { 1 } ( k ) ) \left(-20 z_{3}(k)\right.\right. \\
&\left.\left.+40 z_{3}(k) z_{2}(k)+13+14 z_{2}(k)\right)\right)^{2} \\
&-2 c_{31} x_{1}(k)+c_{31} y_{1}(k)-0.0625 c_{31} \\
& \tanh \left(x_{1}(k)\right)^{2} \tanh \left(z_{1}(k)\right)^{2}-2 c_{32} x_{2}(k) \\
&+c_{32} y_{2}(k)-0.0625 c_{32} \tanh \left(x_{2}(k)\right)^{2} \\
& \tanh \left(z_{2}(k)\right)^{2}-2 c_{33} x_{3}(k)+c_{33} y_{3}(k)  \tag{17}\\
&-0.0625 c_{33} \tanh \left(x_{3}(k)\right)^{2} \tanh \left(z_{3}(k)\right)^{2} .
\end{align*}\right.
$$

In the following we use numerical simulations to verify the effectiveness of the obtained controllers $u(x, y, z)$. Here take $c_{11}=0.3, c_{21}=0.02, c_{22}=0.4, c_{31}=0.05, c_{32}=0.1, c_{33}=$ $-0.2, d_{1}=4, d_{2}=6$, and the initial values of system (9), (10) and (11) respectively. The graphs of the error states are shown in Fig. 5 (a)-(c), and the attractors of the two systems with controllers are displayed in Fig.6.


Fig. 5. the orbits of the error states: (a) the orbit of $e_{1}$; (b) the orbit of $e_{2}$; (c) the orbit of $e_{3}$.


Fig. 6. the two attractors after being synchronized (the dark one is the response system with the controllers, and the other is the drive system).

## II. CONCLUSION

In summary, based on backstepping method and Lyapunov stability theory, a systematic and automatic scheme is devel-
oped investigate the generalized synchronization between the discrete-time drive systems and response systems: between the 3D Rössler discrete-time system and Hénon-like discrete-time system (The goal system for synchronization is a function), as well as between 3D discrete-time hyperchaotic system and Hénon-like map (The goal system for synchronization is the Rössler system) via three scalar controllers. Numerical simulations show the effectiveness of the proposed scheme. Some interesting figures are drown to show the generalized synchronization between different discrete-time system. In addition, the scheme can be also applied to investigate the tracking problem in the discrete-time systems and to generate automatically the scalar controller in computer with the aid of symbolic-numeric computation.
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# Non-Standard Discretization of Fractional Differential Equations 

G. Hussian Erjaee, Modi Alnasr and Shaher Momani


#### Abstract

One would expect a discretized difference equation to exhibit dynamical behavior similar to its differential counterpart. The Mickens non-standard discretization method effectively preserves the dynamical behavior of nonlinear ordinary and partial differential equations. In this article, we apply this method to fractional differential equations and thereby increase the accuracy of the solutions.


Keywords-Fractional differential equations, dynamical systems, limit cycle, nonstandard schemes.

## I. INTRODUCTION

The goal of any discretization process is to produce a difference equation whose dynamics are as close as possible to those of the original differential equation, but this is often difficult, particularly when we are dealing with nonlinear components in a differential equation. Thus the choice of discretization schemes that produce difference equations whose dynamics resemble those of their continuous counterparts poses a major challenge in numerical analysis. Mickens has introduced two such schemes for asymptotically stable systems [1] and Kahan has introduced another for periodic systems [2]. These and some other similar numerical methods for both differential equations and fractional differential equations are widely used, and the resulting difference equations are dynamically consistent with their continuous counterparts [3-8].

We shall apply Mickens' non-standard method to fractional differential equations, which are increasingly used to model problems in a number of research areas including dynamical systems, mechanical systems, signal processing, control, chaos, chaos synchronization, and others. Some of these applications may be found in $[9,10]$ and the refrences therein.

The most important advantage of using fractional differential equations in these and other applications is their non-local property.
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It is well known that the integer order differential operator is a local operator but the fractional order differential operator is non-local. This means that the next state of a system depends not only upon its current state but also upon all of its historical states. This is more realistic and it is one reason why fractional calculus has become more and more popular. On the other hand, the integer order differential operator is indifferent to its history. Because of this, and because of some other significant properties of fractional differential equations, a great deal of effort has been expended over the past decade in attempting to find robust and stable numerical and analytical methods for solving these equations. Numerical and analytical methods have included the finite difference method [11], the Adomian decomposition method [12-14], the variational iteration method [15-17], and the homotopy perturbation method [17, 18]. Among these, variational iteration and Adomian decomposition method are the most transparent because they provide immediate and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to both linear and nonlinear differential equations without linearization or discretization. He [19, 20] has also proposed a new perturbation technique, the homotopy perturbation method, which has been applied to various nonlinear problems and particularly to oscillator equations. For more details, see [21-28] and the refrences therein.
We shall see that the non-standard discretization is another numerical way to solve the fractional differential equations while preserving their crucial non-local property. Specifically, we apply the Mickens non-standard discretization scheme [1] to the Grunwald-Letnikov discretization process for fractional differential equations. We will see in section 3 that for some non-linear fractional differential equations, this leads to faster convergence and more accurate results when compared by standard alternative methods.

## II. GENERALIZING THE MICKENS METHOD OF NON-STANDARD DISCRETIZATION

The forward Euler method is one of the simplest discretization schemes. In this method the derivative term $\frac{d y}{d t}$ is replaced by $\frac{y(t+h)-y(t)}{h}$, where $h$ is the step size. However, in the Mickens schemes this term is replaced by $\frac{y(t+h)-y(t)}{\varphi(h)}$, where $\varphi(h)$ is a continuous function of step
size $h$. In addition to this replacement, if there are nonlinear terms such as $y^{2}(t)$ in the differential equation, these are replaced by $y(t) y(t+h)$ or $y(t-h) y(t)$. In dimensions two and above, nonlinear terms such as $y(t) x(t)$ are either replaced by, $y(t) x(t+h), \quad y(t+h) x(t)$ or left untouched depending upon the context of the differential equation. While we know of no appropriate general method for choosing the function $\varphi(h)$ or for choosing which nonlinear terms are to be replaced, some special techniques may be found in [1] and [29]. Applying this scheme to the first order ODE

$$
\frac{d y}{d t}=f(t, y(t)), \quad y(0)=y_{0}
$$

yields the difference equation

$$
y\left(t_{n+1}\right)=y\left(t_{n}\right)+\varphi(h) F\left(t_{n}, y\left(t_{n}\right), y\left(t_{n+1}\right)\right), \quad y\left(t_{0}\right)=y_{0}
$$

where $F(t, y(t), y(t))=f(t, y(t)), t_{n}=n h, t_{n+1}=(n+1) h$ and $h$ is the step size.

Now we generalize this scheme to fractional differential and integral equations. We begin with the single fractional differential equation

$$
\begin{equation*}
D^{\alpha} y(t)=f(t, y(t)), T \geq t \geq 0 \text { and } y\left(t_{0}\right)=y_{0} \tag{1}
\end{equation*}
$$

where $\alpha>0$ and $D^{\alpha}$ denotes the fractional derivative in the Caputo sense [30], defined by

$$
D^{\alpha} y(t)=J^{n-\alpha} D^{n} y(t)
$$

Here $n-1<\alpha \leq n, n \in N$ and $J^{n}$ is the $n^{\text {th }}$-order RiemannLiouville integral operator defined as

$$
J^{n} y(t)=\frac{1}{\Gamma(n)} \int_{0}^{t}(t-\tau)^{n-1} y(\tau) d \tau
$$

with $t>0$. A limited number of methods have been used to solve the initial value problem (1). We have chosen to use the Grunwald-Letnikov method to enable us to apply Mickens' scheme. This method approximates the one-dimensional fractional derivative as follows [31]:

$$
\begin{equation*}
\left.D^{\alpha} y(t)=\lim _{h \rightarrow 0} h^{-\alpha} \sum_{j=0}^{[t / h]}(-1)^{j}\binom{\alpha}{j} y(t-j h)\right), \tag{2}
\end{equation*}
$$

where $[t]$ denotes the integer part of $t$ and $h$ is the step size. Thus equation (1) is discretized as

$$
\begin{equation*}
\sum_{j=0}^{\left[t_{j} / h\right]} c_{j}^{\alpha} y\left(t_{n-j}\right)=f\left(t_{n}, y\left(t_{n}\right)\right), n=1,2,3, \ldots \tag{3}
\end{equation*}
$$

where $t_{n}=n h$ and $c_{j}^{\alpha}$ are the Grunwald-Letnikov coefficients defined as

$$
c_{j}^{\alpha}=h^{-\alpha}(-1)^{j}\binom{\alpha}{j}, \quad j=0,1,2, \ldots,
$$

or recursively by

$$
\begin{equation*}
c_{0}^{\alpha}=h^{-\alpha} \text { and } c_{j}^{\alpha}=\left(1-\frac{1+\alpha}{j}\right) c_{j-1}^{\alpha}, \quad j=1,2,3, \ldots \tag{4}
\end{equation*}
$$

We will now apply the Mickens discretization scheme to the above results by replacing the step size $h$ by a function of $h, \varphi(h)$, and by changing any nonlinear term to the corresponding one defined above. In the next section we will
present some examples to demonstrate the accuracy and efficiency of our approach.

## III. NUMERICAL RESULTS

Our first example is the fractional order logistic equation

$$
\begin{equation*}
\mathrm{D}^{\alpha} y(t)=y(1-y), \quad 0 \prec \alpha \leq 1, \quad y\left(t_{0}\right)=y_{0} \tag{5}
\end{equation*}
$$

Using the Grunwald-Letnikov discretization method, equation (5) is discretized as

$$
\begin{equation*}
\sum_{j=0}^{\left[t_{n} / h\right]} c_{j}^{\alpha} y\left(t_{n-j}\right)=y\left(t_{n}\right)\left(1-y\left(t_{n}\right)\right), y\left(t_{0}\right)=y_{0} \tag{6}
\end{equation*}
$$

Replacing $h$ by $\varphi(h)$ and $y^{2}\left(t_{n}\right)$ by $y\left(t_{n}\right) y\left(t_{n-1}\right)$ and doing some algebraic manipulation (6) yield
$y\left(t_{n+1}\right)=\left(\alpha+(\varphi(h))^{\alpha}\right) y\left(t_{n}\right)-(\varphi(h))^{\alpha} y\left(t_{n}\right) y\left(t_{n-1}\right)-(\varphi(h))^{\alpha}$
$\sum_{j=2}^{N} c_{j}^{\alpha} y\left(t_{n-j}\right), \quad y\left(t_{0}\right)=y_{0}$,
where $c_{j}^{\alpha}$ is defined in equation (4). Now we must choose a reasonable $\varphi(h)$. First, it is easy to see that the exact solution of (5) for $\alpha=1$ is $y(t)=\frac{e^{t} y_{0}}{1+\left(e^{t}-1\right) y_{0}}$. Also, using the Euler discretization method, we have $\frac{y(t)-y\left(t_{0}\right)}{h}=y(t)\left(1-y\left(t_{0}\right)\right)$, so if we replace $h$ by $\varphi(h)=e^{h}-1$, we get the same solution as in the exact case. Therefore it is reasonable to choose $\varphi(h)=e^{h}-1$ in (7). We have used the recursive formula (7) to solve the logistic fractional differential equation for various values of $\alpha$ and the results are illustrated in Figure 1-b. As expected, all of the solutions for different initial values and $\alpha=1$ converge to the stable fixed point of the equation, $\bar{y}=1$. This convergence is faster than the convergence under the standard Grunwald-Letnikov method (see Figure 1-a). We also compare the convergence of solutions for different values of $\alpha \in(0,1]$ using the standard Grunwald-Letnikov method (Figure 1-a) and using the Mickens non-standard method (Figure 1-b).
For our second example we have chosen the Brusselator system of fractional differential equations. As discussed elsewhere $[32,33]$ the integer differential order of this system has extensive dynamics. Indeed, the periodic solutions of this system are very sensitive to the parameters in the system. The fractional order of this system is stated as

$$
\left\{\begin{array}{l}
\mathrm{D}^{\alpha_{1}} y_{1}(t)=a-(\mu+1) y_{1}+y_{1}^{2} y_{2}  \tag{8}\\
\mathrm{D}^{\alpha_{2}} y_{2}(t)=\mu y_{1}-y_{1}^{2} y_{2},
\end{array}\right.
$$

where $\alpha_{i} \in(0,1]$ for $i=1,2$. It is well known that this system has a unique limit cycle for $\alpha_{1}=\alpha_{2}=1$ and $\mu>2 a+1$. Furthermore, this limit cycle is stable whenever $2(a-1)<\mu \leq 2 a+1$. Here, to compare our results with those found in [33], we fix $a=1$ and $\mu=4$. It was shown in [33] that 0.97 is an upper bound on the so-called efficient dimension $\alpha=\alpha_{1}+\alpha_{2}$ on which the limit cycle exists.



Fig. 1. Different solutions of the Logistic fractional differential equations. In both figures Series 1 to 5 (from top to bottom) shows the solutions for $\alpha$ equal to $1.0,0.8,0.6,0.4$ and 0.2 , respectively. (a) shows the results found by standard Grunwald-Letnikov method and (b) shows the results, with faster convergence, found by nonstandard Grunwald-Letnikov.

Now we will show that this upper bound is reduced to 0.85 by utilizing the non-standard discretization method. First, by applying the Grunwald-Letnikov method and replacing $y_{1}^{2}\left(t_{n-1}\right)$ by $y_{1}\left(t_{n-2}\right) y_{1}\left(t_{n-1}\right)$, system (8) is discretized as

$$
\left\{\begin{aligned}
y_{1}\left(t_{n}\right) & =\varphi_{1}(h)^{\alpha_{1}}\left[a-(\mu+1) y_{1}\left(t_{n-1}\right)+y_{1}\left(t_{n-2}\right) y_{1}\left(t_{n-1}\right) y_{2}\left(t_{n-1}\right)\right. \\
& \quad-\sum_{j=1}^{N}\left(1-\frac{1+\alpha_{1}}{j}\right) y_{1}\left(t_{m-j}\right) \\
y_{2}\left(t_{n}\right) & =\varphi_{2}(h)^{\alpha_{2}}\left[\mu y_{1}\left(t_{n-1}\right)-y_{1}\left(t_{n-2}\right) y_{1}\left(t_{n-1}\right) y_{2}\left(t_{n-1}\right)\right. \\
& \quad-\sum_{j=1}^{N}\left(1-\frac{1+\alpha_{2}}{j}\right) y_{2}\left(t_{m-j}\right)
\end{aligned}\right.
$$

Note that there are some other similar terms such as $y_{1}\left(t_{n}\right) y_{1}\left(t_{n-1}\right) y_{2}\left(t_{n-1}\right)$ for replacing the non-linear term $y_{1}^{2} y_{2}$ in (8), but this makes no different in finding $y\left(t_{n}\right)$ or $y\left(t_{n+1}\right)$ recursively.

Following our previous example, we choose $\varphi_{1}(h)=e^{h}-1$ and $\varphi_{2}(h)=1-e^{-h}$. Also, to be consistent with the conditions in [33], we choose $y_{1}\left(t_{0}\right)=0.2$ and $y_{2}\left(t_{0}\right)=0.03$ as our initial conditions with $h=0.025$. Moreover, in searching for a lower bound on the efficient dimension $\alpha=\alpha_{1}+\alpha_{2}$ for which the limit cycle exits, we use the same algorithm as Wang and Li. That is, we first fix $\alpha_{1}$ and change $\alpha_{2}$ by multiples of 0.1 or 0.01 up to the point that the
limit cycle of the system (8) exists. Then we fix $\alpha_{2}$ and change $\alpha_{1}$ in the same manner. Our numerical results show the rapid convergence for various values of $\alpha_{1}$ and $\alpha_{2}$ in $(0,1]$. As we see in Figure 2 for $\alpha_{1}=\alpha_{2}=1$, the results found by our method and the ones found by the standard Grunwald-Letnikov method, using the dynamical system software Phaser [34], are in complete agreement. To find the limit cycle for smaller values of $\alpha_{i}$, such as $\alpha_{1}=0.56$ and $\alpha_{2}=0.48$, we need more iterations. Indeed, for such smaller values we choose $N=5000$ to obtain reasonable convergence. Finally, as mentioned above, we decrease the possible smallest efficient dimension on which the limit cycle exists from 0.97 , found by Wang and Li [33], to $\alpha=0.45+0.40=0.85$. The limit cycle for this case is illustrated in Figure 2.

## IV. CONSEQUENCES

Obviously, a central issue in the numerical integration of any differential equation is determining a reasonable method of discretizing the equation. This issue is complicated in the case of fractional differential equations due to the existence of long series of computations. As we have seen in this article, using the Mickens non-standard discretization method can improve the accuracy of computation, particularly when the fractional differential equation is nonlinear. This method can be used for either individual or systems of fractional differential equations. In particular, by applying this method to the Brusselator system of fractional differential equations, we reduced the efficient dimension for the existence of the limit cycle to 0.85 . Finally, we observe that we can use the Mickens non-standard discretization method in conjunction with not just the Grunwald-Letnikov method, but also with any other discretizing process for fractional differential equations.





Fig. 2. Limit cycle for the Brusselator fractional differential equations using the nonstandard Grunwald-Letnikov method. The values of $\left(\alpha_{1}, \alpha_{2}\right)$ are (1.0, 1.0), $(0.56,0.48),(0.50,0.40)$ and $(0.45,0.40)$, respectively in figures (a)-(d). In all these figures the initial value is $\left(y_{1}, y_{2}\right)=(0.02,0.03)$ with $h=0.025$, and just 1000 of the last iterations are illustrated.
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# Complexified Dynamical Systems from Real Fractional ActionLike With Time-Dependent Fractional Exponent on Multi-Fractals Sets 

EL-NABULSI Ahmad Rami*

Abstract-Fractional actionlike variational approach with time-dependent dynamical fractional dimensions on multifractal sets of time and space is constructed. Fractional Euler-Lagrange equations are derived and discussed in some details. The case of harmonic oscillators with time-dependent mass and time-dependent frequency is explored and many interesting consequences are revealed, in particular the emergence of complexified dynamical systems from the real fractional action. ${ }^{1}$

Index Terms-fractional action-like variational approach, multifractal sets, fractional Euler-Lagrange equations, complexified harmonic oscillators

## I. INTRODUCTION

Fractional Calculus (FC) is a particular field of applied mathematics which dates back to the late part of seventeenth century and grows out of the conventional definitions of the calculus integral and derivative operators in much the similar way fractional exponents is a consequence of exponents with integer value. It is defined as a generalization of differentiation and integration to an arbitrary order with a broad range of applications in different research areas. It plays a vital role in the understanding of complex classical and quantum (conservative and dissipative) dynamical systems with holonomic as well as with nonholonomic constraints. Physicists and mathematicians have begun to investigate the territory of applications of fractional calculus with ever new developments speedily taking place in the field of statistical and nonlinear physics including hydrology (identification of the instantaneous unit hydrograph), seismic exploration (viscoelasticity), heat conduction and diffusion (super and subdiffusion with growth rate or shape of the particle distribution different than Gaussian), polymer physics, biophysics and thermodynamics, Brownian random walks with memory, modeling dispersion and turbulence, oscillating vortex chain, automatic control theory, transfer equation in a medium with fractal geometry, stochasting modeling for ultraslow diffusion, kinetic theories, far-from equilibrium statistical models manifesting scale invariance and scaling processes, dispersive transport in amorphous semiconductors, glasses, liquid crystals, biopolymers, proteins, biosystems, ecosystems, finance and economics, non-local correlations and extensive symmetry breaking, plasma physics, modeling mechanical and electrical properties of real materials, description of rheological properties of rocks, dynamics in complex media, wave propagation in complex and porous media, astrophysics, cosmology, quantum field theory, potential theory, financial time series, signal processing, fluctuations in solids, telecommunications, generation of artificial landscapes,, reservoir engineering (poroelasticity), environmental geophysics (modeling of ground-penetrating radar), geophysical fluid dynamics (parameterization of turbulence in
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meteorology and oceanography), to ecology and climatology (relationship between forests and greenhouse gases) and so on [ $1,2,3,4,5]$. We refer the reader interested on fractional theory to the comprehensive book [2]. The FC is very rich and abundant applications and physical materializations have been found. However, these applications and the mathematical settings surrounding fractional calculus are far from ironic. While the physical significance is tricky to grasp, the fractional definitions themselves are no more rigorous than those of their integer order counterparts. The fractional derivatives and integrals portray more precisely the non-trivial behavior of complex physical systems whose dynamics are distant from equilibrium, i.e. dealing with fractional derivatives is not more complex than with usual differential operators. Dynamical equations in fractional derivatives describe normally the evolution of physical systems with loss, the fractional exponent of the derivative being a measure of the fraction of the states of the dynamical system that are preserved during the evolution time. Moreover, a growing body of empirical evidence supports the importance of fractional integral in quantum dynamics where important data series might be fractionally integrated. The definition of the fractional order derivative and integral are not unique where several definitions exist ranging from Grunwald-Letnikov fractional derivative, Caputo, Weyl, Feller, Erdelyi-Kober, Riesz fractional derivatives, etc., but the Riemann-Liouville (RL) and Caputo operators are still the most frequently used and have been popularized when fractional integration is performed.

The Fractional Calculus of Variations (FCV) based on fractional calculus was proved lately to be a practical device for description of physics beyond the standard model with holonomic as well as with nonholonomic constraints. Diverse forms of fractional Euler-Lagrange equations were obtained in literature depending on the action and type of fractional derivative used [6]. The main trouble with nearly all of these approaches is the presence of non-local fractional differential operators and the adjoint of a fractional differential operator used to describe the dynamics is not the negative of itself. Further, the derived fractional Euler-Lagrange equations depend on left and right fractional derivatives, even when the dynamics depend only on one of them. Other complicated problems occur during the mathematical manipulations as the manifestation of a very complicated Leibniz rule (the derivative of product of functions) and the absence of any fractional analogue of the chain rule. One successful method to model non-conservative field theories was proposed by the author in 2005 and is entitled the Fractional Action-Like Variational Approach (FALVA) and is based on the notion of left Riemann-Liouville fractional integral functionals with one parameter $\alpha$ but not on fractional-order derivatives of the same order $[7,8]$. The derived fractional Euler-Lagrange equations are analogous to the standard one but with the company of fractional external force acting on the physical system. Many encouraging results were obtained and discussed ranging from classical dynamics to quantum field theories and high energy
physics. It is note-worthy that the formulation of the fractional problems of the COV still needs more amplification as the problem is strongly linked to the fractional quantization process and to the presence of non-local fractional differential operators. Our main aim in the present work is to extend the FALVA in order to describe the dynamic characteristics of Lagrangian systems defined on multifractal time and space sets, in particular when the fractional dimensions of time and space are dynamical, e.g. $d_{i}=1+\varepsilon\left(\vec{x}_{i}\right)$. This notion is based on the ideas of the fractal geometry of nature and is expected to work on a small multifractal intervals set $S_{i}$ which is build from multifractal subsets $S\left(\vec{x}_{i}\right)$ [9,10]. It is moreover connected to the generalization of the Riemann-Liouville fractional derivatives. Each of them consists in fact of a continuous, but not differentiable bounded set of small elements. Furthermore, both time and space are considered as the only material fields existing in the Universe and hence generating all other physical fields. In this work, we suppose that the fractal dimensions are slightly differs from unity, i.e. $|\varepsilon| \ll 1$ and hence valid for small densities of Lagrangians in points $\vec{x}_{i}$. The function $d_{i}=d\left(\vec{x}_{i}\right)$ is expected to be continuous and describes the fractional dimensions. The method and the theory are developed to describe dynamics of functions defined on multifractal sets of time and space with fractional dimensions and many interesting and appealing consequences are revealed [11-22]. It is remarkable that fractional calculus is based on rational numbers while fractals are irrational in general. As naturally rational numbers are just a special case, fractals and fractal spacetime came first. Historically it is also that way. It is striking that in fact, fractals in quantum mechanics are equally legitimate as in the classical theory.

The paper is organized as follows: In Sec. II, we construct the fractional Euler-Lagrange equations for the fractional action-like variational appraoch with time-dependent fractional dimension. In Sec. III, we discuss the real and complexified cases of harmonic oscillators. The paper concludes in Sec. IV with a brief summary of main results and future challenge and perspectives. We follow the rationale of [13] where it is assumed that at least one stationary point for the fractional functional exists. We introduce the main notations, conventions and assumptions that underlie the remainder of the present work 1. In the notation $t \rightarrow f(t), t$ is a dummy variable.
2. Exactly, the same function can be written, for example $(\dot{q}, q, \tau) \rightarrow f(\dot{q}, q, \tau) ; \dot{q}, q, \tau$ are here dummy variables.
3. For $(\dot{q}, q, \tau) \rightarrow f(\dot{q}, q, \tau)$, the partial derivative of $f$ with respect to the first argument is denoted by $\partial L / \partial \dot{q}$.
4. Following our previous work, we use in this paper the left fractional Riemann-Liouville integral which is the most widely used definition of an integral of fractional order is via an integral transform defined as

$$
{ }_{a} I_{t}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{t_{0}}^{t} f(\tau)(t-\tau)^{\alpha-1} d \tau, 0<\alpha<1
$$

5. No fractional-order derivatives will be introduced.

## II-FRACTIONAL EULER-LAGRANGE EQUATIONS WITH TIME-DEPENDENT FRACTIONAL DIMENSIONS

In order to build the theory, it is needed to characterize the functionals determined on the functions, given on a multifractal sets. For this, we suggest the following problem [7,8]:

Problem II-1: Find the stationary points of the integral functional on multifractal time and space sets

$$
\begin{align*}
& S_{L}[q]=\int_{t_{0}}^{t} L(\dot{q}(\tau), q(\tau), \tau) \frac{(t-\tau)^{\alpha(\tau)-1}}{\Gamma(\alpha(\tau))} d \tau=\int_{t_{0}}^{t} L(\dot{q}(\tau), q(\tau), \tau) \frac{\alpha(\tau)(t-\tau)^{\alpha(\tau)-1}}{\Gamma(1+\alpha(\tau))} d \tau \\
& \approx \int_{t_{0}}^{t} L(\dot{q}(\tau), q(\tau), \tau) \alpha(\tau)(t-\tau)^{\alpha(\tau)-1} d \tau \tag{1}
\end{align*}
$$

under the initial condition $q(a)=q_{a}$.
Here $\dot{q}=d q / d \tau, \Gamma(\alpha(\tau))$ is the Euler gamma function defined by $\Gamma(\alpha(\tau))=\int_{0}^{\infty} \tau^{\alpha(\tau)-1} \exp (-\tau) d \tau$,
$\tau$ is the intrinsic time and $t$ is the observer time, $t \neq \tau$. $n=\left\{\alpha_{i}\right\}+1$ and $\left\{\alpha_{i}\right\}$ is the integer part of $\alpha_{i}$ with $\alpha_{i} \geq 0$ for $n-1 \leq \alpha_{i}<n$ and $n=0$ for $\alpha_{i}<0$. The smooth Lagrangian function

$$
L:[a, b] \times \square^{n} \times \square^{n} \rightarrow \square
$$

is a $C^{2}$-function with respect to all its arguments. It is noteworthy that time-dependent fractional dimension plays a leading role in different branches of dynamical systems including self-affine time-sequential data [23], blast furnace iron making process and so on [24].

Remark II-1: In equation (1), we recognized the Riemann-Liouville operator of fractional integration in Lebesgue integrable space:

$$
\begin{align*}
{ }_{a} I_{t}^{\alpha} f(t)= & \frac{1}{\Gamma(\alpha)} \int_{a}^{t} f(\tau)(t-\tau)^{\alpha-1} d \tau, \mathfrak{R}(\alpha)>0,  \tag{2}\\
& =\frac{d^{n}}{d t^{n}}{ }_{a} I_{t}^{\alpha+n} f(t),-n<\mathfrak{R}(\alpha) \leq 0, n \in \square . \tag{3}
\end{align*}
$$

Since we have defined fractional differentiation through integration, fractional derivatives are no longer local operations. They are defined over an interval. This may be why Leibnitz believed it was a paradox since his aspiration is to obtain a unique and local derivative. Moreover, because the Euler-Gamma function is defined for all $C \backslash\{0,-1, \ldots\}$, we can still define fractional calculus of complex order, however, in this particular case the power function requires a branch cut typically chosen to be a ray originating from $a$ and passing through the origin. Furthermore, due to the fact that the absolute continuity is known to be a sufficient condition to fractional integration, the space of functions chosen above corresponds to the absolutely continuous functions.

Remark II-2: The fractional operators are in reality global (non-locals) operators and limits in the sense of ultra-long time. For that main reason, dynamical systems with fractional order are non-conservatives and hence fractional calculus of variations is extensively used for describing intermediate physical processes and critical phenomena in non-equilibrium complex non-linear systems.

Theorem II-1: If $q(\square)$ are solutions to the previous problem, i.e. $q(\square)$ are critical points of the function (1), then $q(\square$ satisfy the following fractional Euler-Lagrange equation:

$$
\begin{gather*}
\frac{d}{d \tau}\left(\frac{\partial L(\dot{q}(\tau), q(\tau), \tau)}{\partial \dot{q}_{k}}\right)+\left[\frac{d \alpha(\tau)}{d \tau} \ln (t-\tau)+\frac{\alpha(\tau)-n}{\tau-t}\right. \\
\left.-\frac{1}{\Gamma(\alpha(\tau))} \frac{d}{d \tau} \Gamma(\alpha(\tau))\right] \frac{\partial L(\dot{q}(\tau), q(\tau), \tau)}{\partial \dot{q}_{k}}-\frac{\partial L(\dot{q}(\tau), q(\tau), \tau)}{\partial q_{k}}=0 . \tag{4}
\end{gather*}
$$

Proof: We let $q_{k}^{0}(\tau)$ be the minimum solution and write $q_{k}=q_{k}^{0}+\sigma_{k}$ where $\sigma_{k}(\tau)$ describes the deviation of $q_{k}(\tau)$ from the minimum path $q_{k}^{0}(\tau)$. Now insert into equation (2) gives:

$$
S_{L}[q]=\int_{t_{0}}^{t} L\left(\dot{q}_{k}^{0}(\tau)+\dot{\sigma}_{k}(\tau), q_{k}^{0}(\tau)+\sigma_{k}(\tau), \tau\right) \frac{(t-\tau)^{\alpha(\tau)-n}}{\Gamma(\alpha(\tau))} d \tau
$$

Performing Taylor expansions to first order in $\dot{\sigma}_{k}(\tau)$ and $\sigma_{k}(\tau)$, yields:

$$
S_{L}[q]=\int_{t_{0}}^{t}\left\{L\left(\dot{q}_{k}^{0}(\tau), q_{k}^{0}(\tau), \tau\right)+\frac{\partial L}{\partial \dot{q}_{k}} \dot{\sigma}_{k}(\tau)+\frac{\partial L}{\partial q_{k}} \sigma_{k}(\tau)\right\} \frac{(t-\tau)^{\alpha(\tau)-n}}{\Gamma(\alpha(\tau))} d \tau
$$

After integrating easily the term in $\sigma(\tau)$ by parts, we obtain easily:

$$
\begin{gathered}
S_{L}[q]=\int_{t_{0}}^{t}\left(\dot{q}_{k}^{0}(\tau), q_{k}^{0}(\tau), \tau\right) \frac{(t-\tau)^{\alpha(\tau)-n}}{\Gamma(\alpha(\tau))} d \tau \\
-\int_{t_{0}}^{t} \sigma(\tau)\left[\frac{(t-\tau)^{\alpha(\tau)-n}}{\Gamma(\alpha(\tau))} \frac{d}{d \tau}\left(\frac{\partial L}{\partial \dot{q}_{k}}\right)+(t-\tau)^{\alpha(\tau)-n} \frac{d}{d \tau}\left(\frac{1}{\Gamma(\alpha(\tau))}\right) \frac{\partial L}{\partial \dot{q}_{k}}\right. \\
\left.\left.+\frac{1}{\Gamma(\alpha(\tau))}\left[\frac{d \alpha}{d \tau} \ln (t-\tau)+\frac{\alpha(\tau)-n}{\tau-t}\right](t-\tau)^{\alpha(\tau)-n}\right] \frac{\partial L}{\partial \dot{q}_{k}}-\frac{\partial L}{\partial q_{k}} \frac{(t-\tau)^{\alpha(\tau)-n}}{\Gamma(\alpha(\tau))}\right] d \tau
\end{gathered}
$$

from which we get the required results.
Remark II-3: We may substitute into equation (4) the third term inside the bracket by the digamma function which is defined as the logarithmic derivative of the gamma function as [25]:

$$
\begin{equation*}
\frac{1}{\Gamma(\alpha(\tau))} \frac{d}{d \tau} \Gamma(\alpha(\tau))=\frac{d}{d \tau} \ln \Gamma(\alpha(\tau))=\psi(\tau) \tag{5}
\end{equation*}
$$

which it is the first of the polygamma functions and has the integral representation:

$$
\begin{equation*}
\psi(\tau)=-\gamma-\frac{1}{\tau}+\tau \sum_{k=1}^{\infty} \frac{1}{k(\tau+k)} . \tag{6}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni constant defined by:

$$
\begin{equation*}
\gamma=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\log n\right) \approx 0.57721566490153286 \ldots . \tag{7}
\end{equation*}
$$

Corollary II-1: The fractional Euler-Lagrange equation in terms of the polygamma function is written as follows:

$$
\begin{gather*}
\frac{\partial L(\dot{q}(\tau), q(\tau), \tau)}{\partial q_{k}}-\frac{d}{d \tau}\left(\frac{\partial L(\dot{q}(\tau), q(\tau), \tau)}{\partial \dot{q}_{k}}\right) \\
=\left[\frac{d \alpha(\tau)}{d \tau} \ln (t-\tau)+\frac{\alpha(\tau)-n}{\tau-t}-\psi(\tau)\right] \frac{\partial L(\dot{q}(\tau), q(\tau), \tau)}{\partial \dot{q}_{k}} \square F_{i}^{G e n} . \tag{8}
\end{gather*}
$$

Here $F_{i}^{G e n}$ is the extended modified frictional force which is a common type of non conservative force. It is note-worthy that for $\alpha(\tau)=\alpha=$ constant and $\alpha=n=1$, equation (8) reduces to the standard Euler-Lagrange equation.

Remark II-4: For a one-degree of freedom non-conservative dynamical system described by the Lagrangian

$$
L(\dot{q}(\tau), q(\tau), \tau)=\frac{1}{2} \dot{q}^{2}(\tau)-V(q(\tau))
$$

the equation of motion is clearly given by:

$$
\begin{equation*}
\ddot{q}(\tau)+\left[\frac{d \alpha(\tau)}{d \tau} \ln (t-\tau)+\frac{\alpha(\tau)-n}{\tau-t}-\psi(\tau)\right] \dot{q}(\tau)=-\frac{\partial V}{\partial q} . \tag{9}
\end{equation*}
$$

## III-FROM REAL TO COMPLEXIFIED HARMONIC <br> OSCILLATORS

In order to exemplify, we discuss the harmonic oscillator case. In fact, for the case of a harmonic oscillator with quadratic Lagrangian with time-dependent mass and time-dependent frequency, i.e.

$$
L(\dot{q}(\tau), q(\tau), \tau)=\frac{1}{2} m(\tau) \dot{q}^{2}-\frac{1}{2} m(\tau) \omega^{2}(\tau) q^{2}
$$

equation (8) is reduced to:

$$
\begin{equation*}
\ddot{q}(\tau)+\left[\frac{d \alpha(\tau)}{d \tau} \ln (t-\tau)+\frac{\alpha(\tau)-n}{\tau-t}-\psi(\tau)+\frac{1}{m} \frac{d m}{d \tau}\right] \dot{q}(\tau)+\omega^{2} q(\tau)=0 \tag{10}
\end{equation*}
$$

which may be rewritten like:

$$
\begin{equation*}
\ddot{q}(\tau)+\left[\frac{d}{d \tau}\left(\ln (t-\tau)^{\alpha(\tau)-n} m(\tau)\right)-\psi(\tau)\right] \dot{q}(\tau)+\omega^{2} q(\tau)=0 . \tag{11}
\end{equation*}
$$

If for instance $m(\tau) \propto\left[\ln (t-\tau)^{\alpha(\tau)-n}\right]^{-1} \int \psi(\tau) d \tau$, equation (11) is reduced to:

$$
\begin{equation*}
\ddot{q}(\tau)+\omega^{2}(\tau) q(\tau)=0 \tag{12}
\end{equation*}
$$

It is interesting to have a harmonic oscillator with time-dependent mass $m(\tau)$ function of the dynamical fractional dimension. It is noteworthy that if for instance $t<\tau$, we may substitute the logarithmic term inside equation (11) by

$$
\ln (t-\tau)=\ln (-T)=\ln i^{2} T=i \pi+\ln T
$$

( $T=\tau-t>0$ and $i=\sqrt{-1}$ ) and therefore equation (11) takes the particular form:

$$
\ddot{q}(\tau)+\left[\frac{d}{d \tau}\left((i \pi+\ln T)^{\alpha(\tau)-n} m(\tau)\right)-\psi(\tau)\right] \dot{q}(\tau)+\omega^{2} q(\tau)=0,(13)
$$

with $\dot{q}(T)=d q / d T$ and consequently for

$$
m(\tau)=(i \pi+\ln T)^{n-\alpha(\tau)} \ln \Gamma(\alpha(\tau))
$$

equation (12) holds. This mass is complexified in the sense that one can rewrite it in the form:

$$
\begin{equation*}
m(\tau)=\ln T^{n-\alpha(\tau)} \ln \Gamma(\alpha(\tau))+i \pi \ln \Gamma(\alpha(\tau)) . \tag{14}
\end{equation*}
$$

It is as well appealing to have a complexified harmonic oscillator mass emerging from a non-complexified action. This fact could have motivating consequences in high energy physics and gauge field theories [26]. If in contrast $m(\tau) \propto \ln (t-\tau)^{n-\alpha(\tau)}$, then equation (11) is reduced to:

$$
\begin{equation*}
\ddot{q}(\tau)+2 \frac{\dot{\eta}}{\eta} \dot{q}(\tau)+\omega^{2} q(\tau)=0, \tag{15}
\end{equation*}
$$

where $\eta^{-2}(\tau) \propto \Gamma(\alpha(\tau))$. The term $\eta(\tau)$ may be identified to the square-root of an effective mass $M(\tau)$, i.e. $\eta(\tau)=\sqrt{M(\tau)}$.
Hence $M(\tau)=\eta^{2}(\tau)=\Gamma^{-1}(\alpha(\tau))$. It is an easy exercise to prove that the solution is given by [19,27]:

$$
\begin{equation*}
x(\tau)=\rho(\tau)[A \cos (\beta(\tau))+B \sin (\beta(\tau))] \tag{16}
\end{equation*}
$$

where $\rho(\tau)=\chi(\tau) / \eta(\tau)$ and $\beta(\tau)$ refers to the phase and amplitude of the oscillators and $(A, B)$ are constants which can be determined by imposing the conditions $x\left(\tau^{\prime}\right)=x^{\prime}$ and $x\left(\tau^{\prime \prime}\right)=x^{\prime \prime}$, then:

$$
\begin{gather*}
\eta\left(\ddot{\chi}-\chi \dot{\beta}^{2}\right)+\chi\left(\omega^{2}(\tau) \eta-\ddot{\eta}\right)=0,  \tag{17}\\
\ddot{\beta}+\frac{2 \dot{\chi} \dot{\beta}}{\chi}=0 . \tag{18}
\end{gather*}
$$

It is noteworthy that the wave function for a harmonic oscillator with time-dependent mass $m=m(\tau)$ and frequency $\omega=\omega(\tau)$ described by the fractional Euler-Lagrange equations is given by [28]:

$$
\begin{gather*}
\psi_{n}(x, \tau)=\sqrt{\frac{1}{2^{n} n!} \sqrt{\frac{m(\tau) \dot{\beta}(\tau)}{\pi \hbar}}} \exp \left(-i\left(n+\frac{1}{2}\right) \beta(\tau)\right) \\
\times \exp \left(\frac{i m((\tau))}{2 \hbar}\left\{\frac{\dot{\chi}(\tau)}{\chi(\tau)}-\frac{\dot{\eta}(\tau)}{\eta(\tau)}+i \dot{\beta}(\tau)\right\} x^{2}\right) \times H_{n}\left(\sqrt{\frac{m(\tau) \dot{\beta}(\tau)}{\hbar}} x\right) .( \tag{19}
\end{gather*}
$$

$H_{n}$ being the Hankel function. The fractional evolution of strongly pulsating mass and quantum damped harmonic oscillator as well as their stationary states could then be deduced from our fractional action-like variational approach.

Remark III-1: In fact, using the substitution $\bar{q}(\tau)=q(\tau) \eta(\tau)$ with $\eta(\tau)=\sqrt{M(\tau)}=\Gamma^{-1 / 2}(\alpha(\tau))$, equation (15) takes the form:

$$
\begin{equation*}
\ddot{\bar{q}}(\tau)+\left[\omega^{2}+\frac{1}{4}\left(\frac{\dot{M}(\tau)}{M(\tau)}\right)^{2}-\frac{1}{2} \frac{\ddot{M}(\tau)}{M(\tau)}\right] \bar{q}(\tau)=0 \tag{20}
\end{equation*}
$$

which can be rewritten in the form:

$$
\begin{equation*}
\ddot{\ddot{q}}(\tau)+\left[\omega^{2}+\frac{1}{4} \Gamma^{2}(\alpha(\tau))\left(\frac{d}{d \tau} \frac{1}{\Gamma(\alpha(\tau))}\right)^{2}-\frac{1}{2} \Gamma(\alpha(\tau)) \frac{d^{2}}{d \tau^{2}}\left(\frac{1}{\Gamma(\alpha(\tau))}\right)\right] \bar{q}(\tau)=0 . \tag{21}
\end{equation*}
$$

Hence we have a particular harmonic oscillator with a time-dependent frequency $\Omega(\tau)$ identified to:

$$
\begin{gather*}
\Omega^{2}(\tau) \equiv \omega^{2}+\frac{1}{4}\left(\frac{\dot{M}(\tau)}{M(\tau)}\right)^{2}-\frac{1}{2} \frac{\ddot{M}(\tau)}{M(\tau)} \\
=\omega^{2}+\frac{1}{4} \Gamma^{2}(\alpha(\tau))\left(\frac{d}{d \tau} \frac{1}{\Gamma(\alpha(\tau))}\right)^{2}-\frac{1}{2} \Gamma(\alpha(\tau)) \frac{d^{2}}{d \tau^{2}}\left(\frac{1}{\Gamma(\alpha(\tau))}\right) . \tag{22}
\end{gather*}
$$

The general solution is given by $[19,27]$

$$
\begin{equation*}
\bar{q}(\tau)=A(\tau)[C \cos (\sigma(\tau)+D \sin (\sigma(\tau))] \tag{23}
\end{equation*}
$$

$C$ and $D$ are constants which may be determined by using two conditions on the classical trajectory and where the amplitude $A(\tau)$ and the phase $\sigma(\tau)$ satisfy equations

$$
\begin{gather*}
A^{3}(\tau) \ddot{A}(\tau)+\omega^{2}(\tau) A^{4}(\tau)=E^{2}  \tag{24}\\
\dot{\sigma}(\tau) A^{2}(\tau)=E \tag{25}
\end{gather*}
$$

$0<E \in \square$ and can be taken equal to one.
Accordingly, we have a fractional description of a harmonic oscillator with time-dependent mass and time-dependent frequency exhibiting diverse types of behavior and which may be practical in quantum dynamical systems. Generally the quantum-mechanical behavior of various damped harmonic oscillators is done making use of the path-integral method and second quantization methods. The fractional approach elaborated here offers a novel approach.

More exemplification could be done if we consider merely a simple pendulum of length $l$ attached to the circumference of a body of small radius and mass $M$ assumed to be timedependent. The linear kinetic energy is $K(\theta)=\frac{1}{2} M(\tau) l^{2} \dot{\theta}^{2}$ and the potential energy for small oscillations is $V(\theta)=\frac{1}{2} M(\tau) g l \theta^{2}$. Here $\theta$ is the angular coordinate. The Lagrangian of the dynamical system is then given by $L=K-V$. As a result, equation (8) yields the following non-linear differential equation:

$$
\begin{equation*}
\ddot{\theta}(\tau)+\left(\frac{d \alpha(\tau)}{d \tau} \ln (t-\tau)+\frac{\alpha(\tau)-n}{\tau-t}-\psi(\tau)\right) \dot{\theta}(\tau)+\omega^{2} \theta(\tau)=0 \tag{25}
\end{equation*}
$$

which for $\alpha(\tau)=n-\ln (t-\tau)$, takes the special form:

$$
\begin{equation*}
\ddot{\theta}(\tau)-\psi(\tau) \dot{\theta}(\tau)+\omega^{2} \theta(\tau)=0 \tag{26}
\end{equation*}
$$

where time-derivative is done with respect to $\tau, \omega^{2}=g / l$ and $g$ being the gravity constant. Equation (25) may be identified to equation (15) if for instance $\eta^{2}(\tau)=\Gamma^{-1}(\alpha(\tau))$.
The term $\eta(\tau)$ may be identified here to the square-root of an effective complexified mass $\tilde{M}(\tau)$, i.e. $\eta(\tau)=\sqrt{-\tilde{M}(\tau)}$. Hence $M(\tau)=-\eta^{2}(\tau)=-\Gamma^{-1}(\alpha(\tau))$.

Remark III-2: Making use of the substitution $\ln (t-\tau)=i \pi+\ln T$, we may rewrite equation (8) like:

$$
\begin{gather*}
\frac{\partial L(\dot{q}(T), q(T), T)}{\partial q_{k}}-\frac{d}{d T}\left(\frac{\partial L(\dot{q}(T), q(T), T)}{\partial \dot{q}_{k}}\right) \\
=\left[(i \pi+\ln T) \frac{d \alpha(T)}{d T}+\frac{\alpha(T)-n+1}{T}+\gamma-T \sum_{k=1}^{\infty} \frac{1}{k(T+k)}\right] \frac{\partial L(\dot{q}(T), q(T), T)}{\partial \dot{q}_{k}} . \tag{27}
\end{gather*}
$$

The presence of the complex number inside equation (26) motivates us to propose the following conjecture: "In fact, we may start with a real Lagrangian system with N-degrees of freedom and a Lagrangian depending analytically on the dynamical variables, then complexified the system and
subsequently reconsidered as a Lagrangian system with 2 N real degrees of freedom".

For this, we make the dependent variable complex and write $q(\tau)=q_{1}(\tau)+i q_{2}(\tau)$. Naturally, under complexification, the potential becomes complex, i.e. $V\left(q_{1}, q_{2}\right)=V_{1}\left(q_{1}, q_{2}\right)+i V_{2}\left(q_{1}, q_{2}\right)$ where $V_{1}\left(q_{1}, q_{2}\right)$ and $V_{2}\left(q_{1}, q_{2}\right)$ satisfy the Cauchy-Riemann condition:

$$
\begin{align*}
& \frac{\partial V_{1}}{\partial q_{1}}=\frac{\partial V_{2}}{\partial q_{2}}  \tag{28}\\
& \frac{\partial V_{1}}{\partial q_{2}}=-\frac{\partial V_{2}}{\partial q_{1}} . \tag{29}
\end{align*}
$$

Similarly the Lagrangian takes the special form:

$$
L(q) \rightarrow L_{1}+i L_{2}=\left[\frac{1}{2}\left(\dot{q}_{1}^{2}+\dot{q}_{2}^{2}\right)-V_{1}\left(q_{1}, q_{2}\right)\right]+i\left[\dot{q}_{1} \dot{q}_{2}-V_{2}\left(q_{1}, q_{2}\right)\right]
$$

with

$$
\begin{equation*}
\frac{\partial}{\partial q}=\frac{1}{2}\left(\frac{\partial}{\partial q_{1}}-i \frac{\partial}{\partial q_{2}}\right) \tag{31}
\end{equation*}
$$

Therefore equation (27) is splitted into two equations (real and complex parts respectively):
$\frac{\partial L}{\partial q_{1}}-\frac{d}{d T}\left(\frac{\partial L}{\partial \dot{q}_{1}}\right)=\left(\ln T \frac{d \alpha(T)}{d T}+\frac{\alpha(T)-n}{T}-\psi(T)\right) \frac{\partial L}{\partial \dot{q}_{1}}+\pi \frac{d \alpha(T)}{d T} \frac{\partial L}{\partial \dot{q}_{2}},(32)$
$\frac{\partial L}{\partial q_{2}}-\frac{d}{d T}\left(\frac{\partial L}{\partial \dot{q}_{2}}\right)=\left(\ln T \frac{d \alpha(T)}{d T}+\frac{\alpha(T)-n}{T}-\psi(T)\right) \frac{\partial L}{\partial \dot{q}_{2}}-\pi \frac{d \alpha(T)}{d T} \frac{\partial L}{\partial \dot{q}_{1}}$. (33) To illustrate, we reconsider the simple pendulum of length $l$ attached to the boundary of a body of small radius and mass $M$ assumed to be time-independent. The linear kinetic energy is $K(\theta)=\frac{1}{2} M l^{2} \dot{\theta}^{2}$ and the potential energy for small oscillations is $V(\theta)=\frac{1}{2} M g l \theta^{2}$. Here $\theta=\theta_{1}+i \theta_{2}$ is the angular coordinate. Hence we are dealing with a complexified harmonic oscillator model. It is noteworthy that complexified harmonic oscillators play a crucial role in Crypto-gauge invariant models related to $\mathcal{P} \mathcal{T}$-symmetric models [29], e.g. Lotka-Volterra predictor-prey model and the Euler equations for the free rotation of a rigid body [30]. In fact, there exist quantum mechanical models with specific complex terms in the Hamiltonian that admit real spectra and unitary evolution. In a general context, it was observed that the real part of the Hamiltonian can generate the dynamics in a real phase space and that the imaginary part, treated as a constraint, can generate symmetry transformation. The Lagrangian of the dynamical system is then given by:

$$
L=K-V=\frac{1}{2} M\left[l\left(\dot{\theta}_{1}^{2}-\dot{\theta}_{2}^{2}\right)-g\left(\theta_{1}^{2}-\theta_{2}^{2}\right)\right]+i M\left[l^{2} \dot{\theta}_{1} \dot{\theta}_{2}-g \theta_{1} \theta_{2}\right] . \text { (34) }
$$

As a result, equations (32) and (33) yield the following nonlinear differential equations:

$$
\begin{align*}
& \ddot{\theta}_{1}+\left(\ln T \frac{d \alpha(T)}{d T}+\frac{\alpha(T)-n}{T}-\psi(T)\right) \dot{\theta}_{1}-\pi \frac{d \alpha(T)}{d T} \dot{\theta}_{2}+\omega^{2} \theta_{1}=0  \tag{35}\\
& \ddot{\theta}_{2}+\left(\ln T \frac{d \alpha(T)}{d T}+\frac{\alpha(T)-n}{T}-\psi(T)\right) \dot{\theta}_{2}+\pi \frac{d \alpha(T)}{d T} \dot{\theta}_{1}+\omega^{2} \theta_{2}=0 \tag{36}
\end{align*}
$$

Here $\dot{\theta}=d \theta / d T$. Numerical analyses of these coupled non-linear differential equations are under progress. However, it is remarkable that, if for instance, $\alpha(T)=Q T^{1-m},(m, Q) \in \square$, then equations (35) and (36) may be rewritten as:

$$
\begin{align*}
& \ddot{\theta}_{1}+\left((1-m) Q \frac{\ln T}{T^{m}}+\frac{Q}{T^{m+2}}-\frac{n}{T}-\psi(T)\right) \dot{\theta}_{1}-\frac{\pi Q(1-m)}{T^{m}} \dot{\theta}_{2}+\omega^{2} \theta_{1}=0,(37) \\
& \ddot{\theta}_{2}+\left((1-m) Q \frac{\ln T}{T^{m}}+\frac{Q}{T^{m+2}}-\frac{n}{T}-\psi(T)\right) \dot{\theta}_{2}+\frac{\pi Q(1-m)}{T^{m}} \dot{\theta}_{1}+\omega^{2} \theta_{2}=0 . \tag{38}
\end{align*}
$$

Therefore, for $0<m<1$ which corresponds for an increasing fractional dimension with time, equations (37) and (38) are simplified for very large time to:

$$
\begin{align*}
& \ddot{\theta}_{1}+\left((1-m) Q \frac{\ln T}{T^{m}}-\frac{n}{T}-\psi(T)\right) \dot{\theta}_{1}+\omega^{2} \theta_{1}=0  \tag{39}\\
& \ddot{\theta}_{2}+\left((1-m) Q \frac{\ln T}{T^{m}}-\frac{n}{T}-\psi(T)\right) \dot{\theta}_{2}+\omega^{2} \theta_{2}=0 \tag{40}
\end{align*}
$$

If, in contrast, $m>1$ which corresponds for a decreasing fractional dimension with time, then equations (37) and (38) are simplified for very large time to:

$$
\begin{align*}
& \ddot{\theta}_{1}-\left(\frac{n}{T}+\psi(T)\right) \dot{\theta}_{1}+\omega^{2} \theta_{1}=0,  \tag{41}\\
& \ddot{\theta}_{2}-\left(\frac{n}{T}+\psi(T)\right) \dot{\theta}_{2}+\omega^{2} \theta_{2}=0 . \tag{42}
\end{align*}
$$

The previous equations require numerical solutions and it is the author's speculation that they may play important role on complexified oscillatory dynamical systems with time-dependent mass and time-dependent frequency. Work in this direction is also under progress.

## IV-CONCLUSIONS AND PERSPECTIVES

To the best of our knowledge, this work represents the first attempt to explore the complexified Euler-Lagrange equations for a dynamical systems starting from a real fractional action-like integral approach. That will be the beginning, we believe, of new exciting investigations. Our contribution is, however, only theoretical and, in that sense, more modest. The emerging complexified fractional theory is still an open problem under development, and up to this point, many of the theories and formulations presented in this work are only mathematical exercises. We anticipate they will open up in the future a new stimulating research area in different branch of mathematical physics and provide us by a powerful tool to understand many fundamental problems in the area of complexified dynamical systems. Future research efforts may be directed towards formulating predictions that can be tracked tested numerically. Since in our framework we argued that time-dependent fractional dimensions could have appealing and interesting consequences in classical dynamical systems, it follows naturally that it should also attractive features in quantum field theory with complexified gauge as by itself, Nature is fractal. Therefore, it is not a big surprise that quantum spacetime and consequently quantum field theory (in particular the particle physics classification) could be as well and supplementary accompanied with a time-dependent fractional dimension. For all these stated reasons, it seems for us indispensable to incorporate in a future work the fractional formalism based on fractional operators and in particular the fractional problems of the Calculus of Variations with time-dependent fractional dimensions within the context of chaos, fractals, scale relativity [31], a Cantorian-fractal spacetime [32] and complexification of gauge theories [33]. Concurrent research efforts are needed to confirm or falsify, develop or disprove the fractional dynamics discussed here including our preliminary findings.
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# Designing modified projective synchronization for fractional order chaotic systems 

Runzi Luo, Shucheng Deng, Zhengmin Wei


#### Abstract

In this paper, we investigate the modified projective synchronization of fractional order chaotic systems between the drive and response systems. A new method for constructing modified projective synchronization of fractional order systems is presented based on the stability criterion of linear systems. Numerical simulations of modified projective synchronization between the fractional order Lorenz chaotic system and fractional order Lü-chen chaotic system show the effectiveness of the proposed method.


Index Terms-Keywords: Modified projective synchronization; Fractional order; Lorenz chaotic system

## I. Introduction

FRACTIONAL calculus is a generalization of ordinary (integer order) integration and differentiation to its noninteger (fractional) order counterpart. It has many applications to physics, engineering and control processing [1-3]. Many systems in interdisciplinary fields, such as dielectric polarization, electrode-electrolyte polarization, electromagnetic waves and viscoelastic systems are known to display fractional order dynamics[3]. It is known that some fractional-order differential systems behave chaotically, for example, the fractional-order Duffing system [4], the fractional-order Chua system [5], the fractional-order Chen system [6], the fractional-order L $\ddot{u}$ system [7], the fractional- order unified system [8]. Recently, due to its potential applications in secure communication and control processing, synchronization of chaotic fractional systems starts to attract increasing attention [9-16]. However, most of research efforts mentioned above have concentrated on studying complete synchronization (CS), generalized projective synchronization where the drive and response systems could be synchronized up to a scaling factor $\alpha$.

In the present paper, we consider modified projective synchronization (MPS), where the responses of the synchronized dynamical states synchronize up to a constant scaling matrix. Based on the stability criterion of linear systems, a new approach for constructing modified projective synchronization of fractional order systems is attained. Numerical simulations show the effectiveness of the proposed method.

The rest of this paper is organized as follows. In Section 2 the definition of modified projective synchronization is introduced and the synchronization criterion is given. In Section 3, numerical simulation is given to show the effectiveness of the proposed method. Finally, some conclusions are given in Section 4.
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## II. MODIFIED PROJECTIVE SYNCHRONIZATION SYSTEMS DESIGN

First, we review the fractional derivatives. Many authors formally use the Riemann-Liouville fractional derivatives, defined by

$$
D^{\alpha} x(t)=\frac{d^{m}}{d t^{m}} J^{m-\alpha} x(t), \alpha>0
$$

where $m=\lceil\alpha\rceil$, i.e., $m$ is the first integer which is not less than $\alpha . J^{\beta}$ is the $\beta$-order Riemann-Liouville integral operator with expression:

$$
J^{\beta} y(t)=\frac{1}{\Gamma(\beta)} \int_{0}^{t}(t-\tau)^{\beta-1} y(\tau) d \tau, \beta>0
$$

here $\Gamma$ stands for Gamma function. In this paper, the following definition is used

$$
D^{\alpha} x(t)=J^{m-\alpha} x^{(m)}(t), \alpha>0
$$

where $m=\lceil\alpha\rceil$, and the operator $D^{\alpha}$ is generally called " $\alpha-$ order Caputo differential operator".

Now, we introduce the modified projective synchronization(MPS) of fractional order chaotic systems. For simplicity, we take the notation $D^{q}($.$) , which is described as D^{q} x(t)=$ $\left(\begin{array}{c}D^{q_{1}} x_{1}(t) \\ D^{q_{2}} x_{2}(t) \\ \cdots \\ D^{q_{n}} x_{n}(t)\end{array}\right)$, where $x(t)=\left(x_{1}(t), x_{2}(t), \cdots, x_{n}(t)\right)$, and $q=\operatorname{diag}\left(q_{1}, q_{2}, \cdots, q_{n}\right)^{T}, 0<q_{i} \leq 1, i=1,2, \cdots, n$.
Consider the following chaotic systems:

$$
\left\{\begin{array}{l}
D^{q} x=f(x, t) \leftarrow \text { drive system } \\
D^{q} y=g(x, y, t) \leftarrow \text { response system } \tag{1}
\end{array}\right.
$$

where $y=\left(y_{1}, y_{2}, \cdots, y_{n}\right)$. If there exists a constant matrix $\alpha=\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$, such that $\lim _{t \rightarrow+\infty}\|x-\alpha y\|=0$, then we regard that $y$ synchronize to $x$ up to scaling matrix $\alpha$, and call such synchronization "modified projective synchronization". Obviously, CS and generalized projective synchronization are the special cases of MPS where $\alpha_{1}=$ $\alpha_{2}=, \cdots,=\alpha_{n}=1$ and $\alpha_{1}=\alpha_{2}=, \cdots,=\alpha_{n}$, respectively.

Assume the fractional order chaotic drive system under study can be written as:
$D^{q} x=\frac{d^{q} x}{d t^{q}}=f(x, t)=A x+[f(x, t)-A x]=A x+h(x, t)$
where $x \in R^{n}, f: R^{n} \rightarrow R^{n}$ and $h: R^{n} \rightarrow R^{n}$ are nonlinear functions, $A$ is an $n \times n$ constant diagonal matrix, i.e., $A=$ $\operatorname{diag}\left(a_{1}, a_{2}, \cdots, a_{n}\right)$, where $a_{i}<0, i=1,2, \cdots, n$.

Suppose the controlled response system is
$D^{q} y=\frac{d^{q} y}{d t^{q}}=g(y, t)+u=A y+[g(y, t)-A y]+u=A y+S(y, t)+u$,
where $y \in R^{n}$ and $S: R^{n} \rightarrow R^{n}$ is nonlinear functions, $u$ is a controller to be designed below. Then we have the following main result.

Theorem 1. For an invertible diagonal matrix $\alpha$, if $u=$ $\alpha^{-1} h(x, t)-S(y, t)$, then modified projective synchronization between systems (2) and (3) will occur.

Proof. Define the error $e=x-\alpha y$ between systems (2) and (3). Then one can obtains $D^{q} e=\frac{d^{q} e}{d t^{q}}=\frac{d^{q}(x-\alpha y)}{d t^{q}}=$ $A(x-\alpha y)+\alpha S(y, t)+\alpha u-R(x, t)=A e$. Thus the above equation can be rewritten as

$$
\left\{\begin{array}{l}
D^{q_{1}} e_{1}=a_{1} e_{1} \\
D^{q_{2}} e_{2}=a_{2} e_{2} \\
\cdots \\
D^{q_{n}} e_{n}=a_{n} e_{n}
\end{array}\right.
$$

For equation $D^{q_{i}} e_{i}=a_{i} e_{i}, i=1,2, \cdots, n$, since $a_{1}$ is negative, according to the stability criterion of linear system we have $\lim _{t \rightarrow+\infty} e(t)=0$. Therefore the state vectors $x(t)$ and $y(t)$ of different systems (2) and (3) are modified projective synchronized.

## III. Modified projective synchronization between FRACTIONAL ORDER LORENZ CHAOTIC SYSTEM AND FRACTIONAL ORDER L $\ddot{u}$-CHEN SYSTEM

The L $\ddot{u}$-chen system was first introduced by $\mathrm{L} \ddot{u}$ and Chen[17], which can be described by three-dimensional quadratic autonomous ordinary differential equations and can simultaneously display two 1 -scroll chaotic attractor with only three equilibria, and two 2 -scroll chaotic attractors with five equilibria. This system is given by

$$
\left\{\begin{array}{l}
\dot{x}=-\frac{a b}{a+b} x-y z+c  \tag{4}\\
\dot{y}=a y+x z \\
\dot{z}=b z+x y
\end{array}\right.
$$

where $a, b, c$ are real constants and $x, y, z$ are state variables.


Figure 1: The 1 -scroll chaotic attractor with $\mathrm{a}=-10, \mathrm{~b}=-4$ and $\mathrm{c}=18.1$.


Figure 2: The 2 -scroll chaotic attractor with $a=-10, b=-4$ and $c=0$.

The $\mathrm{L} \ddot{u}$-chen system is found to be chaotic in a wide range of parameters and has many interesting complex dynamical behaviors. For example, it is chaotic for the parameters $a=$ $-10, b=-4$ and $|c|<19.2$. In particular, it displays 1 -scroll chaotic attractor when $a=-10, b=-4, c=18.1$ as shown in Fig. 1. and 2-scroll chaotic attractors when $a=-10, b=$ $-4, c=0$ as shown in Fig. 2.

The fractional order version of $\mathrm{L} \ddot{u}$-chen system is given as follows:

$$
\left\{\begin{array}{l}
\frac{d^{q_{1}} x}{d t^{1}}=-\frac{a b}{a+b} x-y z+c  \tag{5}\\
\frac{d^{q} y}{d q^{q}}=a y+x z \\
\frac{d^{3} z}{d t^{q_{3}}}=b z+x y
\end{array}\right.
$$

its order $q_{i}$ is subject to $0<q_{i} \leq 1, i=1,2,3$. Figure 3 and 4 display the chaotic attractors of system (5) with different $q_{i}, i=1,2,3$.


Figure 3: The 1 -scroll chaotic attractor of fractional order L $\ddot{u}$-chen system with $\mathrm{a}=-10, \mathrm{~b}=-4, \mathrm{c}=18.1$ and $q_{1}=0.985, q_{2}=0.99, q_{3}=0.995$.


Figure 4: The 2 -scroll attractor of fractional order L u -chen system with $a=-10, b=-4, c=0$ and $q_{1}=0.85, q_{2}=0.9, q_{3}=0.95$.

The fractional order Lorenz chaotic system is

$$
\left\{\begin{array}{l}
\frac{d^{q_{1}} x_{1}}{d t_{1}^{q_{1}}}=\delta\left(x_{2}-x_{1}\right)  \tag{6}\\
\frac{d^{q} x_{2}}{d t_{2}}=r x_{1}-x_{1} x_{3}-x_{2} \\
\frac{d^{q 3} x_{3}}{d t^{q_{3}}}=x_{1} x_{2}-d x_{3}
\end{array}\right.
$$

where $\delta, r, b$ are three positive real constants. System (6) is chaotic when $q_{1}=0.985, q_{1}=0.99, q_{1}=0.995$ and $\delta=$ $10, r=28, d=\frac{8}{3}$. The chaotic attractor of fractional order Lorenz chaotic system is depicted in Figure 5.


Figure 5: The chaotic attractor of fractional order Lorenz chaotic system with $q_{1}=0.985, q_{2}=0.99, q_{3}=0.995$ and $\delta=10, r=28, d=\frac{8}{3}$.
Suppose system (6) is the drive system, which can be rewritten as: $\frac{d^{q} x}{d t^{q}}=A x+h(x, t)$, where $A=\left(\begin{array}{ccc}-\delta & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -d\end{array}\right)$, $h(x, t)=\left[\delta x_{2}, r x_{1}-x_{1} x_{3}, x_{1} x_{2}\right]^{T}$.

Let system (5) be the response system, then the controlled response system can be read as:

$$
\left\{\begin{array}{l}
\frac{d^{q_{1}} y_{1}}{d d^{q_{1}}}=-\frac{a b}{a+b} y_{1}-y_{2} y_{3}+c+u_{1}  \tag{7}\\
\frac{d^{q_{2}} y_{2}}{d t^{q_{2}}}=a y_{2}+y_{1} y_{3}+u_{2} \\
\frac{d^{q 3} y_{3}}{d t^{q_{3}}}=b y_{3}+y_{1} y_{2}+u_{3}
\end{array}\right.
$$

System (7) can be described as: $\frac{d^{q} y}{d t^{q}}=g(y, t)+$ $u=A y+S(y, t)+u$, where $u \stackrel{\left(t{ }^{q}\right.}{=}\left[u_{1}, u_{2}, u_{3}\right]^{T}$ is a controller. Assume $\alpha=\operatorname{diag}(2,1,-1)$, then $u=$ $\left(\begin{array}{c}-\delta y_{1}+\frac{a b}{a+b} y_{1}+y_{2} y_{3}-c+\frac{\delta}{2} x_{2} \\ -y_{2}-\left(a y_{2}+y_{1} y_{3}\right)+r x_{1}-x_{1} x_{3} \\ -d y_{3}-\left(b y_{3}+y_{1} y_{2}\right)-x_{1} x_{3}\end{array}\right)$. By Theorem 1, systems (6) and (7) will achieve modified projective synchronization. In our simulation, the initial states of the drive system (6) are $x_{1}=1, x_{2}=1, x_{3}=3$ and initial states of the response system (7) are $y_{1}=1, y_{2}=2, y_{3}=2$. The numerical simulation results with $q_{1}=0.985, q_{2}=0.99, q_{3}=0.995$ and $\delta=10, r=28, d=\frac{8}{3}$ are shown in Figures 6 and 7, respectively. Figure 6 displays the evolution of state variables of systems (6) and (7), Figure 7 shows the error signals between systems (6) and (7). It is easy to see that systems (6) and (7) can achieve modified projective synchronization quickly.


Figure 6: The evolution of state variables of systems (6) and (7) with $q_{1}=0.985, q_{2}=0.99, q_{3}=0.995$ and $\delta=10, r=28, d=\frac{8}{3}$.


Figure 7: The error signals between systems (6) and (7) with $q_{1}=0.985$, $q_{2}=0.99, q_{3}=0.995$ and $\delta=10, r=28, d=\frac{8}{3}$.

## IV. Conclusion

In this paper, we have investigated the modified projective synchronization of fractional order chaotic systems with a
general kind of proportional relationships between the drive and response systems. Based on the stability criterion of linear systems, a new approach for constructing modified projective synchronization of fractional order systems is attained. From theory and numerical simulation we have shown that the different fractional order chaotic systems can be globally asymptotically synchronized by utilizing the proposed scheme.
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# On some stability conditions and hyperchaos synchronization in the new fractional order hyperchaotic Chen system 
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#### Abstract

This work investigates some stability conditions and hyperchaos in the new fractional order hyperchaotic Chen system which shows hyperchaos with order less than 4. The lowest order found to yield chaos for the new fractional order hyperchaotic Chen system is 3.76. The analytical conditions for achieving synchronization in this system via linear control are investigated theoretically by using the Laplace transform theory. Numerical simulations are used to verify the existence of hyperchaos and to show the effectiveness of the proposed synchronization technique.
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## I. INTRODUCTION

The idea of fractional calculus has been known since the work of Leibniz and L’Hopital in 1695 [1]. It has useful applications in physics, engineering [2], mathematical biology [3-4] and finance [5].

The fractional order derivatives have many definitions. The Caputo definition of fractional derivative [6] is used throughout this paper and is given as follows:

$$
\begin{equation*}
D^{\alpha} f(x)=I^{m-\alpha} f^{(m)}(x), \quad \alpha>0 \tag{1}
\end{equation*}
$$

where $f^{(m)}$ represents the $m$-order derivative of $f(x)$, $m=[\alpha]$ is the first integer which is not less than $\alpha$, and

$$
\begin{equation*}
I^{q} g(x)=\frac{1}{\Gamma(q)} \int_{0}^{x}(x-t)^{q-1} g(t) d t, \quad q>0 \tag{2}
\end{equation*}
$$

is the $q$-order Riemann-Liouville integral operator, where $\Gamma(q)$ is the gamma function. The operator $D^{\alpha}$ is called the " $\alpha$-order Caputo differential operator". The geometric and physical interpretation of the fractional derivatives was given in

[^23]Ref. [7]. On the other hand, studying chaos and hyperchaos in fractional order systems has recently a particular interest by scientists. A regular chaotic system has one positive Lyapunov exponent. However, a hyperchaotic system has more than one positive Lyapunov exponent which shows more complex behaviors and abundant dynamics than chaotic system. Therefore, hyperchaotic systems have better applications in secure communications [8] than chaotic ones. Recently, some fractional order hyperchaotic systems have been investigated, such as the fractional order hyperchaotic Rössler system [9], the fractional order hyperchaotic Lü system [10], the fractional order hyperchaotic Lorenz system [11] and the new fractional order hyperchaotic system [12].

In this study, some Routh-Hurwitz conditions are derived to discuss local stability in some fractional order hyperchaotic systems. The proposed conditions are applied successfully to the new fractional order hyperchaotic Chen system. Numerical results show that hyperchaos does exist in the proposed system with order less than 4 and Lyapunov exponents are also calculated for this system. Moreover, the Laplace transform theory is used to achieve synchronization between two identical new fractional order hyperchaotic Chen systems via linear control technique.

## II. SOME ROUTH-HURWITZ CONDITIONS FOR THE FRACTIONAL ORDER HYPERCHAOTIC SYSTEMS

Consider the 4-dimensional fractional order hyperchaotic system

$$
\begin{align*}
& D^{\alpha} x_{1}(t)=f_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), D^{\alpha} x_{2}(t)=f_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)  \tag{3}\\
& D^{\alpha} x_{3}(t)=f_{3}\left(x_{1}, x_{2}, x_{3}, x_{4}\right), D^{\alpha} x_{4}(t)=f_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)
\end{align*}
$$

where the fractional derivative in Eq. (3) is in the sense of Caputo and $0 \leq \alpha<1$. If $\bar{E}=\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}, \bar{x}_{4}\right)$ is an equilibrium solution of (3) then $\bar{E}$ is locally asymptotically stable if all the eigenvalues $\lambda$ of the Jacobian matrix
$J=\left[\begin{array}{llll}\partial f_{1} / \partial x_{1} & \partial f_{1} / \partial x_{2} & \partial f_{1} / \partial x_{3} & \partial f_{1} / \partial x_{4} \\ \partial f_{2} / \partial x_{1} & \partial f_{2} / \partial x_{2} & \partial f_{2} / \partial x_{3} & \partial f_{2} / \partial x_{4} \\ \partial f_{3} / \partial x_{1} & \partial f_{3} / \partial x_{2} & \partial f_{3} / \partial x_{3} & \partial f_{3} / \partial x_{4} \\ \partial f_{4} / \partial x_{1} & \partial f_{4} / \partial x_{2} & \partial f_{4} / \partial x_{3} & \partial f_{4} / \partial x_{4}\end{array}\right]$,
evaluated at $\bar{E}$ satisfies the Matignon's condition [13]:

$$
\begin{equation*}
\left|\arg \left(\lambda_{i}\right)\right|>\alpha \pi / 2, \quad(i=1,2,3,4) \tag{4}
\end{equation*}
$$

According to the Matignon's conditions (4), the stability region of the fractional order system with order $\alpha$ is illustrated in figure 1. In this figure one sets $\sigma, \omega$ to denote the real and imaginary parts of the eigenvalues respectively and $j=\sqrt{-1}$. The eigenvalues equation of the equilibrium point $\bar{E}$ is given as

$$
\begin{equation*}
P(\lambda)=\lambda^{4}+a_{1} \lambda^{3}+a_{2} \lambda^{2}+a_{3} \lambda+a_{4}=0 \tag{5}
\end{equation*}
$$

whose discriminant $D(P)$ is given by:

$$
\begin{aligned}
& D(P)=-4 a_{3}^{3} a_{1}^{3}+a_{2}^{2} a_{1}^{2} a_{3}^{2}+18 a_{3}^{3} a_{2} a_{1}-6 a_{1}^{2} a_{3}^{2} a_{4} \\
&-4 a_{2}^{3} a_{1}^{2} a_{4}-80 a_{3} a_{2}^{2} a_{1} a_{4}+144 a_{3}^{2} a_{2} a_{4} \\
&-192 a_{3} a_{4}^{2} a_{1}+144 a_{2} a_{1}^{2} a_{4}^{2}+18 a_{3} a_{2} a_{1}^{3} a_{4} \\
&-27 a_{3}^{4}-4 a_{2}^{3} a_{3}^{2}-128 a_{4}^{2} a_{2}^{2}-27 a_{1}^{4} a_{4}^{2} \\
&+256 a_{4}^{3}+16 a_{2}^{4} a_{4} .
\end{aligned}
$$

## Theorem 1.

(i) If $c_{1}, c_{2}, c_{3}$ are Routh-Hurwitz determinants which are defined as follows:

$$
\begin{equation*}
c_{1}=a_{1}, \quad c_{2}=a_{1} a_{2}-a_{3}, \quad c_{3}=a_{1} a_{2} a_{3}-a_{1}^{2} a_{4}-a_{3}^{2}, \tag{7}
\end{equation*}
$$

then for $\alpha=1$, the equilibrium point $\bar{E}$ to is locally asymptotically stable if and only if

$$
\begin{equation*}
c_{1}>0, \quad c_{2}>0, \quad c_{3}=0, \quad a_{4}>0 \tag{8}
\end{equation*}
$$

Also, the conditions (8) are sufficient conditions for the equilibrium point $\bar{E}$ to be locally asymptotically stable for all $\alpha \in[0,1)$.
(ii) If $D(P)>0, a_{1}>0, a_{2}<0$ and $\alpha>2 / 3$ then the equilibrium point $\bar{E}$ is unstable.
(iii) If $D(P)<0, \quad a_{1}>0, a_{2}>0, a_{3}>0, a_{4}>0$, and $\alpha<1 / 3$, then the equilibrium point $\bar{E}$ is locally asymptotically stable. Also, if $D(P)<0, \quad a_{1}<0, a_{2}>0, a_{3}<0, a_{4}>0$, then the equilibrium point $\bar{E}$ is unstable.
(iv) If $D(P)<0, \quad a_{1}>0, \quad a_{2}>0, a_{3}>0, a_{4}>0 \quad$ and $a_{2}=\frac{a_{1} a_{4}}{a_{3}}+\frac{a_{3}}{a_{1}}$, then the equilibrium point $\bar{E}$ is locally asymptotically stable, for all $\alpha \in(0,1)$.
(v) $a_{4}>0$, is the necessary condition for the equilibrium point $\bar{E}$ to be locally asymptotically stable.

Proof. To prove the case (i), assume that the conditions (8) are satisfied, then all real eigenvalues and all real parts of complex conjugate eigenvalues of equation (5) are negative (this is shown clearly from the case when $\alpha=1$ which is proved in the classical Routh-Hurwitz theory [14]), hence, these conditions (8) implies that all the eigenvalues of (5) lie in the left-half plane of figure 1 (the stable region). Therefore $\bar{E}$ is locally asymptotically stable.

To prove (ii), notice that if $D(P)>0$ then there exists 4 distinct real roots or two pairs of complex eigenvalues $\lambda_{1,2}=s \pm j t$, and $\lambda_{3,4}=p \pm j q$ where $j=\sqrt{-1}$. In the case of real roots, $a_{2}<0$ implies that the equilibrium point $\bar{E}$ is unstable. In the other case:
$a_{2}=p^{2}+q^{2}+s^{2}+t^{2}+4 s p<0$ then $p^{2} \sec ^{2} \theta+s^{2}+t^{2}<-4 s p$, where $\theta=\left|\arg \lambda_{3,4}\right|$. Using the condition $a_{1}>0$ then $p^{2} \sec ^{2} \theta<-4 s p<4 p^{2}$. This implies that $\theta<\pi / 3$. Hence, (ii) is proved.

To prove (iii), notice that if $D(P)<0$ then there exist two real roots $\lambda_{1}=r_{1}, \lambda_{2}=r_{2}$, and one pair of complex eigenvalues $\lambda_{3,4}=p_{1} \pm j q_{1}$. Then the conditions $a_{1}>0, a_{2}>0, a_{3}>0, a_{4}>0$ implies that $r_{1}, r_{2}$ are negative and the condition $a_{2}>0$ implies that $p^{2} \sec ^{2} \theta>-2 p\left(r_{1}+r_{2}\right)-r_{1} r_{2}$, where $\theta=\left|\arg \lambda_{3,4}\right|$. Using the condition $a_{1}>0$ implies that $-\left(r_{1}+r_{2}\right)>2 p$, therefore $p^{2} \sec ^{2} \theta>-\left(r_{1} r_{2}\right)+4 p^{2}$. Since $a_{3}>0$ then $\frac{\left(r_{1}+r_{2}\right)}{2} p \sec ^{2} \theta<-r_{1} r_{2}$, thus, $p^{2} \sec ^{2} \theta>\frac{r_{1}+r_{2}}{2} p \sec ^{2} \theta+4 p^{2}$, again using the condition $a_{1}>0$, the last inequality is reduced to $3 p^{2} \sec ^{2} \theta>4 p^{2} \quad$ which implies that $\sec ^{2} \theta>4 / 3$ $\Rightarrow \theta>\pi / 6$. Then the first part of (iii) is proved. On the other hand, if the conditions $a_{1}<0, a_{2}>0, a_{3}<0, a_{4}>0$ are satisfied then using Descartes' rule of signs, it follows that there is no negative real roots for the characteristic polynomial, this implies that $r_{1}, r_{2}>0$ and therefore the equilibrium point $\bar{E}$ is unstable.
To prove (iv), notice that the two real roots are negative and the condition $a_{2}=\frac{a_{1} a_{4}}{a_{3}}+\frac{a_{3}}{a_{1}}$ implies that the other two eigenvalues lie on the imaginary axis. Consequently, all the roots of (5) lie in the stable region, and (iv) is now proved.

The part (v) is proved in [15] for general n , which includes


Fig. 1. Stability region of the fractional order system.
our current case. $\square$

## III. The new fractional order hyperchaotic Chen SYSTEM

In the following, we investigate the stability conditions and hyperchaos in the new fractional order hyperchaotic Chen system. This system will be integrated numerically to show hyperchaos using an efficient method for solving fractional order differential equations that is the predictor-correctors scheme or more precisely, PECE (Predict, Evaluate, Correct, Evaluate) technique which has been investigated in [16-17], and represents a generalization of the Adams-Bashforth-Moulton algorithm. It is used throughout this paper.

Now, we consider the new fractional order hyperchaotic Chen system as follows:

$$
\begin{align*}
& D^{\alpha} x=a(y-x)+u, \quad D^{\alpha} y=2 x-x z+c y,  \tag{9}\\
& D^{\alpha} z=x y-b z, \quad D^{\alpha} u=y z+d u .
\end{align*}
$$

The integer order form of system (9) is studied in [18]. System (9) has only one equilibrium point $E_{0}=(0,0,0,0)$. At the parameter values $(a, b, c, d, \gamma)=(35,3,12,0.3,7) \quad$ and $\alpha=0.97$, system (9) has two positive Lyapunov exponents $\lambda_{1} \approx 1.214$ and $\lambda_{2} \approx 0.138$ which are calculated using the algorithm given in [19]. Figure 2 shows the hyperchaotic attractor of system (9) for the previously mentioned parameter values and fractional order $\alpha$. However the lowest fractional order at which system (9) exhibits chaotic attractor is $\alpha=0.94$, i.e., the lowest order found to yield chaos for system (9) is 3.76 .

The characteristic polynomial for the equilibrium point $E_{0}$ is given from

$$
\begin{aligned}
& \lambda^{4}+(-c+a+b-d) \lambda^{3}+(c d-\gamma a-a d-b d+a b-c b-a c) \lambda^{2} \\
& +(-a c b+a c d+c b d+\gamma a d-a b d-\gamma a b) \lambda+a b d(c+\gamma)=0
\end{aligned}
$$

Equation (10) has the roots $\lambda_{1}=d, \lambda_{2}=-b$ and $\lambda_{3,4}=\frac{c-a \pm \sqrt{(a+c)^{2}+4 a \gamma}}{2}$. If all these eigenvalues satisfy the conditions $\left|\arg \left(\lambda_{i}\right)\right|>\alpha \pi / 2,(i=1,2,3,4)$, then system (9) is locally asymptotically stable at the equilibrium point $E_{0}$. Moreover, using the above-mentioned parameter values, it is easy to verify that $D(P)>0, a_{1}>0, a_{2}<0, a_{4}>0$. Thus, Theorem 1 part (ii) implies that the equilibrium point $E_{0}$ is unstable for $\alpha>2 / 3$.

## IV. Synchronization of the new fractional order hYperchaotic Chen system



Fig. 2. 3-D plot of the new fractional order hyperchaotic Chen attractor in $x-y-z$ space.

In the following, our aim is to achieve chaos synchronization of the new fractional order hyperchaotic Chen system. The drive and response systems are given as follows:

$$
\begin{align*}
& D^{\alpha} x_{m}=a\left(y_{m}-x_{m}\right)+u_{m}, \quad D^{\alpha} y_{m}=x_{m}-x_{m} z_{m}+c y_{m},  \tag{11}\\
& D^{\alpha} z_{m}=x_{m} y_{m}-b z_{m}, \quad D^{\alpha} u_{m}=y_{m} z_{m}+d u_{m},
\end{align*}
$$

and

$$
\begin{array}{ll}
D^{\alpha} x_{s}=a\left(y_{s}-x_{s}\right)+u_{s}+v_{1}, & D^{\alpha} y_{s}=x_{s}-x_{s} z_{s}+c y_{s}+v_{2}  \tag{12}\\
D^{\alpha} z_{s}=x_{s} y_{s}-b z_{s}+v_{3}, & D^{\alpha} u_{s}=y_{s} z_{s}+d u_{s}+v_{4}
\end{array}
$$

where $v_{1}, v_{2}, v_{3}$ and $v_{4}$ are the controllers. Define the error variables as follows:

$$
\begin{equation*}
e_{1}=x_{s}-x_{m}, e_{2}=y_{s}-y_{m}, e_{3}=z_{s}-z_{m}, e_{4}=u_{s}-u_{m} \tag{13}
\end{equation*}
$$

By subtracting (11) from (12) and using (13), we obtain:


Fig. 3. Synchronization errors between the drive and response systems tend to zero when using fractional order $\alpha=0.97$ and feedback control gains $k_{1}=100, k_{2}=100, k_{3}=1, k_{4}=30$.

$$
\begin{align*}
D^{\alpha} e_{1} & =a\left(e_{2}-e_{1}\right)+e_{4}+v_{1} \\
D^{\alpha} e_{2} & =\gamma e_{1}-z_{m} e_{1}-x_{m} e_{3}-e_{1} e_{3}+c e_{2}+v_{2}  \tag{14}\\
D^{\alpha} e_{3} & =-b e_{3}+y_{m} e_{1}+x_{m} e_{2}+e_{1} e_{2}+v_{3} \\
D^{\alpha} e_{4} & =d e_{4}+z_{m} e_{2}+y_{m} e_{3}+e_{2} e_{3}+v_{4}
\end{align*}
$$

Now, by letting

$$
\begin{equation*}
v_{1}=-k_{1} e_{1}-e_{4}, v_{2}=-k_{2} e_{2}, v_{3}=-k_{3} e_{3}, v_{4}=-k_{4} e_{4} \tag{15}
\end{equation*}
$$

where $k_{1}, k_{2}, k_{3}, k_{4} \geq 0$, the error system (14) is reduced to

$$
\begin{align*}
& D^{\alpha} e_{1}=-\left(a+k_{1}\right) e_{1}+a e_{2} \\
& D^{\alpha} e_{2}=\gamma e_{1}+\left(c-k_{2}\right) e_{2}-z_{m} e_{1}-x_{m} e_{3}-e_{1} e_{3}  \tag{16}\\
& D^{\alpha} e_{3}=-\left(b+k_{3}\right) e_{3}+y_{m} e_{1}+x_{m} e_{2}+e_{1} e_{2} \\
& D^{\alpha} e_{4}=\left(d-k_{4}\right) e_{4}+z_{m} e_{2}+y_{m} e_{3}+e_{2} e_{3}
\end{align*}
$$

By taking the Laplace transform in both sides of (16), letting $E_{i}(s)=L\left\{e_{i}(t)\right\}$ where $(i=1,2,3,4)$, and applying $L\left\{d^{\alpha} e_{i} / d t^{\alpha}\right\}=s^{\alpha} E_{i}(s)-s^{\alpha-1} e_{i}(0)$, we obtain:

$$
\begin{aligned}
s^{\alpha} E_{1}(s)-s^{\alpha-1} e_{1}(0)= & -\left(a+k_{1}\right) E_{1}(s)+a E_{2}(s), \\
s^{\alpha} E_{2}(s)-s^{\alpha-1} e_{2}(0)= & \gamma E_{1}(s)+\left(c-k_{2}\right) E_{2}(s)-L\left\{x_{m} e_{3}\right\} \\
& -L\left\{z_{m} e_{1}\right\}-E_{1}(s) E_{3}(s), \\
s^{\alpha} E_{3}(s)-s^{\alpha-1} e_{3}(0)= & -\left(b+k_{3}\right) E_{3}(s)+L\left\{y_{m} e_{1}\right\} \\
& +L\left\{x_{m} e_{2}\right\}+E_{1}(s) E_{2}(s), \\
s^{\alpha} E_{4}(s)-s^{\alpha-1} e_{4}(0)= & \left(d-k_{4}\right) E_{4}(s)+L\left\{y_{m} e_{3}\right\} \\
& +L\left\{z_{m} e_{2}\right\}+E_{2}(s) E_{3}(s) .
\end{aligned}
$$

Theorem 2. If $E_{1}(s), E_{2}(s)$ are bounded, $k_{2}-c \neq 0$ and $k_{4}-d \neq 0$, then the drive and response systems (11) and (12) will be synchronized under a suitable choice of $k_{1}, k_{2}, k_{3}$ and $k_{4}$.

Proof. By rewriting equation (17) as follows:

$$
\begin{align*}
E_{1}(s)= & \frac{a E_{2}(s)}{s^{\alpha}+a+k_{1}}+\frac{s^{\alpha-1} e_{1}(0)}{s^{\alpha}+a+k_{1}}, \\
E_{2}(s)= & \frac{\gamma E_{1}(s)}{s^{\alpha}-c+k_{2}}-\frac{L\left\{z_{m} e_{1}\right\}}{s^{\alpha}-c+k_{2}}-\frac{L\left\{x_{m} e_{3}\right\}}{s^{\alpha}-c+k_{2}}-\frac{E_{1}(s) E_{3}(s)}{s^{\alpha}-c+k_{2}}  \tag{18}\\
& +\frac{s^{\alpha-1} e_{2}(0)}{s^{\alpha}-c+k_{2}}, \\
E_{3}(s)= & \frac{L\left\{y_{m} e_{1}\right\}}{s^{\alpha}+b+k_{3}}+\frac{L\left\{x_{m} e_{2}\right\}}{s^{\alpha}+b+k_{3}}+\frac{E_{1}(s) E_{2}(s)}{s^{\alpha}+b+k_{3}}+\frac{s^{\alpha-1} e_{3}(0)}{s^{\alpha}+b+k_{3}}, \\
E_{4}(s)= & \frac{L\left\{y_{m} e_{3}\right\}}{s^{\alpha}-d+k_{4}}+\frac{L\left\{z_{m} e_{2}\right\}}{s^{\alpha}-d+k_{4}}+\frac{E_{2}(s) E_{3}(s)}{s^{\alpha}-d+k_{4}}+\frac{s^{\alpha-1} e_{4}(0)}{s^{\alpha}-d+k_{4}} .
\end{align*}
$$

According to the Final-value theorem of the Laplace transform, it follows that

$$
\begin{align*}
\lim _{t \rightarrow \infty} e_{1}(t)= & \lim _{s \rightarrow 0^{+}} s E_{1}(s)= \\
\begin{aligned}
a+k_{1} & \lim _{s \rightarrow 0^{+}} s E_{2}(s)=\frac{a}{a+k_{1}} \lim _{t \rightarrow \infty} e_{2}(t), \\
\lim _{t \rightarrow \infty} e_{2}(t)= & \lim _{s \rightarrow 0^{+}} s E_{2}(s)=
\end{aligned} & \frac{\gamma \lim _{t \rightarrow \infty} e_{1}(t)}{k_{2}-c}-\frac{\lim _{s \rightarrow 0^{+}} s L\left\{x_{m} e_{3}\right\}}{k_{2}-c} \\
& -\frac{\lim _{s \rightarrow 0^{+}} s L\left\{z_{m} e_{1}\right\}}{k_{2}-c}-\frac{\lim _{t \rightarrow \infty} e_{1}(t) \cdot \lim _{t \rightarrow \infty} e_{3}(t)}{k_{2}-c}, \\
\lim _{t \rightarrow \infty} e_{3}(t)=\lim _{s \rightarrow 0^{+}} s E_{3}(s)= & \frac{\lim _{s \rightarrow 0^{+}} s L\left\{y_{m} e_{1}\right\}}{b+k_{3}}+\frac{\lim _{s \rightarrow 0^{+}} s L\left\{x_{m} e_{2}\right\}}{b+k_{3}} \\
& +\frac{\lim _{t \rightarrow \infty} e_{1}(t) \cdot \lim _{t \rightarrow \infty} e_{2}(t)}{b+k_{3}}, \\
\lim _{t \rightarrow \infty} e_{4}(t)=\lim _{s \rightarrow 0^{+}} s E_{4}(s)= & \frac{\lim _{s \rightarrow 0^{+}} s L\left\{y_{m} e_{3}\right\}}{k_{4}-d}+\frac{\lim _{s \rightarrow 0^{+}} s L\left\{z_{m} e_{2}\right\}}{k_{4}-d} \\
& +\frac{\lim _{t \rightarrow \infty} e_{2}(t) \cdot \lim _{t \rightarrow \infty} e_{3}(t)}{k_{4}-d} . \tag{19}
\end{align*}
$$

Since $\quad E_{1}(s), E_{2}(s) \quad$ are bounded, $k_{2}-c \neq 0$ then $\lim _{t \rightarrow \infty} e_{1}(t)=\lim _{t \rightarrow \infty} e_{2}(t)=0$. Now, owing to the attractiveness of the attractor, there exists $\varepsilon>0$ such that $\left|x_{i}(t)\right| \leq \varepsilon<\infty,\left|y_{i}(t)\right| \leq \varepsilon<\infty, \quad\left|z_{i}(t)\right| \leq \varepsilon<\infty$ and $\left|u_{i}(t)\right| \leq \varepsilon<\infty$ where $i$ refers to the subscript of the drive or response variables. Consequently, $\lim _{t \rightarrow \infty} e_{3}(t)=0 \quad$ and $\quad \lim _{t \rightarrow \infty} e_{4}(t)=0$ provided that $k_{4}-d \neq 0$. Hence, we have proved that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e_{i}(t)=0, \quad i=1,2,3,4 \tag{20}
\end{equation*}
$$

Thus, the synchronization between the drive and response systems (11) and (12) is achieved. $\square$

## A. Numerical results

Based on the PECE scheme, the drive and response systems (11) and (12) are integrated numerically using the above-mentioned parameter values and fractional order
$\alpha=0.97$, with the initial values $x_{m}(0)=30, y_{m}(0)=7$,
$z_{m}(0)=10, \quad u_{m}(0)=40 \quad$ and $\quad x_{s}(0)=-15, \quad y_{s}(0)=25$,
$z_{s}(0)=25, \quad u_{s}(0)=30$. From figure 3, it is clear that synchronization is achieved when $k_{1}=100, k_{2}=100, k_{3}=1$ and $k_{4}=30$.

## V. CONCLUSION

Some stability conditions in fractional order hyperchaotic systems have been derived and applied to the new fractional order hyperchaotic Chen system. Numerical simulations and Lyapunov exponents have been used to show that hyperchaos exists in this system with order less than 4 . It has been shown that according to the Laplace transformation theory, one achieve synchronization of the new fractional order hyperchaotic Chen system when choosing suitable linear controllers.
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#### Abstract

In this paper, chaos and its control is studied in fractional-order chaotic systems. Backstepping method is proposed to synchronize two identical fractional-order Chen systems. The simulation results show that this method can effectively synchronize two identical chaotic systems.


## I. InTRODUCTION

Fractional calculus is an old mathematical topic, which has been originated from 17 th century. Nowadays, some fractionalorder differential systems such as Chua circuit [1], Duffing system [2], jerk model [3], Chen system [4], the fractionalorder Lü system [5], Rossler system [6], Arneodo system [7] and Newton-Leipnik system [8] have been found to demonstrate chaotic behaviors. Sensitive dependence on initial conditions is an important characteristic of chaotic systems. For this reason, chaotic systems are difficult to be controlled or synchronized. Control of these systems has been considered as an important and challenging problem [9]. Control of chaotic systems would have been supposed impossible with uncontrollable and unpredictable dynamic.
The problem of designing a system, whose behavior mimics that of another chaotic system, is called synchronization. Two chaotic systems are usually called drive (master) and response (slave) systems respectively. Different control technique e.g. a chattering-free fuzzy sliding-mode control (FSMC) strategy for synchronization of chaotic systems even in presence of uncertainty has been proposed in [10]. In [11] authors have proposed an active sliding mode control to synchronize two chaotic systems with parametric uncertainty. An algorithm to determine parameters of active sliding mode controller in synchronizing different chaotic systems has been studied in [12]. In [13] an adaptive sliding mode controller has also been presented for a class of master-slave chaotic synchronization systems with uncertainties.

Over the past decade, Backstepping has become the most popular design method for adaptive nonlinear control because it can guarantee global stabilities, tracking, and transient performance for a board class of strict feedback systems. In [14-16], it has been shown that many well-known chaotic
systems as paradigms in research of chaos, including Duffing oscillator, Van der Pol oscillator, Rossler system, Lorenz system, Lü system, Chen system and several type of Chua's circuit, can be transformed into a class of nonlinear system in the so-called nonautonomous form, and the backstepping and tuning functions control schemes have been employed an extended to control these chaotic systems with key parameters unknown. Global stability and tracking have been achieved. In particular, the output of the controlled chaotic system has been designed to asymptotically track any smooth and bounded reference signals generated from a known reference model which may be a chaotic system.
In the following section, the basic definition and numerical methods of solving fractional-order systems is studied. Backstepping method is applied to synchronize the fractionalorder chaotic system (Chen) in Section 3. Finally, our findings are summarized in the Conclusion.

The paper is organized as follows; the basic definition and numerical methods of solving fractional-order systems is studied in the next section. Backstepping method is applied to synchronize tow identical fractional-order chaotic system (Chen system as a case study) in Section III. Finally, Our findings are summarized in the Conclusion.

## II. Fractional derivative and its approximation METHODS

The differ-integral operator ${ }_{a} D_{t}^{q}$, a combination of differentiation and integration operator, is commonly used in fractional calculus. This operator represents both the fractional differential equation and the fractional integral in a single expression; [17] defines it:

$$
{ }_{a} D_{t}^{q}= \begin{cases}\frac{d^{q}}{d t^{q}} & q>0  \tag{2.1.1}\\ 1 & q=0 \\ \int_{a}^{t}(d \tau)^{-q} & q<0\end{cases}
$$

There are several definitions for fractional differential equations [17]. The three most commonly used definitions are
the Grunwald-Letnikov, Riemann-Liouville, and Caputo definitions.
Definition 1. A real function $f(x), x>0$, is said to be in the space $C_{\mu}, \mu \in R$ if there exists a real number $p>\mu$ such that $f(x)=x^{p} f_{1}(x)$, where $f_{1}(x) \in[0, \infty)$. Clearly $C_{\mu} \subset C_{\beta}$ if $\beta \leq \mu$.
Definition 2. A function $f(x), x>0$, is said to be in the space $C_{\mu}^{m}, m \in N \cup\{0\}$, if $f^{(m)} \in C_{\mu}$.
Definition 3. The Grunwald-Letnikov fractional differential equation operator of order $q$ [17]:
${ }_{a} D_{t}^{q} f(t)=\frac{d^{q} f(t)}{d(t-a)^{q}}=$
$\lim _{N \rightarrow \infty}\left[\frac{t-a}{N}\right]^{-q} \sum_{j=0}^{N-1}(-1)^{j} f\left(t-j\left[\frac{t-a}{N}\right]\right)$
Definition 4. The left sided Riemann-Liouville fractional differential equation of $\operatorname{order} q \geq 0$, of a function $f \in C_{q}, q \geq-1$, is defined as [17]:
${ }_{a} D_{t}^{q} f(t)=\left\{\begin{array}{lr}\frac{1}{\Gamma(-q)} \int_{a}^{t}(t-\tau)^{-q-1} f(\tau) d \tau q<0 \\ f(t) & q=0 \\ D^{n}\left[{ }_{a} D_{t}^{q-n} f(t)\right] & q>0\end{array}\right.$
where, $n$ is the smallest integer larger than $q$, i.e., $n-1 \leq q<n$ and $\Gamma$ is the Gamma function:
$\Gamma(z)=\int_{0}^{\infty} t^{z-1} e^{-t} d t$.
For a wide class of functions, the Grunwald-Letnikov and the Riemann-Liouville definitions are equivalent [17].
Definition 5. Let $f \in C_{-1}^{m}, m \in N$. Then the (left sided) Caputo fractional differential equation of $f(x)$ is defined as [17]:

where, $m$ is the smallest integer larger than $q$. Primarily, the Caputo fractional differential equation computes an ordinary differential equation followed by a fractional integral to achieve the desired order of fractional derivative and then the Riemann-Liouville fractional differential equation is computed in the reverse order. The Caputo fractional differential equation allows traditional initial and boundary conditions to be included in the formulation of the problem, but for homogeneous initial condition assumption, these two operators coincide. For more details on the geometric and physical interpretation for fractional differential equations of both the Riemann-Liouville and Caputo types, see [17].
Unlike the numerical procedure in ordinary differential equations, the numerical evaluation of fractional differential equations is quite complex. One of the approximation methods
of solving FDEs is based on frequency domain which completely discussed in many papers such as [3, 18], so that we withhold to explain it again. The other algorithm to find an approximation for fractional-order systems is based on the predictor-correctors scheme [18]. This method is in essence an improved version of Adams-Bashforth-Moulton algorithm [19-21]. It is based on the predictor-correctors scheme [21, 22]. Although the following proposed numerical procedure has been used to solve some specific problems, it will certainly be used for similar equations. As a practical experience, this method is found as a fundamental algorithm for these types of problems. The method will be explained systematically through some examples. Consider the following fractional differential equation:

$$
\begin{array}{ll}
\mathrm{D}^{\alpha} y(t)=r(t, y(t)), & 0 \leq t \leq T,  \tag{2.6}\\
& m-1<\alpha \leq m, \\
y^{(k)}(0)=y_{0}^{(k)}, & k=0,1, \ldots, m-1 .
\end{array}
$$

The solution of the above differential equation is equivalent to Volterra integral series [23]:

$$
\begin{equation*}
y(t)=\sum_{k=0}^{\lceil\alpha\rceil-1} y_{0}^{(k)} \frac{t^{k}}{k!}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} r(s, y(s)) d s \tag{2.7}
\end{equation*}
$$

The step size is equally spaced by $h=T / N$ where, $t_{n}=n h$ ( $n=$ $0,1, \ldots, N$ ). Then equation (7) can be rewritten as follows:

$$
\begin{aligned}
& y_{h}\left(t_{n+1}\right)=\sum_{k=0}^{\lceil\alpha]-1} y_{0}^{(k)} \frac{t^{k}}{k!}+ \\
& \frac{h^{\alpha}}{\Gamma(\alpha+2)}\left\{r\left(t_{n+1}, y_{h}^{p}\left(t_{n+1}\right)\right)+\sum_{j=0}^{n} a_{j, n+1} r\left(t_{j}, y_{h}\left(t_{j}\right)\right)\right\} \\
& (2.8)
\end{aligned}
$$

where,

$$
\begin{align*}
& a_{j, n+1}= \begin{cases}n^{\alpha+1}-(n-\alpha)(n+1)^{\alpha} & , j=0 \\
(n-j+2)^{\alpha+1}+(n-j)^{\alpha+1}- & , 1 \leq j \leq n \\
2(n-j+1)^{\alpha+1} & , j=n+1 \\
1 & h^{\alpha}\end{cases} \\
& b_{j, n+1}=\frac{h^{\alpha}}{\alpha}\left((n+1-j)^{\alpha}-(n-j)^{\alpha}\right), \tag{2.9}
\end{align*}
$$

and,

$$
\begin{align*}
& y_{h}^{p}\left(t_{n+1}\right)=\sum_{k=0}^{|\alpha|-1} y_{0}^{(k)} \frac{t^{k}}{k!}+ \\
& \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n} b_{j, n+1} r\left[t_{j}, y_{h}\left(t_{j}\right)\right] \tag{2.10}
\end{align*}
$$

The error of this approximation is of order $p$, which can be described [18] by following relation

$$
\begin{equation*}
O\left(h^{p}\right)=\max _{j=0,1, \ldots, N}\left|y\left(t_{j}\right)-y_{h}\left(t_{j}\right)\right| \tag{2.11}
\end{equation*}
$$

where, $p=\min (2,1+\alpha)$

## III. BACKSTEPPING CONTROL OF FRACTIONAL ORDER CHAOTIC SYSTEMS

In this section we apply a novel method based on the backstepping method to synchronize two identical fractional-
order Chen systems which has been already synchronized via Active Sliding Mode Control in [24].
The Chen system was introduced by Chen and Ueta in 1999
[25]. Some researchers [26-28] have investigated chaotic behavior of the fractional-order Chen system that is described by:

$$
\left\{\begin{array}{l}
D_{t}^{q} x_{1}=a\left(x_{2}-x_{1}\right)  \tag{3.1}\\
D_{t}^{q} x_{2}=(c-a) x_{1}-x_{1} x_{3}+c x_{2} \\
D_{t}^{q} x_{3}=x_{1} x_{2}-b x_{3}
\end{array}\right.
$$

Considering Eq. (3.1) as master system, slave systems are defined as follows:
$\left\{\begin{array}{l}D_{t}^{q} y_{1}=a\left(y_{2}-y_{1}\right)+u_{1} \\ D_{t}^{q} y_{2}=(c-a) y_{1}-y_{1} y_{3}+c y_{2}+u_{2} \\ D_{t}^{q} y_{3}=y_{1} y_{2}-b y_{3}+u_{3}\end{array}\right.$
Define the track error as:
$e_{i}=y_{i}-x_{i}$
The error dynamic is described by

$$
\left\{\begin{array}{l}
D_{t}^{q} e_{1}=a\left(e_{2}-e_{1}\right)+u_{1}  \tag{3.3}\\
D_{t}^{q} e_{2}=\left(c-a-x_{3}\right) e_{1}+c e_{2}-e_{3}\left(e_{1}+x_{1}\right)+u_{2} \\
D_{t}^{q} e_{3}=e_{1} x_{2}+e_{2}\left(e_{1}+x_{1}\right)-b e_{3}+u_{3}
\end{array}\right.
$$

In this section, the backstepping design technique is applied to obtain control law of error system (3.4). The design procedure is divided into there steps shown as follows.

Step 1: In this step we consider the stability of the first equation of Eq. (3.4)
$D_{t}^{q} w_{1}=a\left(e_{2}-w_{1}\right)+u_{1}$
where
$w_{1}=e_{1}$.
and $e_{2}$ and $u_{1}$ are controllers.
Choose the first Lyapunov functional candidate as follow
$V_{1}=\frac{1}{2} w_{1}^{2}>0$
The time derivative of ${ }^{1}$ along trajectories of error dynamic (3.6) is

$$
\begin{align*}
\dot{V}_{1}=w_{1} \dot{w}_{1} & =w_{1} D_{t}^{1-q}\left(D_{t}^{q} w_{1}\right)  \tag{3.7}\\
& =w_{1} D_{t}^{1-q}\left(a\left(e_{2}-w_{1}\right)+u_{1}\right)
\end{align*}
$$

Assuming controllers, $e_{2}=\alpha_{1}\left(w_{1}\right), u_{1}=a w_{1}-k_{1} D_{t}^{1-q} w_{1}$, Eq. (3.7) can be written as:

$$
\begin{equation*}
\dot{V}_{1}\left(e_{1}\right)=-k_{1} w_{1}^{2}+w_{1} \cdot D_{t}^{1-q}\left(a \alpha_{1}\right) \tag{3.8}
\end{equation*}
$$

where $k_{1}$ is a positive constant. If $\alpha_{1}\left(w_{1}\right)=0$, Eq. (3.8) can be rewritten as

$$
\begin{equation*}
\dot{V}_{1}\left(e_{1}\right)=-k_{1} w_{1}^{2} \tag{3.9}
\end{equation*}
$$

This means that the zero solution of Eq. (3.6) is asymptotically stable.

Step 2: When $e_{2}$ is considered as controllers, $\alpha_{1}\left(e_{1}\right)$ is estimative function. Defining

$$
\begin{equation*}
w_{2}=e_{2}-\alpha_{1}\left(w_{1}\right) \tag{3.10}
\end{equation*}
$$

In this step we consider the stability of study $\left(w_{1}, w_{2}\right)$ system

$$
\left\{\begin{array}{l}
D_{t}^{q} w_{1}=a\left(w_{2}-w_{1}\right)+u_{1}  \tag{3.11}\\
D_{t}^{q} w_{2}=\left(c-a-x_{3}\right) w_{1}+c w_{2}-e_{3}\left(w_{1}+x_{1}\right)+u_{2}
\end{array}\right.
$$

Substituting $u_{1}=a w_{1}-k_{1} D_{t}^{1-q} \quad w_{1}$ in Eq. (3.11) we obtain

$$
\left\{\begin{array}{l}
D_{t}^{q} w_{1}=a w_{2}-k_{1} D_{t}^{1-q} w_{1}  \tag{3.12}\\
D_{t}^{q} w_{2}=\left(c-a-x_{3}\right) w_{1}+c w_{2}-e_{3}\left(w_{1}+x_{1}\right)+u_{2}
\end{array}\right.
$$

where $e_{3}$ and $u_{2}$ are controllers. Now, we candidate the second Lyapunov function as

$$
\begin{equation*}
V_{2}\left(w_{1}, w_{2}\right)=V_{1}\left(w_{1}\right)+\frac{1}{2} w_{2}^{2}>0 \tag{3.13}
\end{equation*}
$$

The time derivative of $V_{2}$ along trajectories of error dynamic (3.9) is

$$
\begin{align*}
V_{2}\left(w_{1}, w_{2}\right)= & -k_{1} w_{1}^{2}+w_{2} \cdot D_{t}^{1-q}\left(D_{t}^{q} w_{2}\right) \\
= & -k_{1} w_{1}^{2}+w_{2} \cdot D_{t}^{1-q}\left(\left(c-a-x_{3}\right) w_{1}\right.  \tag{3.14}\\
& \left.+c w_{2}-e_{3}\left(w_{1}+x_{1}\right)+u_{2}\right)
\end{align*}
$$

Assuming controllers
$u_{2}=-w_{1}\left(c-a-x_{3}\right)-c w_{2}-k_{2} D_{t}^{q-1} w_{2}, e_{3}=\alpha_{2}\left(w_{1}, w_{2}\right), \mathrm{Eq}$
can be written as:

$$
\begin{equation*}
\dot{V}_{2}\left(w_{1}, w_{2}\right)=-k_{1} w_{1}^{2}-k_{2} w_{2}^{2}+w_{2} \cdot D_{t}^{1-q}\left(-\alpha_{2}\left(x_{1}+w_{1}\right)\right) \tag{3.15}
\end{equation*}
$$

where $k_{2}$ is a positive constant. If $\alpha_{2}\left(w_{1}, w_{2}\right)=0$, Eq. (3.15) can be written as
$\dot{V}_{2}\left(w_{1}, w_{2}\right)=-k_{1} w_{1}^{2}-k_{2} w_{2}^{2}<0$
This will guaranty that the zero solution of Eq. (3.13) is asymptotically stable.

Step 3: When $e_{3}$ is considered as controllers in Eq. (3.12), $\alpha_{2}\left(w_{1}, w_{2}\right)$ is estimative function. Defining

$$
\begin{equation*}
w_{3}=e_{3}-\alpha_{2}\left(w_{1}, w_{2}\right) \tag{3.17}
\end{equation*}
$$

we study $\left(w_{1}, w_{2}, w_{3}\right)$ system
$\left\{\begin{array}{l}D_{t}^{q} w_{1}=a\left(w_{2}-w_{1}\right)+u_{1} \\ D_{t}^{q} w_{2}=\left(c-a-x_{3}\right) w_{1}+c w_{2}-w_{3}\left(w_{1}+x_{1}\right)+u_{2} \\ D_{t}^{q} w_{3}=w_{1} x_{2}+w_{2}\left(w_{1}+x_{1}\right)-b w_{3}+u_{3}\end{array}\right.$
Substituting $u_{1}=a w_{1}-k_{1} D_{t}^{1-q} w_{1}$ and
$u_{2}=-w_{1}\left(c-a-x_{3}\right)-c w_{2}-k_{2} D_{t}^{q-1} w_{2}$ in Eq. (3.18) we obtain:
$\left\{\begin{array}{l}D_{t}^{q} w_{1}=a w_{2}-k_{1} D_{t}^{1-q} w_{1} \\ D_{t}^{q} w_{2}=-k_{2} D_{t}^{q-1} w_{2}-w_{3}\left(w_{1}+x_{1}\right) \\ D_{t}^{q} w_{3}=w_{1} x_{2}+w_{2}\left(w_{1}+x_{1}\right)-b w_{3}+u_{3}\end{array}\right.$
where $u_{3}$ is controller. Finally, we candidate the third Lyapunov function as
$V_{3}\left(w_{1}, w_{2}, w_{3}\right)=V_{1}\left(w_{1}\right)+V_{2}\left(w_{1}, w_{2}\right)+\frac{1}{2} w_{3}^{2}>0$
Its time derivative is

$$
\begin{gather*}
\dot{V}_{3}\left(w_{1}, w_{2}, w_{3}\right)=-k_{1} w_{1}^{2}-k_{2} w_{2}^{2}+w_{3} \cdot D_{t}^{1-q}\left(D_{t}^{q} w_{3}\right) \\
=-k_{1} w_{1}^{2}-k_{2} w_{2}^{2}+  \tag{3.21}\\
w_{3} \cdot D_{t}^{1-q}\left(w_{1} x_{2}+w_{2}\left(w_{1}+x_{1}\right)-b w_{3}+u_{3}\right)
\end{gather*}
$$

Assuming controller, $u_{3}=-w_{1} x_{2}-w_{2}\left(w_{1}+x_{1}\right)+b w_{3}-k_{3} D_{t}^{q-1} w_{3}$, Eq. (3.21) can be rewritten as:
$\dot{V}_{3}\left(w_{1}, w_{2}, w_{3}\right)=-k_{1} w_{1}^{2}-k_{2} w_{2}^{2}-k_{3} w_{3}^{2}<0$
where $k_{3}$ is a positive constant. The Eq. (3.22) guaranties that the controllers i.e. $u_{1}, u_{2}$, and $u_{3}$ will stabilize the Eq. (3.4). We applied Backstepping control to synchronize two fractional-order Chen systems in the following two cases: Case 1: order of chaotic systems is $2.85 \quad(q=0.95)$ and $(a, b, c)=(40,3,28)$; Case 2 : order of chaotic systems is $2.7(q=0.9)$ and $(a, b, c)=(35,3,28)$. The controller parameter in Case 1, and Case 2, are chosen as $\left(k_{1}, k_{2}, k_{3}\right)=(20,10,10)$ and $\left(k_{1}, k_{2}, k_{3}\right)=(10,10,10)$ respectively. Initial conditions are chosen $\left(x_{10}, x_{20}, x_{30}\right)=(3,-6,9)$ and $\left(y_{10}, y_{20}, y_{30}\right)=(1,1,1)$. Numerical simulations have carried out using the SIMULINK based on the frequency domain approximation. To solve the sets of fractional- order differential equations related to the master and slave systems, the CRONE Toolbox is used and Runge-Kutta solver with fixed step size 0.0001 is used. Fig. (3) shows simulation results of Case No. 1. Simulation results of Case No. 2 are given in Fig. (4). As it can be seen from Figs. (3.a) and (4.a), the designed controller is successfully able to synchronize two identical fractional-order Chen systems. It has been shown that all of the state variables of the slave converge to that of the
master. The simulation results verify the performance of the Backstepping controller.


Fig. (3) Simulation Results of synchronization of two identical Chen systems (Case 1)

## IV. CONCLUSION

In this paper we applied a proposed controller based on backstepping method to synchronize fractional order Chen systems. The simulation results show that this method can easily control fractional-order systems. As it can be seen from figures all of the control signal are feasible and can be applied to the other fractional-order systems such as fractional-order Hyperchaotic systems.


Fig. (3) Simulation Results of synchronization of two identical Chen systems (Case 2)
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#### Abstract

In order to control Genesio-Tesi and Chen chaotic systems, a fractional controller has been presented. This controller has been composed of a combination of fractional derivative and an integer derivative in form of $s-s^{\alpha}$. This kind of controller, the system with integer derivatives is turned into a system with fractional ones. The idea is to expand the stability region of fractional system because of using the fractional derivative. A proper range of the fraction parameter will also be designed to stabilize the closed loop system. The performance of the proposed idea is shown through the simulation.


## I. InTRODUCTION

Fractional calculus is an old mathematical topic from 17th century. Nowadays, It has been found that in interdisciplinary fields, many systems can be described by fractional differential equations. For example: the fractional-order Chua circuit [1] Duffing system [2] jerk model [3] Chen system [4] Lü dynamic [5] Rössler system [6] and Newton-Leipnik system [7] demonstrate a chaotic behaviour. Chaotic systems have recently been much considered due to their potential usage in different fields of science and technology particularly in electronic systems [8] secure communication [9] computer [10]. To develop the chaotic theory, a control approach of chaotic systems has been considered as an important problem [11]. It was initially assumed that, control of chaotic systems is impossible and they have uncontrollable and unpredictable dynamic. The imagination was changed when three researchers [12] have shown other vice. The Endeavour has been proceeded to control the chaos using different approach, e.g. feedback linearization [13-15] Delayed feedback control [16] OPF [17] and TDFC [18].
Recently, some scientist applied the fractional-order controller to control fractional and integer order dynamics of chaos. In [19, 20] an Adaptive fractional control is proposed to control and synchronize chaos [19, 20], and controller parameter is updated based on a proper adaptation mechanism the. A sliding mode control and active control is presented to synchronize the fractional-order chaotic system [21,22]. In [23], a simple fractional controller has been proposed to control such chaotic systems. In this method, a system with integer derivative turns in to a system with fractional derivatives. Thereafter a proper interval for $\alpha$ will be designed to stabilize the closed loop system. This method will be applied to control Genesio-Tesi and Chen chaotic systems, in this paper.

This paper is organized as follows:
In section II, basic stability requirement for fractional systems will be shortly described. A brief description of fractional controller will be presented in section III. Section IV is devoted to implement the proposed method on Genesio-Tesi and Chen chaotic systems. Ultimately, the work will be concluded at section V.
II. STABILLITY ANALYSIS OF FRACTIONAL-ORDER SYSTEM

A fractional order linear time invariant (FO-LTI) system can be represented by the following state-space format:
$\left\{\begin{array}{l}D^{\alpha} x=A x+B u \\ y=C x\end{array}\right.$
where, $x \in \mathbb{R}^{p}, u \in \mathbb{R}^{n}$ and $y \in \mathbb{R}^{p}$ denote states, input and output vectors of the system. The appropriate coefficients will be shown by $A \in \mathbb{R}^{p \times n}, \quad B \in \mathbb{R}^{p \times r}$ and $C \in \mathbb{R}^{p \times n}$ respectively whilst $\alpha$ is the fractional commensurate order. Fractional order differential equations are at least as stable as their integer orders counterparts. This is because; systems with memory are typically more stable than their memory-less alternatives [2426]. It has been shown that an autonomous dynamic $D^{\alpha} x=A x, x(0)=x_{0}$ is asymptotically stable if the following condition is met [27]:
$|\arg (\operatorname{eig}(A))|>\alpha \pi / 2$,
where, $0<\alpha<1$ and $\operatorname{eig}(A)$ represents the eigenvalues of matrix $A$. This means each component of states decays towards 0 , like $t^{-\alpha}$. In addition, this system is stable if $|\arg (\operatorname{eig}(A))| \geq \alpha \pi / 2$. Those critical eigenvalues which satisfy $|\arg (\operatorname{eig}(A))|>\alpha \pi / 2$ have geometric multiplicity of 1 . The equality holds when the dynamic has not geometric multiplicity of 1 .


Fig. 1. Stability region of the FO-LTI system with fractional order,

$$
0<\alpha<1
$$

The stability region for $0<\alpha<1$ are shown in Figure 1. Now, consider the following autonomous commensurate fractional order system:

$$
\begin{equation*}
D^{\alpha} x=f(x) \tag{3}
\end{equation*}
$$

where, $0<\alpha<1$ and $x_{2} \in R^{n}$. The equilibrium points of system (3) are calculated when:
$f(x)=0$.
These points are locally asymptotically stable if all eigenvalues of Jacobian matrix $J=\partial f / \partial x$, which are evaluated at the equilibrium points- satisfy the following condition [27-28]:

$$
\begin{equation*}
|\arg (\operatorname{eig}(J))|>\alpha \pi / 2 . \tag{5}
\end{equation*}
$$

## III. A FRACTIONAL CONTROLLER, $S-S^{\alpha}$

A controller is often used to stabilize the system or improve the performance indices. A classic stabilizing treatment may be found by a pole placement approach. This may be achieved when a state feedback controller assuming availability of the state is applied. An alternative fractional controller [23], expands the effective range of stability according to equation (5). In this case, there is no need to locate the poles in other places explicitly. A normal integer type controller will be substituted with a fractional derivative. In Figure (2) a schematic diagram of the proposed closed loop fractional controller is shown.


Fig. 2. schematic diagram of closed loop fractional controller

Consider a chaotic system can be represented by the following dynamic:

$$
\begin{equation*}
\dot{x}=f(x)+u \tag{6}
\end{equation*}
$$

A fractional controller alters the dynamic in (6) into the following autonomous dynamic:
$D^{\alpha} x=f(x)$
To stabilize the overall system, a proper interval for $\alpha$ can be established. If $\lambda_{i}$ shows the $i^{\text {th }}$ eigenvalues of system, an upper bound for $\alpha$ can be written as [27-28]:
$\tan (\alpha \pi / 2)<\left|\frac{\operatorname{Im}\left(\lambda_{i}\right)}{\operatorname{Re}\left(\lambda_{i}\right)}\right| \Rightarrow \alpha<\frac{2}{\pi} \tan ^{-1}\left|\frac{\operatorname{Im}\left(\lambda_{i}\right)}{\operatorname{Re}\left(\lambda_{i}\right)}\right|$
In the following section, this controller is implemented on a Genesio-Tesi and Chen chaotic systems.

## IV. IMPLEMENTATION OF THE FRACTIONAL CONTROLLER ON CHAOTIC SYSTEMS

## IV.I. CONTROL OF CHEN CHAOTIC SYSTEM

Chen system was originally introduced by in [29]. Some researchers [30-31] have used the results and also investigated the chaotic behaviour of the fractional-order. Chen system that is described by:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=A\left(x_{2}-x_{1}\right)  \tag{9}\\
\frac{d x_{2}}{d t}=(g-A) x_{1}-x_{1} x_{3}+g x_{2} \\
\frac{d x_{3}}{d t}=x_{1} x_{2}-B x_{3}
\end{array}\right.
$$

$y=x_{2}$
Parameters $A, B$ and $g$ are chosen respectively as 40,3 and 31 . In order to investigate the stability of the system, Jacobian matrix and corresponding Eigenvalues have to be found. These in return also require the equilibrium points, which are as follows:
$\left\{\begin{array}{l}\left(x_{1 e}, x_{2 e}, x_{3 e}\right)=(0,0,0) \\ \left(x_{1 e}, x_{2 e}, x_{3 e}\right)=(8.12,8.12,22) \\ \left(x_{1 e}, x_{2 e}, x_{3 e}\right)=(-8.12,-8.12,22)\end{array}\right.$
The appropriate Jacobian matrix is as follows:
$J=\left[\begin{array}{ccc}-40 & 40 & 0 \\ -X_{3 e}-9 & 31 & -X_{1 e} \\ X_{2 e} & X_{1 e} & -3\end{array}\right]$

The corresponding Eigenvalues at each equilibrium points are evaluated as:

$$
\left\{\begin{array}{l}
(25.5,-34.5,-3) \\
(-20.2,4.1+15.5 \mathrm{i}, 4.1-15.5 \mathrm{i}) \\
(-20.2,4.1+15.5 \mathrm{i}, 4.1-15.5 \mathrm{i})
\end{array}\right.
$$

It is seen that first set of eigenvalues show instability of the system and therefore instability of the corresponding equilibrium point i.e. the origin. Therefore, according to equation (8), $\alpha$ must satisfy $\alpha<0.83$ to maintain the stability of the system. A fractional controller for $\alpha=0.8$ together with initial states equal to $X_{1}(0)=-1.0032, X_{2}(0)=2.3545$ and $X_{3}(0)=-.087$ is chosen. This controller is applied on Chen chaotic system. Corresponding results are shown in Figures 3 to 5. The controlled states and control input are shown in Figure (3) and (4) respectively. The control action is triggered at $t=5 \mathrm{~s}$. As it can be seen, the states are got settled and stabilized soon after. To show the effectiveness of the controller, the states are also shown in the phase plane in Figure (5). It can be seen that the states are converged to the stable equilibrium point, i.e. $\left(X_{1}(0)=-20\right.$, $\left.X_{2}(0)=-10, X_{3}(0)=6\right)$.Similarly, the performance of the proposed controller will also be verified on other chaotic system e.g. Genesio-Tesi.


Fig. 3. The states of Chen chaotic system under a fractional controller


Fig. 4. Control Input in Chen Chaotic system


Fig. 5. Phase portrait of Chen chaotic system under a fractional controller

## IV.I. Control of Genesio-Tesi chaotic system

The effectiveness of the controller will be shown when it is applied on the other system i.e. Genesio-Tesi. Consider the following Genesio-Tesi chaotic system [32]:

$$
\left\{\begin{array}{l}
\frac{d x_{1}}{d t}=x_{2}  \tag{10}\\
\frac{d x_{2}}{d t}=x_{3} \\
\frac{d x_{3}}{d t}=-c x_{1}-b x_{2}-a x_{3}+x_{1}^{2}
\end{array}\right.
$$

Corresponding parameters are selected as: $a=1.2, b=2.92, c=6$. The same procedure will be done to the system. To investigate the stability, equilibrium point, Jacobian
matrix and corresponding Eigenvalues are computed. Equilibrium point are found as:
$\left\{\begin{array}{l}\binom{\left.x_{1 e}, x_{2 e}, x_{3 e}\right)=(0,0,0)}{\left(x_{1 e}, x_{2 e}, x_{3 e}\right)}(6,0,0)\end{array}\right.$
Then Jacobian matrix is found as:
$J=\left[\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & 1 \\ -6+2 x_{1 e} & -2.92 & -1.2\end{array}\right]$
Corresponding eigenvalues are then found at the equilibrium point as:

$$
\left\{\begin{array}{l}
(-1.64,0.22+1.89 \mathrm{i}, 0.22-1.89 \mathrm{i}) \\
(1.1,-1.15+2.03 \mathrm{i},-1.15-2.03 \mathrm{i})
\end{array}\right.
$$

The stability range for $\alpha$ is found using equation (8) as $\alpha<0.92$. A simple fractional controller assuming $\alpha=0.8$ and $\quad X_{1}(0)=-1.0032, \quad X_{2}(0)=2.3545, \quad X_{3}(0)=-.087$ is implemented on the chaotic system. Controlled states and control input are shown in Figure (6) and (8) respectively, when the control takes action at $\mathrm{t}=10 \mathrm{~s}$. The phase portrait is also plotted in Figure (7). From this graphs, the stability of the controlled system and therefore the effectiveness of the proposed controller can be seen.


Fig. 6. The state transient behaviour of Genesio-Tesi when the control is triggered at $\mathrm{t}=10 \mathrm{~s}$.


Fig. 7. Phase portrait of Genesio-Tesi chaotic system under a fractional controller


Fig. 8. Control Input in Genesio-Tesi Chaotic system

## V. CONCLUSION

Significance of a fractional controller is shown on two Chen and Genesio-Tesi chaotic systems. In addition of simplicity of the controller, maintaining the stability are the advantages of the proposed controller. The range of the stability is increased without need for a pole placement. This is achieved using a simple fractional controller. The convergence and the stability of the closed loop are shown achieved on two chaotic systems, through simulation.
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#### Abstract

The main objective of this study is to investigate on Chaotic behavior of fractional-order modeled Coullet system and its controllability. It has been shown that this problem could lead to synchronization of two master and slave systems with the same or different fractional-order. The proposed method which is based on active sliding mode control (ASCM), has been developed to synchronize two chaotic systems with the same or partially different attractor. The numerical simulation results, verify the significance of the proposed controller even for chaotic synchronization task.


## I. INTRODUCTION

Although Fractional Order Calculus (FOC) has 300-year of history, its applications in physics and engineering have just begun [1]. In many systems, such as viscoelastic systems [2], dielectric polarization, and electromagnetic waves, FOC models exhibited better utility. Furthermore, emergence of effective analytical and numerical methods in differentiation and integration of non-integer (fractional) order equations, in recent years, makes FOC more attractive for the control systems community.
Recently the interest of chaotic synchronization has been extensively growth [3-7]. The fact that [8] nonlinear chaotic systems may keep their natural chaotic behavior when their models become fractional has a critical effect in this manner. A pioneering work on the concept of "chaotic synchronization" is presented in [9]. Another's work has been continued through presentation of a method to synchronize two identical chaotic systems with different initial conditions [10]. Different types of chaotic synchronization methods in terms of complete synchronization, generalized synchronization, phase synchronization and lag synchronization have been reported. [11-16]
Recently, some researchers applied the fractional-order controller to control fractional and integer order dynamics of chaotic systems. In $[17,18]$ an adaptive fractional controller is proposed to control and synchronize chaos, and controller parameter is updated based on a proper adaptation mechanism. A sliding mode control and active control is presented to synchronize the fractional-order chaotic system in [19,20]. Fractional sliding mode is proposed to control chaos in [21], and a fractional controller in combination with state feedback is proposed in [22]. In [23] Bifurcation in fractional order

Newton-Leipnik system was investigated. The projective method is used to synchronize fractional order rigid body system in [24].
Also synchronization of chaotic fractional order Coullet systems has already studied in [20]. In this paper the synchronization of this system will be developed via active sliding mode control with the novelty of synchronizing of two master and salve systems with different fractional orders. This case attracts the designers, particularly in coding and decoding applications.
Active sliding mode control technique is a discontinuous strategy that relies on two stages of designation. The first step is to select an appropriate active controller to facilitate the design of sequent sliding mode controller. The second stage is to design a sliding mode controller to achieve the synchronization. Although, this method is already applied to synchronize fractional order chaotic Lü and Chen systems [25], there has been a lack of report in fractional order chaotic Coullet system.
This paper is organized as follows:
Coullet system will be described in section 2. Active sliding mode control will be presented in section 3 . This controller is applied to synchronize two identical fractional-order Coullet systems in section 4 . In section 5 , the proposed method will be developed to synchronize two master and slave systems with different fractional-orders. Ultimately, the work will be concluded at section 5.

## II. SYSTEM DESCRIPTION

Some of nonlinear systems represent deterministic treatment called chaotic behavior. These systems are very sensitive to initial conditions. This means two identical distinct systems but with a minor deviation in their initial condition, may result completely different. In the other words, having bounded initial conditions known, would not guarantee to predict the behavior correctly.
Consider the following Arnéodo-Coullet dynamic equation [26]:

This system has exhibited chaotic dynamics for various values of four parameters [26,27]. To investigate the chaotic behavior
of the system, simulation with the following set $\{a=0.8, b=-1.1$, $c=-0.45, d=-1\}$ has been considered.

The system in (1) will be written in the state space format as:
$\left\{\begin{array}{l}\dot{x_{1}}=x_{2} \\ \dot{x}_{2}=x_{3} \\ \dot{x_{3}}=c x_{3}+b x_{2}+a x_{1}+d x_{1}^{3}\end{array}\right.$
The phase portrait of the system, represented in Fig.1, shows the chaotic behavior. This would cause the synchronization task to be hard and complex.


Fig. 1. Phase portrait of Chaotic Coullet system

Although some works have been reported on chaotic Coullet system, there is still less report on fractional order Coullet system[20]. In this research, an active sliding mode controller is proposed on fractional order chaotic system.
To construct the fractional order Coullet chaotic system model, equation (3) will be used, in which $q$, the fractional commensurate factor will be changed in accordance to system behavior in practice. It can be shown that for some range of $q$, the fractional order Coullet system is unstable [28]. A resonance property of fractional order Coullet chaotic system is shown in Fig. 2 for different values of $q=0.97,0.95$, and 0.9. Based on the type of practical chaotic behavior of system, the appropriate value of $q$ could be chosen in modeling stage.
The numerical simulations have carried out based on the frequency domain approximation.
$\left\{\begin{array}{l}D^{q} \dot{x}_{1}=x_{2} \\ D^{q} \dot{x}_{2}=x_{3} \\ D^{q} \dot{x}_{3}=c x_{3}+b x_{2}+a x_{1}+d x_{1}^{3}\end{array}\right.$

The primary task of this research is to stabilize system, (as it will be shown) using an active sliding mode control design.

## III. Active Sliding Mode Controller Design

This method has already been applied to synchronize fractional order chaotic Lü and Chen systems [25].


Fig.2. Phase portrait of chaotic Coullet system vs. different vslues of the fraction parameter

The subsequent objective is to show the efficiency the fractional modeling of dynamic. The method is basically a combination of an active and sliding mode controller. The designation procedure of active sliding mode controller is primarily given and then the stability issue of the proposed method is proven. Consider the following nonlinear incommensurate chaotic fractional system of order $q$ assuming $\left(0<q_{i}<1\right)$ :
$D^{q} x=A x+g(x)$
Where $x \in \mathbb{R}^{3}$ denotes 3-D state vector, $A \in \mathbb{R}^{3 \times 3}$ represents the linear part of the dynamic and $g: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is the nonlinear part of the system. The procedure description uses a
synchronization architecture where equation (4) represents the master dynamic. Meantime, the slave dynamic is defined inclusion of a control signal $u(t) \in \mathbb{R}^{3}$ by:

$$
\begin{equation*}
D^{q} y=A y+h(y)+u(t) \tag{5}
\end{equation*}
$$

where $y \in \mathbb{R}^{3}$ is the slave 3-D state vector, $A$ is the same parameter matrices as the master has, and $h: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ simply has the same role as $g$ in the master. Synchronization means finding the appropriate control signal $u(t) \in \mathbb{R}^{3}$ to derive states of the slave system to evolve as the states of the master. The synchronization goal will be achieved through the error definition which is as follows:

$$
\begin{equation*}
D^{q} e=A e+h(y)-g(x)+u(t) \tag{6}
\end{equation*}
$$

where $e=y-x$. The controller law $\left(u(t) \in \mathbb{R}^{3}\right)$ should cause:
$\lim _{t \rightarrow \infty}\|e(t)\|=0$
In accordance with the active control design procedure [29-31], nonlinear part of the error dynamic is eliminated by the following choice of the input vector:
$u(t)=H(t)-h(y)+g(x)$
The error in (6) can be rewritten as:
$D^{q} e=A e+H(t)$
Equation (9) describes the error with a recently defined control input $H(t)$. In active sliding mode control, $H(t)$ is designed based on a sliding mode control law, as:
$H(t)=K W(t)$
where $K=\left[\begin{array}{lll}k_{1} & k_{2} & k_{3}\end{array}\right]^{T}$ is a constant gain vector and $W(t) \in \mathbb{R}$ is the control input that satisfies in:
$W(\mathrm{t})= \begin{cases}W^{+}(\mathrm{t}), & S(e) \geq 0 \\ W^{-}(\mathrm{t}), & S(e)<0\end{cases}$
in which $S=S(e)$ is a switching surface that describes the desired dynamic. The resultant error is then written by:
$D^{q} e=A e+K W(t)$
The sliding surface can be defined as:
$S(e)=C e=c_{1} e_{1}+c_{2} e_{2}+c_{3} e_{3}$
An equivalent control is found when $\dot{S}(e)=0$ which is a necessary condition for the state trajectory to stay on the switching surface $S(e)=0$. Hence, the controlled system satisfies the following conditions in the steady state:
$S(e)=0 \quad$ and $\quad \dot{S}(e)=0$
Based on equation (12) to (14), It could be deduced:
$\dot{S}(e)=\frac{\partial s(e)}{\partial e} \dot{e}=\frac{\partial s(e)}{\partial e} D^{1-q}\left(D^{q} e\right)=$
$C D^{1-q}[A e+K W(t)]=0$
Hence,
$D^{1-q} W(t)=-(C K)^{-1} C A D^{1-q} e(t)$
The equivalent control $W_{e q}$ is a solution of equation (16):
$W_{e q}(t)=-(C K)^{-1} C A e(t)$
which is realizable whenever $\boldsymbol{C K}$ takes non-zero value. Replacing $W(t)$ in equation (12) from $W_{e q}(t)$ in equation (17), the error dynamic will be determined by the following relation: $D^{q} e=\left(I-K(C K)^{-1} C\right) A e$
As a classic work, the constant plus proportional rate reaching law will be considered [32-37]. Accordingly the reaching law is obtained as:
$D^{q} S=-p \operatorname{sgn}(S)-r S$
Where $\operatorname{sgn}($.$) denotes the sign function. Gains p>0$ and $r>0$ are determined such that the sliding condition is met and the sliding mode motion occurs. From equations (12) and (13), one may find that:
$D^{q} S=C D^{q} e=C[A e+K W(t)]$
However, from equations (19) and (20), the control input will be provided by:

$$
\begin{equation*}
W(t)=-(C K)^{-1}[C(r I+A) e+p \operatorname{sgn}(S)] \tag{21}
\end{equation*}
$$

According to Theorem 1, as long as all eigenvalues of $\left(A-K(C K)^{-1} C(r I+A)\right] \quad\left(\lambda_{i} ' s i=1,2,3\right) \quad$ satisfy the condition $\left|\arg \left(\lambda_{i}\right)\right|>q \pi / 2$, the system in (18) is asymptotically stable [25].

## IV. Active Sliding Mode Synchronization Of COULLET System

In this section, the described method will be used to synchronize two identical fractional orders Coullet system with the following initial conditions: $\left(x_{10}, x_{20}, x_{30}\right)=(1,-1,0)$ , $\left(y_{10}, y_{20}, y_{30}\right)=(0.2,0.2,0.2)$.
Consider two fractional order Coullet systems as master and slave systems respectively:
$\operatorname{master}\left\{\begin{array}{l}D^{q} x_{1}=x_{2} \\ D^{q} x_{2}=x_{3} \\ D^{q} x_{3}=c x_{3}+b x_{2}+a x_{1}+d x_{1}^{3}\end{array}\right.$
slave $\left\{\begin{array}{l}D^{q} y_{1}=y_{2}+u_{1} \\ D^{q} y_{2}=y_{3}+u_{2} \\ D^{q} y_{3}=c y_{3}+b y_{2}+a y_{1}+d y_{1}^{3}+u_{3}\end{array}\right.$
Applying described method, matrix $A$, nonlinear part $g(x)$ and $h(y)$ are achieved accordingly:
$A=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ a & b & c\end{array}\right], g(x)=\left[\begin{array}{c}0 \\ 0 \\ d x_{1}^{3}\end{array}\right], h(y)=\left[\begin{array}{c}0 \\ 0 \\ d y_{1}^{3}\end{array}\right]$
The error is defined as the discrepancy of the relevant states i.e. $e_{i}=y_{i}-x_{i}$ for $i=1,2,3$.

Deducing the master dynamic from the slave, leads to:
$D^{q} e=A e+h(y)-g(x)+U$
Finally, a desired input control is calculated as (27):
$B_{1}=-(C K)_{3}{ }^{-1}=\left(c_{1} k_{1}+c_{2} k_{2}+c_{3} k_{3}\right)^{-1}$
$B_{2}=[C(r I+A) e+p \operatorname{sgn}(S)]=$
$\left(c_{1} r+c_{3} a\right) e_{1}+\left(c_{1}+c_{2} r+c_{3} b\right) e_{2}+$
$\left(c_{2}+c_{3}(c+r) e_{3}+p \operatorname{sgn}(S)\right.$
$\left\{\begin{array}{l}u_{1}(t)=-k_{1} B_{1} B_{2} \\ u_{2}(t)=-k_{2} B_{1} B_{2} \\ u_{3}(t)=-k_{3} B_{1} B_{2}-d y_{1}^{3}+d x_{1}^{3}\end{array}\right.$
Assume that orders of the master and the slave are $q=0.9$ and parameters of system as $(a, b, c)=(5,-10,-3.8)$. Parameters of the controller are chosen as $K=(0.1,0.3,0.4)$, $C=(10,3,4)$ and $p=0.5$. This selection of parameters results in eigenvalues $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=(-10,-0.5793 \pm 1.3602 \mathrm{i})$ which located in a stable region $\left(\left|\arg \left(\lambda_{i}\right)\right|>0.9 * \pi / 2\right)$. Numerical simulations for this case have carried out based on ode45 solver . Fig. 3 shows the effectiveness of the proposed controller to synchronize two fractional-order modeled systems. It should be noted that control $u(t)$, has been activated at $t=0$.
V. Synchronization Of Two Different FractionalOrder Coullet System Via Active Sliding Mode Control
In this section two fractional order master and slave with different fractional order will be synchronized via proposed method. This method can be useful in synchronizing two systems with partially different attractor, which may usually happen in coding and decoding applications.
Consider master and slave system as :
master $\left\{\begin{array}{l}D^{q_{1}} x_{1}=x_{2} \\ D^{q_{1}} x_{2}=x_{3} \\ D^{q_{1}} x_{3}=c x_{3}+b x_{2}+a x_{1}+d x_{1}^{3}\end{array}\right.$
slave $\left\{\begin{array}{l}D^{q_{2}} y_{1}=y_{2}+u_{1} \\ D^{q_{2}} y_{2}=y_{3}+u_{2} \\ D^{q_{2}} y_{3}=c y_{3}+b y_{2}+a y_{1}+d y_{1}^{3}+u_{3}\end{array}\right.$
the error dynamic can be written as:
$\left\{\begin{array}{l}D^{q_{1}} e_{1}=e_{2}+D^{q_{1}} y_{1}-D^{q_{2}} y_{1} \\ D^{q_{1}} e_{2}=e_{3}+D^{q_{1}} y_{2}-D^{q_{2}} y_{2} \\ D^{q_{1}} e_{3}=c e_{3}+b e_{2}+a e_{1}+d y_{1}^{3}-d x_{1}^{3}+D^{q_{1}} y_{3}-D^{q_{2}} y_{3}\end{array}\right.$
Again matrix $A$, nonlinear part $g(x)$ and $h(y)$ are described accordingly as:

$$
\begin{align*}
& A=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
a & b & c
\end{array}\right], \quad g(x)=\left[\begin{array}{c}
0 \\
0 \\
d x_{1}^{3}
\end{array}\right], \\
& h(y)=\left[\begin{array}{c}
D^{q_{1}} y_{1}-D^{q_{2}} y_{1} \\
D^{q_{1}} y_{2}-D^{q_{2}} y_{2} \\
d y_{1}^{3}+D^{q_{1}} y_{3}-D^{q_{2}} y_{3}
\end{array}\right] \tag{31}
\end{align*}
$$








Fig. 3 :a) Simulation Results of ASM synchronization of two identical fractional order Coullet systems for $q=0.9$, $\mathrm{p}=0.5$, $k=[10,0.3,0.4]^{T}$ and $C=[10,3,4]$. b) Control signal for states $x_{1}, x_{2}$ and $x_{3}$.

The objective is to find suitable controllers $u_{i}(i=1,2,3)$ which made the error dynamic asymptotically stable.
Assuming $B_{1}, B_{2}$ the same as (26), the suitable controllers can be defined as:

$$
\left\{\begin{array}{l}
u_{1}(t)=-k_{1} B_{1} B_{2}+D^{q_{1}} y_{1}-D^{q_{2}} y_{1}  \tag{32}\\
u_{2}(t)=-k_{2} B_{1} B_{2}+D^{q_{1}} y_{2}-D^{q_{2}} y_{2} \\
u_{3}(t)=-k_{3} B_{1} B_{2}-d y_{1}^{3}+d x_{1}^{3}+D^{q_{1}} y_{3}-D^{q_{2}} y_{3}
\end{array}\right.
$$

Assume two different fractional order Coullet system with the initial conditions as master and slave. The fractional order of master is $\mathrm{q}_{1}=0.9$ with initial condition as $\left(x_{10}, x_{20}, x_{30}\right)=(1,-1,0)$ and for slave system are $\mathrm{q}_{2}=0.88$ and
$\left(y_{10}, y_{20}, y_{30}\right)=(0.2,0.2,0.2)$. Assume the parameters of system as $(a, b, c)=(5,-10,-3.8)$. Parameters of the controller are chosen as $K=(0.1,0.3,4), \quad C=(10,4,0.5)$ and $p=0.5$. This selection of parameters results in eigenvalues $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=(-10,-2.3649 \pm 2.1492 \mathrm{i})$ which satisfy the stable condition $\left(\left|\arg \left(\lambda_{i}\right)\right|>q_{1} * \pi / 2\right)$.
In Fig. 4 the results of proposed method and its effectiveness in synchronizing two different fractional-order Coullet" systems are shown.

## VI. CONCLUSION

In this paper, synchronization of two chaotic Coullet system with fractional orders models (as master and slave) with the same order, is investigated. Active sliding mode method has been developed to imply the task. It has been shown that by proper selection of the control parameters $\left(K_{i}, c_{i}, p, r\right)$, the master and slave systems are synchronized. Furthermore all eigenvalues $\left(\lambda_{i} ' s i=1,2,3\right)$ of synchronized system will satisfy the suffusion condition i.e $\left|\arg \left(\lambda_{i}\right)\right|>q \pi / 2$. This means the error is stabilized so in the long term analysis, the synchronization would be guaranteed.
The proposed method has also been developed to synchronize two master and slave system with different fractional-order. Numerical simulations have shown the efficiency of the proposed controller in the mentioned task.


Fig. 4 :a) Simulation Results of ASM synchronization of two fractional order Coullet systems with different orders. Parameters of the systems and controller are respectively chosen as $\mathrm{q}_{1}=0.9, \mathrm{q}_{2}=0.88, \quad(a, b, c)=(5,-10,-3.8)$, $K=(0.1,0.3,4), \quad C=(10,4,0.5)$ and $p=0.5$. b) Control signal for states $x_{1}, x_{2}$ and $x_{3}$.
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# Dynamical behaviors, linear feedback control and synchronization of the fractional order Liu system 

Ahmed E. Matouk ${ }^{a, b}$


#### Abstract

In this paper, some dynamical behaviors of the fractional order Liu system are investigated. It is found that chaos exists in this system with order less than 3. Chaos control and synchronization are achieved by using linear control technique. Simulation results are used to visualize and illustrate the effectiveness of the proposed control and synchronization methods.


Index Terms-fractional order Liu system, stability conditions, chaos, chaos control, synchronization, linear control technique

## I. Introduction

Although fractional calculus is such an old topic that it was introduced in the early $17^{\text {th }}$ century, it has been extensively studied in the last decade by scientists, engineers and physicists [1-2].

There are many definitions of fractional order derivatives. The Riemann-Liouville definition [3] which is given by

$$
\begin{equation*}
D^{\alpha} f(t)=\frac{d^{l}}{d t^{l}} J^{l-\alpha} f(t) \tag{1}
\end{equation*}
$$

where $J^{\theta}$ is the $\theta$-order Riemann-Liouville integral operator which is given as

$$
\begin{equation*}
J^{\theta} u(t)=\frac{1}{\Gamma(\theta)} \int_{0}^{t}(t-\tau)^{\theta-1} u(\tau) d \tau, \quad \theta>0 \tag{2}
\end{equation*}
$$

Another one is the Caputo definition of fractional derivatives [4], which is often used in real applications:

$$
\begin{equation*}
D_{*}^{\alpha} f(t)=J^{l-\alpha} f^{(l)}(t), \quad \alpha>0 \tag{3}
\end{equation*}
$$

where $f^{(l)}$ represents the $l$-order derivative of $f(t)$ and $l=[\alpha]$, this means that $l$ is the first integer which is not less

[^24]than $\alpha$. The operator $D_{*}^{\alpha}$ is called the "Caputo differential operator of order $\alpha$ ". In [5], F. Ben Adda studied the geometric and physical interpretation of the fractional derivative.

On the other hand, studying chaos in fractional order dynamical systems is very interesting topic and has much increasing attention in the past few years. Chaotic attractors have been found in the following fractional order systems, Lorenz [6], Chua [7], Chen [8] and Lü [9]. Chaos in fractional order autonomous systems has also interesting phenomena that is it can occur for orders less than three and this can't happen in their integer order counterparts according to Poincaré-Bendixon theorem. Chaos control and synchronization in integer order differential systems are well understood [10-11], but they are still in the beginning in the case of fractional order chaotic systems. Recently, many papers about chaos control and synchronization in fractional order chaotic systems have been published by authors [12-13].

In this work, I study stability, chaos, control and synchronization in the Liu system [14] with same fractional order. I use the Routh-Hurwitz conditions given in [15] to study the stability conditions in this system. It is found that the lowest order for chaos to exist in such system is 2.55 . The sufficient conditions for chaos control are derived analytically using linear feedback control technique. Conditions for achieving chaos synchronization via linear control method are studied using the classical Laplace transformation theory. The analytical results are verified by numerical simulations.

## II. The FRactional order Liu system

The fractional order Liu system with same fractional order is given as follows

$$
\begin{equation*}
D_{*}^{\alpha} x=a(y-x), \quad D_{*}^{\alpha} y=b x-k x z, \quad D_{*}^{\alpha} z=-c z+h x^{2} \tag{4}
\end{equation*}
$$

where $\alpha$ is the fractional order and $\alpha \in(0,1]$. The parameters $\mathrm{a}, \mathrm{c}, \mathrm{k}, \mathrm{h}$ are all positive real parameters and $\mathrm{b} \in \mathrm{R}$. When $\alpha=1$ system (4) is the original integer order Liu system which exhibits chaotic behaviors at the parameter values $\mathrm{a}=10, \mathrm{~b}=$ $40, \mathrm{c}=2.5, \mathrm{~h}=4$ and $\mathrm{k}=1$.

The equilibrium points of system (4) are $E_{0}=(0,0,0)$, $E_{1}=\left(\sqrt{\frac{b c}{h k}}, \sqrt{\frac{b c}{h k}}, \frac{b}{k}\right)$ and $E_{2}=\left(-\sqrt{\frac{b c}{h k}},-\sqrt{\frac{b c}{h k}}, \frac{b}{k}\right)$.

## III. CONDITIONS FOR STABILITY IN 3-DIMENSIONAL FRACTIONAL ORDER SYSTEMS

The stability conditions of fractional order systems given in [15] are shown in the following:
Consider the 3-dimensional fractional order system
$D_{*}^{\alpha} x(t)=f(x, y, z), D_{*}^{\alpha} y(t)=g(x, y, z), D_{*}^{\alpha} z(t)=h(x, y, z)$,
where $\alpha \in(0,1]$ and $(\bar{x}, \bar{y}, \bar{z})$ is an equilibrium solution of (5). The eigenvalues equation of the equilibrium solution $(\bar{x}, \bar{y}, \bar{z})$ is given as
$P(\lambda)=\lambda^{3}+a_{1} \lambda^{2}+a_{2} \lambda+a_{3}=0$,
whose discriminant $D(P)$ is given by

$$
\begin{equation*}
D(P)=18 a_{1} a_{2} a_{3}+\left(a_{1} a_{2}\right)^{2}-4 a_{3}\left(a_{1}\right)^{3}-4\left(a_{2}\right)^{3}-27\left(a_{3}\right)^{2} \tag{7}
\end{equation*}
$$

Then $(\bar{x}, \bar{y}, \bar{z})$ is locally asymptotically stable if all the roots of equation (6) satisfy the condition $|\arg (\lambda)|>\alpha \pi / 2$. Consequently, we have the following stability conditions:
(i) If $D(P)>0$, then the necessary and sufficient conditions for the equilibrium point $(\bar{x}, \bar{y}, \bar{z})$ to be locally asymptotically stable is

$$
a_{1}>0, \quad a_{3}>0, \quad a_{1} a_{2}-a_{3}>0
$$

(ii) If $D(P)<0, a_{1} \geq 0, \quad a_{2} \geq 0, \quad a_{3}>0$ then $(\bar{x}, \bar{y}, \bar{z})$ is locally asymptotically stable for $\alpha<2 / 3$. However, if $D(P)<0, a_{1}<0, a_{2}<0, \alpha>2 / 3$ then all roots of equation (6) satisfy the condition $|\arg (\lambda)|<\alpha \pi / 2$.
(iii) If $D(P)<0, a_{1}>0, \quad a_{2}>0, \quad a_{1} a_{2}-a_{3}=0$ then $(\bar{x}, \bar{y}, \bar{z})$ is locally asymptotically stable for all $\alpha \in(0,1)$.
(iv) $a_{3}>0$, is the necessary condition for the equilibrium point $(\bar{x}, \bar{y}, \bar{z})$ to be locally asymptotically stable.

## A. Stability conditions of the equilibrium point $E_{0}$

The eigenvalues equation of the equilibrium point $E_{0}$ is given by
$\lambda^{3}+(a+c) \lambda^{2}+(a c-a b) \lambda-a b c=0$.
When $b<0$ and $D(P)>0$ then using the stability condition (i), the equilibrium point $E_{0}$ is locally asymptotically stable for all $\alpha \in(0,1]$. However if $D(P)<0$ then $E_{0}$ is locally asymptotically stable for $\alpha<2 / 3$ or if $D(P)<0$ and $b=\frac{c(c+a)}{a}$ then $E_{0}$ is locally asymptotically
stable for all $\alpha \in(0,1)$ (using the stability conditions (ii) and (iii) respectively).

When $b>0$ then $a_{3}<0$, and by using the condition (iv) we can easily see that $E_{0}$ is unstable.

## B. Stability conditions of the equilibrium points $E_{1}$ and $E_{2}$

When $b>0$, two other equilibrium points $E_{1}$ and $E_{2}$ appear, and they have the following eigenvalues equation:
$\lambda^{3}+(a+c) \lambda^{2}+a c \lambda+2 a b c=0$.

If $D(P)>0$ then the necessary and sufficient condition for the equilibrium points $E_{1}\left(E_{2}\right)$ to be locally asymptotically stable for all $\alpha \in(0,1]$ is $b<\frac{a+c}{2}$ (from the stability condition (i)). However, if $D(P)<0$ then $E_{1}\left(E_{2}\right)$ are locally asymptotically stable for $\alpha<2 / 3$ or if $D(P)<0$ and $b=\frac{(a+c)}{2}$ then $E_{1}\left(E_{2}\right)$ are locally asymptotically stable for all $\alpha \in(0,1)$ (using the stability conditions (ii) and (iii) respectively). Now, the following Lemma is proved:

Lemma 1 For $\alpha<2 / 3$, system (4) undergoes a pitchfork bifurcation at $b=0$. Moreover, when $b<0$ the unique equilibrium point $E_{0}$ is locally asymptotically stable, and when $b>0, E_{0}$ becomes unstable and two other equilibrium points $E_{1}$ and $E_{2}$ appear and they are locally asymptotically stable (near $b=0$ ).

## IV. CHAOS IN FRACTIONAL ORDER LIU SYSTEM

An efficient method for solving fractional order differential equations is the predictor-correctors scheme or more precisely, PECE (Predict, Evaluate, Correct, Evaluate) technique which has been investigated in [16], and represents a generalization of the Adams-Bashforth-Moulton algorithm. It is used throughout this paper.

For the parameter values $\mathrm{a}=10, \mathrm{~b}=40, \mathrm{c}=2.5, \mathrm{~h}=4$ and k $=1$, it follows that $D(P)<0$ and therefore the equilibrium points $E_{1}\left(E_{2}\right)$ are locally asymptotically stable for $\alpha<2 / 3$. For this choice of the parameter values, the integer order form of system (4) exhibits chaotic behavior and has the three equilibria $E_{0}=(0,0,0), E_{1}=(5,5,40)$ and $E_{2}=(-5,-5,40)$. The eigenvalues of these equilibrium points are given as follows:

For $E_{0}: \quad \lambda_{1}=-25.6155, \quad \lambda_{2}=15.6155, \quad \lambda_{3}=-2.5000$.
For $E_{1}: \quad \lambda_{1}=-17.5614, \quad \lambda_{2,3}=2.5307 \pm 10.3673 I$.
For $E_{2}: \quad \lambda_{1}=-17.5614, \quad \lambda_{2,3}=2.5307 \pm 10.3673 I$, where $I=\sqrt{-1}$.

Now, according to [17] the equilibrium point $E_{0}=(0,0,0)$ is saddle point of index 1 , however the other equilibrium points $E_{1}$ and $E_{2}$ are saddle points of index 2. Thus, the necessary condition for the fractional order Liu system (4) to remain chaotic is $\alpha>\frac{2}{\pi} \arctan \left(\frac{\left|\operatorname{Im}\left(\lambda_{2,3}\right)\right|}{\operatorname{Re}\left(\lambda_{2,3}\right)}\right)$. Consequently, the maximum fractional order $\alpha$ for which the fractional order Liu system (4) demonstrates chaos for the above given parameters is $\alpha \approx 0.85$. Since the order of the fractional order chaotic system is the sum of the orders of all involved derivatives, hence, we show that the lowest order for the fractional order Liu system given by equations (4) to show chaos is 2.55 .

Simulations are performed for $\alpha=0.9$ using the abovementioned parameter values at which system (4) shows Lorenz-like attractor. When $\alpha=0.85$, system (4) is still chaotic. However below the value $\alpha=0.85$, system (4) becomes non chaotic.

## V. Chaos control of fractional order Liu system

A 3-dimensional fractional order chaotic system is described as
$D_{*}^{\alpha} X=F(X)$,


Fig. 1. 3-D plot of the fractional order Liu attractor in the $x-y-z$ space using fractional order $\alpha=0.9$.
where $X \in R^{3}$. The controlled system is given as
$D_{*}^{\alpha} X=F(X)-K\left(X-X_{e}\right)$,
where $K=\operatorname{diag}\left(k_{1}, k_{2}, k_{3}\right), k_{1}, k_{2}, k_{3} \geq 0$ and $X_{e}=\left(x_{e}, y_{e}, z_{e}\right)$ is an equilibrium point of (10). Now, by selecting the appropriate feedback control gains $k_{1}, k_{2}, k_{3}$ such that the eigenvalues of the linearized equation of the controlled system (11) satisfy one of the above-mentioned Routh-Hurwitz conditions, then the trajectories of the controlled system (11) asymptotically approaches the unstable equilibrium point $X_{e}$
in the sense that $\lim _{t \rightarrow \infty}\left\|X-X_{e}\right\|=0$, where $\|$.$\| is the Euclidean$ norm.

Now, consider the controlled fractional order Liu system which is given by

$$
\begin{align*}
& D_{*}^{\alpha} x=a(y-x)-k_{1}\left(x-x_{e}\right), D_{*}^{\alpha} y=b x-k x z-k_{2}\left(y-y_{e}\right),  \tag{12}\\
& D_{*}^{\alpha} z=-c z+h x^{2}-k_{3}\left(z-z_{e}\right),
\end{align*}
$$

where $k_{1}, k_{2}$ and $k_{3}$ are all positive feedback gains. By a suitable choice of these feedback gains according to the stability conditions mentioned above, one can drive the system's trajectory to any of the three unstable equilibrium points $E_{0}, E_{1}$ and $E_{2}$.

## A. Stabilizing the equilibrium point $E_{0}$

The eigenvalues equation of the controlled system (12) at $E_{0}=(0,0,0)$ is given as

$$
\begin{align*}
\lambda^{3} & +\left(s_{1}+s_{2}+k_{2}\right) \lambda^{2}+\left(s_{1} s_{2}+s_{1} k_{2}+s_{2} k_{2}-a b\right) \lambda  \tag{13}\\
& +s_{1}\left(s_{2} k_{2}-a b\right)=0
\end{align*}
$$

where $s_{1}=c+k_{3}>0$ and $s_{2}=a+k_{1}>0$.
By choosing the feedback gains $k_{1}, k_{2}$ and $k_{3}$ such that $D(P)>0$, then using the stability condition (i), we find that the necessary and sufficient condition for the equilibrium solution $E_{0}=(0,0,0)$ of the controlled system (12) to be locally asymptotically stable is $k_{2}>\frac{a b}{a+k_{1}}$.

## B. Stabilizing the equilibrium points $E_{1}$ and $E_{2}$

The eigenvalues equation of the controlled system (12) at the equilibria $E_{1}\left(E_{2}\right)$ is given by

$$
\begin{align*}
& \lambda^{3}+\left(s_{1}+s_{2}+k_{2}\right) \lambda^{2}+\left(s_{1} s_{2}+s_{1} k_{2}+s_{2} k_{2}\right) \lambda  \tag{14}\\
& \quad+s_{1} s_{2} k_{2}+2 a b c=0
\end{align*}
$$

By choosing the feedback gains $k_{1}, k_{2}$ and $k_{3}$ such that $D(P)>0$, the stability condition (i) ensures that the equilibrium solutions $E_{1}\left(E_{2}\right)$ of the controlled system (13) are locally asymptotically stable if and only if
$k_{2}>-\frac{g}{2}+\sqrt{\frac{\left(k_{1}-k_{3}+a-c\right)^{2}}{4}+\frac{2 a b c}{g}}$,
where $g=k_{1}+k_{3}+a+c$.

## C. Numerical results

Simulation procedures are coded and executed using PECE method. The system (12) is then numerically integrated with parameter values; $\mathrm{a}=10, \mathrm{~b}=40, \mathrm{c}=2.5, \mathrm{~h}=4$ and $\mathrm{k}=1$. The feedback control gains $\left(k_{1}, k_{2}, k_{3}\right)=(1,40,1)$ satisfy the conditions of the stability of the equilibrium point $E_{0}$. The simulation results show that this controller stabilize the fractional order Liu system to this equilibrium point with order $\alpha=0.9$ (see figure 2). However, the feedback gains $\left(k_{1}, k_{2}, k_{3}\right)=(2,120,1)$ satisfy the stability conditions of the equilibrium points $E_{1}=(5,5,40)$ and $E_{2}=(-5,-5,40)$. Figures 3 a and 3 b show the trajectories of the controlled fractional order Liu system with order $\alpha=0.9$ converge to the equilibrium points $E_{1}$ and $E_{2}$ respectively.
VI. Synchronization via linear control method


Fig. 2. Shows the trajectories of the controlled system (12) are stabilized to the equilibrium point $E_{0}=(0,0,0)$ after the controllers $k_{1}=1, k_{2}=40, k_{3}=1$ are activated.

In this section, our goal is to study chaos synchronization in
the fractional order Liu system (4) by applying linear control technique. Let the drive and response systems be given as follows:
$D_{*}^{\alpha} x_{1}=a\left(y_{1}-x_{1}\right), D_{*}^{\alpha} y_{1}=b x_{1}-k x_{1} z_{1}, D_{*}^{\alpha} z_{1}=-c z_{1}+h x_{1}^{2}$,
and,

$$
\begin{align*}
& D_{*}^{\alpha} x_{2}=a\left(y_{2}-x_{2}\right), D_{*}^{\alpha} y_{2}=b x_{2}-k x_{2} z_{2}-\rho\left(y_{2}-y_{1}\right),  \tag{17}\\
& D_{*}^{\alpha} z_{2}=-c z_{2}+h x_{2}^{2}
\end{align*}
$$

where $\rho$ is feedback control gain and $\rho>0$. Assume that


Fig. 3. The trajectories of the controlled system (12) are stabilized to the equilibrium point (a) $E_{1}=(5,5,40)$, (b) $E_{2}=(-5,-5,40)$ after the controllers $k_{1}=2, k_{2}=120, k_{3}=1$ are activated.
$e_{1}=x_{2}-x_{1}, e_{2}=y_{2}-y_{1}, e_{3}=z_{2}-z_{1}$. By subtracting (16) from (17) we obtain
$D_{*}^{\alpha} e_{1}=a\left(e_{2}-e_{1}\right)$,
$D_{*}^{\alpha} e_{2}=(b-\rho) e_{2}-k z_{1} e_{1}-k x_{1} e_{3}-k e_{1} e_{3}$,
$D_{*}^{\alpha} e_{3}=-c e_{3}+h\left(x_{2}+x_{1}\right) e_{1}$.
By taking the Laplace transform in both sides of (18), letting $E_{i}(s)=L\left\{e_{i}(t)\right\}$ where $(i=1,2,3)$, we obtain
$s^{\alpha} E_{1}(s)-s^{\alpha-1} e_{1}(0)=a\left(E_{2}(s)-E_{1}(s)\right)$,
$s^{\alpha} E_{2}(s)-s^{\alpha-1} e_{2}(0)=(b-\rho) E_{2}(s)-L\left\{k z_{1} e_{1}\right\}-L\left\{k x_{1} e_{3}\right\}-k E_{1}(s) E_{3}(s)$,
$s^{\alpha} E_{3}(s)-s^{\alpha-1} e_{3}(0)=-c E_{3}(s)+L\left\{h x_{2} e_{1}\right\}+L\left\{h x_{1} e_{1}\right\}$.

Theorem 1 If $b \neq \rho, E_{1}(s) \leq \xi$ and $E_{2}(s) \leq \xi$, the drive and response systems will be synchronized under suitable choice of the feedback control gain $\rho$.
Proof. By rewriting equation (19) as follows
$E_{1}(s)=\frac{a E_{2}(s)}{s^{\alpha}+a}+\frac{s^{\alpha-1} e_{1}(0)}{s^{\alpha}+a}$,
$E_{2}(s)=-\frac{k L\left\{z_{1} e_{1}\right\}}{s^{\alpha}-b+\rho}-\frac{k L\left\{x_{1} e_{3}\right\}}{s^{\alpha}-b+\rho}-\frac{k E_{1}(s) E_{3}(s)}{s^{\alpha}-b+\rho}+\frac{s^{\alpha-1} e_{2}(0)}{s^{\alpha}-b+\rho}$,
$E_{3}(s)=\frac{h L\left\{x_{2} e_{1}\right\}}{s^{\alpha}+c}+\frac{h L\left\{x_{1} e_{1}\right\}}{s^{\alpha}+c}+\frac{s^{\alpha-1} e_{3}(0)}{s^{\alpha}+c}$.
Using the Final-value theorem of the Laplace transformation, it follows that

$$
\begin{align*}
\lim _{t \rightarrow \infty} e_{1}(t)= & \lim _{s \rightarrow 0^{+}} s E_{1}(s)=\lim _{s \rightarrow 0^{+}} s E_{2}(s)=\lim _{t \rightarrow \infty} e_{2}(t), \\
\lim _{t \rightarrow \infty} e_{2}(t)= & \lim _{s \rightarrow 0^{+}} s E_{2}(s)=\frac{k}{b-\rho} \lim _{s \rightarrow 0^{+}} s L\left\{x_{1} e_{3}\right\} \\
& +\frac{k}{b-\rho} \lim _{s \rightarrow 0^{+}} s L\left\{z_{1} e_{1}\right\}+\frac{k}{b-\rho} \lim _{t \rightarrow \infty} e_{1}(t) \cdot \lim _{t \rightarrow \infty} e_{3}(t), \\
\lim _{t \rightarrow \infty} e_{3}(t)= & \lim _{s \rightarrow 0^{+}} s E_{3}(s)=\frac{h}{c} \lim _{s \rightarrow 0^{+}} s L\left\{x_{2} e_{1}\right\}+\frac{h}{c} \lim _{s \rightarrow 0^{+}} s L\left\{x_{1} e_{1}\right\} . \tag{21}
\end{align*}
$$

If $E_{1}(s), E_{2}(s)$ are bounded and $b \neq \rho$, then $\lim _{t \rightarrow \infty} e_{1}(t)=\lim _{t \rightarrow \infty} e_{2}(t)=0$. Now, owing to the attractiveness of the attractor, there exists $\eta>0$ such that $\left|x_{i}(t)\right| \leq \eta<\infty,\left|y_{i}(t)\right| \leq \eta<\infty$ and $\left|z_{i}(t)\right| \leq \eta<\infty$ where $(i=1,2)$.


Fig. 4. Synchronization errors of the drive and response systems (16) and (17) with order $\alpha=0.9$ and using the feedback gain $\rho=100$.

Therefore, $\lim _{t \rightarrow \infty} e_{3}(t)=0$. Finally, we get
$\lim _{t \rightarrow \infty} e_{j}(t)=0, \quad j=1,2,3$.
Consequently, the synchronization between the drive and response systems is achieved.

## A. Numerical results

The drive and response systems (16) and (17) are integrated numerically using the PECE scheme with the initial values $x_{1}(0)=15, y_{1}(0)=20, z_{1}(0)=29, x_{2}(0)=10, y_{2}(0)=15$,
$z_{2}(0)=25$ and fractional order $\alpha=0.9$. From figure 4 it is clear that the drive and response systems are synchronized when using $\rho=100$.

## VII. Conclusion

Some dynamical behaviors of the fractional order Liu system have been analyzed. Some stability conditions have been used to study the local stability of the equilibria. Chaos has been shown to be existed for this system with order less than 3. Analytical conditions for feedback control of the fractional Liu system have been derived. Chaos synchronization has also been achieved analytically and numerically using linear control method.
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# Chaotic Synchronization of Fractional-Order Chua's System with Time-Varying Delays 

Shangbo Zhou, Xiaoran Lin, and Hua Li


#### Abstract

Chaos in fractional-order Chua's system with time-varying delays is illustrated by presenting its waveform graphs, states patriots and bifurcation graphs. Chaotic synchronization system for such system is constructed. the bifurcation graph with respect to the linear coupled parameter $k$ is presented, and the numerical experiments are presented. The study shows that the chaos in such fractional-order Chua's system with time-varying delays can be synchronized. Furthermore, several different coupled systems are constructed, and the synchronization characteristics are compared.


Index Terms-Chua's system, fractional-order, varying time delays, chaotic synchronization.

## I. INTRODUCTION

THERE is an increase in the number of applications where fractional calculus has been used. The real objects are generally fractional. In the past three decades, more interest has been devoted to fractional-order circuits and systems (FOCAS), fractional-order signal processing (FO-SP) and fractional-order control systems (FO-CS) fields, among which complex behaviors such as bifurcations and chaos in electric and electronic circuits, networks, as well as nonlinear dynamic systems have attracted more attention in research [18].

Chaos, as a nonlinear phenomenon, has been widely researched and reports in both of theoretical and practical investigations, have appeared a huge amount in number [9-17]. Recently, Chaos in fractional-order system also attracts many researchers to investigate. Based on Chua's System, Tom T.
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Harthey(1995) et al introduced the fractional-order Chua's system, studied the effect of fractional derivatives on the dynamics system. The bifurcation diagram of fractional-order Chua's system also was shown [9]. Wajdi M. Ahmad and J.C. Sprott(2003) discussed the chaotic behavior in a fractional jerk model, which is used to determine the time derivative of acceleration of an object [5]. In ref.[18], $\mathrm{Li}(2004)$ discussed the chaos in Chen's system and its control.

Since the pioneering works by Pecora and Carroll, various effective methods for chaos synchronization have been reported, especially chaotic synchronization of Chua and Chen circuit system [19-31]. In ref. [30], C. Cruz-Herna'ndez and N. Romero-Haros(2008) applied the Generalized Hamiltonian forms and observer approach to synchronize time-delay-feedback Chua's circuits to transmit encrypted confidential information, and had enhanced the level of encryption security. Researching results shown that chaos have promising applications in secure communication. In ref. [31], a stochastic extended fractional Kalman filter is used for state reconstruction in a noisy environment. The chaotic communication scheme proposed by Arman Kiani-B et al is totally different from the traditional cryptosystems, due to employing different chaos states for synchronization and encryption. Chen proposed a new synchronization called "generalized projective synchronization" [26].
A time-delayed Chua's system can be described as following [30]:

$$
\begin{align*}
& \frac{d x}{d t}=\alpha(y-x-f(x)), \\
& \frac{d y}{d t}=x-y+z,  \tag{1}\\
& \frac{d z}{d t}=-\beta y-\gamma z-\beta \varepsilon \sin (\sigma x(t-\tau)),
\end{align*}
$$

where $\alpha, \beta, \delta>0$, and
$f(x)=b x+\frac{1}{2}(a-b)(|x+1|-|x-1|), \quad a, b<0$.
In this paper, the time delay is considered being varying and the fractional-order Chua's system we will investigate is given as follows:

$$
\begin{align*}
\frac{d^{\delta_{1}} x}{d t^{\delta_{1}}} & =\alpha(y-x-f(x)) \\
\frac{d^{\delta_{2}} y}{d t^{\delta_{2}}} & =x-y+z  \tag{2}\\
\frac{d^{\delta_{3}} z}{d t^{\delta_{3}}} & =-\beta y-\gamma z-\beta \varepsilon \sin (\sigma x(t-\tau(t)))
\end{align*}
$$

where $\tau(t)>0$ is delays with time varying. The chaotic phenomena and the chaotic synchronization of Eq. (1) will be studied in this paper.

## II. Chaotic Phenomiun

Now we discuss chaotic phenomena in a fractional-order Chua's system with varying time delay. The fractional-order Chua's system is given as Eq. (2). If $\varepsilon \sigma \neq 0$, then system (1) is an explicit time-delayed system. We have illustrated that the time delay have affected the behavior of a dynamics system significantly [24].

By the definition of fractional-order derivative :

$$
\begin{equation*}
{ }_{a} D_{t}^{\alpha} f(t)=\lim _{h \rightarrow 0} h^{-\alpha} \sum_{j=0}^{[t-a / h]}(-1)^{j}\binom{\alpha}{j} f(t-j h) \tag{3}
\end{equation*}
$$

we take calculus step $h$ such that $\tau / h$ is an integer number. Then the discrete form of system (2) can be written as follows:

$$
\begin{align*}
& h^{-\delta_{1}} \sum_{j=0}^{m} \omega_{j}^{(\delta)} x_{m-j}=\alpha\left(y_{m}-x_{m}-f\left(x_{m}\right)\right) \\
& h^{-\delta_{2}} \sum_{j=0}^{m} \omega_{j}^{\left(\delta_{2}\right)} y_{m-j}=x_{m}-y_{m}+z_{m}  \tag{4}\\
& h^{-\delta_{3}} \sum_{j=0}^{m} \omega_{j}^{\left(\delta_{3}\right)} z_{m-j}=-\beta y_{m}-\gamma z_{m}-\beta \varepsilon \sin \left(\sigma x_{m \tau}\right)
\end{align*}
$$

where $x_{m \tau}$ is the value of $x$ at $t+\tau(t)$.
From (4), we have

$$
\begin{aligned}
x_{m}= & \left\{h^{\delta_{1}}\left[\alpha\left(y_{m}-x_{m}-f\left(x_{m}\right)\right)\right]-\sum_{j=1}^{m} \omega_{j}^{\left(\delta_{1}\right)} x_{m-j}\right\} /\left(1+h^{\delta_{1}}\right), \\
y_{m}= & \left\{h^{\delta_{2}}\left[x_{m}-y_{m}+z_{m}\right]-\sum_{j=1}^{m} \omega_{j}^{\left(\delta_{2}\right)} y_{m-j}\right\} /\left(1+h^{\delta_{2}}\right) \\
z_{m}= & \left\{h^{\delta_{3}}\left[-\beta y_{m}-\gamma z_{m}-\beta \varepsilon \sin \left(\sigma x_{m \tau}\right)\right]\right. \\
& \left.\quad-\sum_{j=1}^{m} \omega_{j}^{\left(\delta_{3}\right)} z_{m-j}\right\} /\left(1+h^{\delta_{3}}\right)
\end{aligned}
$$

$m=1,2, \cdots$.
Formula (5) are implicit nonlinear algebraic equations respect to $x_{m}, y_{m}$ and $z_{m}$, respectively. From (5), we can construct iteration algorithms to solve them as follows:

$$
\begin{aligned}
& x_{m}^{(l)}=\left\{h^{\delta_{1}}\left[\alpha\left(y_{m}^{(l-1)}-x_{m}^{(l-1)}-f\left(x_{m}^{(l-1)}\right)\right)\right]\right. \\
&\left.-\sum_{j=1}^{m} \omega_{j}^{\left(\delta_{1}\right)} x_{m-j}\right\} /\left(1+h^{\delta_{1}}\right), \\
& y_{m}^{(l)}=\left\{h^{\delta_{2}}\left[x_{m}^{(l-1)}-y_{m}^{(l-1)}+z_{m}^{(l-1)}\right]-\sum_{j=1}^{m} \omega_{j}^{\left(\delta_{2}\right)} y_{m-j}\right\} /\left(1+h^{\delta_{2}}\right), \\
& z_{m}^{(l)}=\left\{h^{\delta_{3}}\left[-\beta y_{m}^{(l-1)}-\gamma z_{m}^{(l-1)}-\beta \varepsilon \sin \left(\sigma x_{m \tau}\right)\right]\right. \\
&\left.-\sum_{j=1}^{m} \omega_{j}^{\left(\delta_{3}\right)} z_{m-j}\right\} /\left(1+h^{\delta_{3}}\right), \\
& l= 1,2, \cdots, \quad m=1,2, \cdots,
\end{aligned}
$$

where $l$ is the iteration number. When $\left|x_{m}^{(l)}-x_{m}^{(l-1)}\right|+\left|y_{m}^{(l)}-y_{m}^{(l-1)}\right|+\left|z_{m}^{(l)}-z_{m}^{(l-1)}\right|<\delta$ (given error, e.g. $\delta=10^{-6}$ ), we would obtain the solution of the Eq.(2) at time $t$ as $x_{m}^{(l)}, y_{m}^{(l)}, z_{m}^{(l)}$. If the eigenvalues $\lambda_{i}(i=1,2,3)$ of the Jacobi matrix

$$
\left[\begin{array}{ccc}
-\alpha\left(1+f^{\prime}\left(x_{m}^{(l-1)}\right)\right) / h_{\delta 1} & \alpha / h_{\delta 1} & 0 \\
1 / h_{\delta 2} & -1 / h_{\delta 2} & 1 / h_{\delta 2} \\
0 & -\beta / h_{\delta 3} & -\gamma / h_{\delta 3}
\end{array}\right],
$$

$\left(h_{\delta 1}=h^{\delta_{1}} /\left(1+h^{\delta_{1}}\right), h_{\delta 2}=h^{\delta_{2}} /\left(1+h^{\delta_{2}}\right) h_{\delta 3}=h^{\delta_{3}} /\left(1+h^{\delta_{3}}\right)\right)$ satisfy $\left|\lambda_{i}\right|<1$, then iteration (6) is convergent. So just the calculus step $h$ being taken smaller enough, the iteration (6) will be convergent.

We set the calculus step as $h=0.005$ for our numerical simulation. The phase portraits and the bifurcation diagram with $\alpha=10.725, \beta=10.593, \gamma=0.268, \delta_{1}=0.93, \delta_{2}=0.99, \delta_{3}$ $=0.92, \varepsilon=0.5, \sigma=0.05$, are shown as in Fig. 1 and Fig.2.


Fig. 1. phase portrait of $(x(t), y(t), z(t))$


Fig 2. phase portrait of $(x(t), y(t))$

Simulation results imply that the system exhibits chaotic phenomena, which also indicating complex behaviors are found in time-delayed system.


Fig. 3. The bifurcation uragrann for system (1)
The biturcation diagram which across $y=0$ of system (1) is as in Fig.3, and which of system (2) as $\alpha$ is used as the bifurcation parameter is shown in Fig. 4. Comparing Fig. 3 with Fig.4, it is clearly that the dynamic behaviors of timedelayed Chua's system is more complex than that of the ordinary one. We can get that system (2) exhibits chaotic phenomena at $\alpha=10$, while system(1)at about $\alpha=10.3$.


Fig. 4. the bifurcation diagram for svstem (2)
III. Chaotic Synchronization of Fractional-Order ChuA's System

## A. Synchronization Model

Now, we employ (2) as the drive system, and the response system is as follows:

$$
\begin{aligned}
\frac{d^{\delta_{1}} x_{1}}{d t^{\delta_{1}}} & =\alpha\left(y_{1}-x-f(x)\right)+k_{1}\left(x-x_{1}\right) \\
\frac{d^{\delta_{2}} y_{1}}{d t^{\delta_{2}}} & =x_{1}-y_{1}+z_{1}+k_{2}\left(y-y_{1}\right) \\
\frac{d^{\delta_{3}} z_{1}}{d t^{\delta_{3}}} & =-\beta y_{1}-\gamma z_{1} \\
& -\beta \varepsilon \sin (\sigma x(t-\tau(t)))+k_{3}\left(z-z_{1}\right)
\end{aligned}
$$

Defining the synchronization error as $e_{x}(t)=x(t)-x_{1}(t)$, $e_{y}(t)=y(t)-y_{1}(t), \quad e_{z}(t)=z(t)-z_{1}(t)$, then we can obtain the following error system:

$$
\begin{align*}
& \frac{d^{\delta_{1}} e_{x}}{d t^{\delta 1}}=-\left(\alpha+k_{1}\right) e_{x}+\alpha e_{y} \\
& \frac{d^{\delta_{2}} e_{y}}{d t^{\delta_{2}}}=e_{x}-\left(1+k_{2}\right) e_{y}+e_{z}  \tag{8}\\
& \frac{d^{\delta_{3}} e_{z}}{d t^{\delta_{3}}}=-\beta e_{y}-\left(\gamma+k_{3}\right) e_{z}
\end{align*}
$$

The Jacobi matrix of system (8) is

$$
J=\left[\begin{array}{ccc}
-\left(\alpha+k_{1}\right) & \alpha & 0  \tag{9}\\
1 & -\left(1+k_{2}\right) & 1 \\
0 & -\beta & -\left(\gamma+k_{3}\right)
\end{array}\right]
$$

Suppose $M$ is the lowest common multiple of the denominators $u_{i}$ s of $\delta_{i}$ s, where $\delta_{i}=v_{i} / u_{i},\left(u_{i}, v_{i}\right)=1, u_{i}, v_{i} \in$ $Z^{+}, i=1,2,3$, then if all the roots $\lambda_{i} \mathrm{~S}$ of the equation
$\operatorname{det}\left[\begin{array}{ccc}\lambda^{M \delta_{1}}+\left(\alpha+k_{1}\right) & -\alpha & 0 \\ -1 & \lambda^{M \delta_{2}}+\left(1+k_{2}\right) & -1 \\ 0 & \beta & \lambda^{M \delta_{3}}+\left(\gamma+k_{3}\right)\end{array}\right]=0$
satisfies $\left|\arg \left(\lambda_{i}\right)\right|>\pi / 2 M$, the coupled system is synchronized [32].

## B. Numerical Simulations

For calculus step $h$, we can not guarantee that $\tau(t) / h$ is an integer number. So for time $t$, we take approximate values of $x_{\tau}=x(t-\tau(t))$ as follows:

$$
\begin{aligned}
x_{\tau}=x_{m+1+[\tau / h]} & \frac{\tau / h-[\tau / h]}{h} \\
& +x_{m+[\tau / h]} \frac{1+[\tau / h]-\tau / h}{h},
\end{aligned}
$$

where $[\tau / h]$ stands for the largest integer number which does not bigger than $\tau / h$.

Then the discrete form of the response system can be written as follows:

$$
\begin{gather*}
h^{-\delta_{1} \sum_{j=0}^{m} \omega_{j}^{\left(\delta_{1}\right)} x_{1, m-j}=\alpha\left(y_{1, m}-x_{1, m}-f\left(x_{m}\right)\right)} \begin{array}{c}
\quad+k_{1}\left(x_{m}-x_{1, m}\right) \\
h^{-\delta_{2}} \sum_{j=0}^{m} \omega_{j}^{\left(\delta_{2}\right)} y_{m-j}=x_{m}-y_{m}+z_{m}+k_{2}\left(y_{m}-y_{1, m}\right), \\
h^{-\delta_{3}} \sum_{j=0}^{m} \omega_{j}^{\left(\delta_{3}\right)} z_{m-j}=-\beta y_{m}-\gamma z_{m}-\beta \varepsilon \sin \left(\sigma x_{m \tau}\right) \\
\\
+k_{3}\left(z_{m}-z_{1, m}\right)
\end{array} \$ .
\end{gather*}
$$

We set the calculus step as $h=0.001$ for our numerical simulation. Taking $\alpha=10.725, \beta=10.593, \gamma=0.268, \delta_{l}=0.93$, $\delta_{2}=0.99, \delta_{3}=0.92, \tau=0.5+\sin ^{2}(4.3 t)$, and the activation function as $f(x)=b x+0.5(a+b)(|x+1|-|x-1|)$, then
if $a=-1.1726, b=-0.7872$, the original system exhibit chaos phenomena (see Fig. 1 to 4). Setting $k_{1}=7$ and 10, the waveform diagrams are shown as in Fig. 7 and 8, respectively.


Fig. 7. Waveform diagram of system (7) with $k_{1}=7 . k_{2}=0, k_{3}=0$


Fig. 8. Waveform diagram of system (7) with $k_{l}=10, k_{2}=0, k_{3}=0$

If we take the response system as follows:

$$
\begin{align*}
\frac{d^{\delta_{1}} x_{1}}{d t^{\delta_{1}}} & =\alpha\left(y_{1}-x-f(x)\right)+k_{1}\left(x-x_{1}\right) \\
\frac{d^{\delta_{2}} y_{1}}{d t^{\delta_{2}}} & =x_{1}-y_{1}+z_{1}+k_{2}\left(y-y_{2}\right)  \tag{11}\\
\frac{d^{\delta_{3}} z_{1}}{d t^{\delta_{4}}} & =-\beta y_{1}-\gamma z_{1} \\
& -\beta \varepsilon \sin \left(\sigma x_{1}(t-\tau(t))\right)+k_{3}\left(z-z_{1}\right)
\end{align*}
$$

where $\quad \beta \varepsilon \sin (\sigma x(t-\tau(t)))+k_{3}\left(z-z_{1}\right)$ is replaced by $\beta \varepsilon \sin \left(\sigma x_{1}(t-\tau(t))\right)+k_{3}\left(z-z_{1}\right)$, in the response system. Setting $k=12$, the waveform diagrams of the coupled system (14) is shown as in Fig.9.

From Fig. 7 to 9, we see that the convergence situations of system (9) and (14) are almost the same, i.e. the nonlinear terms of $\quad \beta \varepsilon \sin (\sigma x(t-\tau(t)))+k_{3}\left(z-z_{1}\right) \quad$ or $\beta \varepsilon \sin \left(\sigma x_{1}(t-\tau(t))\right)+k_{3}\left(z-z_{1}\right)$, affects the coupled system weakly.


Fig. 9. Waveform diagram of system(11) with $k_{1}=10, k_{2}=0, k_{3}=0$
Replacing $f(x)$ by $f\left(x_{1}\right)$ in the response equation of the coupled system (7), we obtain following response system:

$$
\begin{aligned}
& \frac{d^{\delta_{1}} x_{1}}{d t^{\delta_{1}}}=\alpha\left(y_{1}-x-f\left(x_{1}\right)\right)+k_{1}\left(x-x_{1}\right), \\
& \frac{d^{\delta_{2}} y_{1}}{d t^{\delta_{2}}}=x_{1}-y_{1}+z_{1}+k_{2}\left(y-y_{1}\right), \\
& \frac{d^{\delta_{3}} z_{1}}{d t^{\delta_{3}}}=-\beta y_{1}-\gamma z_{1} \\
&-\beta \varepsilon \sin (\sigma x(t-\tau(t)))+k_{3}\left(z-z_{1}\right) . \\
& 8 \\
& 6 \\
& 4
\end{aligned}
$$

Fig. 10. Waveform diagram of $\operatorname{system}(11)$ with $k_{1}=14, k_{2}=0, k_{3}=0$


Fig. 11. Waveform diagram of system(11) with $k_{1}=16, k_{2}=0, k_{3}=0$

Setting $k=14$ and 16 , the waveform diagrams are shown as in Fig. 10 and 11, respectively. From the simulation results, we can see that the coupled system is not convergent when $t<30$ with $k<14$. By doing some simulation, we come out that when the parameter $k>16$, the synchronization system is convergent.

Furthermore, $x(t-\tau(t))$ and $x$ is replaced by $x_{1}(t-(\tau)), x_{1}$ in the response equation of the coupled system (12), coupled system be changed into as Eq.(13). The waveform diagrams of the coupled system with $k=7$ is shown as in Fig. 12.

$$
\begin{aligned}
& \frac{d^{\delta_{1}} x_{1}}{d t_{1}}=\alpha\left(y_{1}-x_{1}-f\left(x_{1}\right)\right)+k_{1}\left(x-x_{1}\right), \\
& \frac{d^{\delta_{2}} y_{1}}{d t^{\delta_{2}}}=x_{1}-y_{1}+z_{1}+k_{2}\left(y-y_{1}\right), \\
& \frac{d^{\delta_{3}} z_{1}}{d t^{\delta_{3}}}==\beta y_{1}-\gamma z_{1}-\beta \varepsilon \sin \left(\sigma x_{1}(t-\tau(t))\right) \\
&+k_{3}\left(z-z_{1}\right), \\
& 2
\end{aligned}
$$

Fig. 12. Waveform diagram of system(13) with $k_{1}=7, k_{2}=0, k_{3}=0$

From above discussion and simulation results, we see that, for system (2), when the synchronization is linear, the parameter $k$ is rather large for system to convergence; If the synchronization is nonlinear as system (9), $k$ is smaller. But nonlinear system is more complex than linear one, and the system is hard to be complemented when the parameter $k$ is large. The simulations results also show that the delay terms somewhat affect the behaviors of the system. Fig. 13. is the bifurcation diagram for synchronization of system (13) .The system achieve the synchronization at $k_{1}=7$.


Fig. 13. The bifurcation diagram of system (13)

## IV. Conclusions

In this paper, chaotic phenomena in a time-varying delayed fractional-order Chua's system are discussed. A numerical simulation algorithm for fractional-order dynamics model with explicit delays is presented. By comparing several synchronization models, we conclude that the chaos in such fractional-order system could be synchronized by several ways. How to depress limit of parameter $k_{1}$ in the linear coupled system and multi-delays coupling ways will be considered in our further researching. Chaotic synchronization can be studied by Laplace transformation theory. But the characteristic equation is a high order one and the eigenvalue is hard to be obtained. So how to obtain stability condition for a fractional-order system should be investigated in the further work.
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#### Abstract

In the present paper, the approximate analytical solutions of general diffusion equation with fractional time derivative in the presence of an absorbent term and a linear external force are obtained with the help of powerful Homotopy Perturbation Method (HPM). By using initial value, the approximate analytical solutions of the equation are derived. The results are deduced for different particular cases. The present method is extremely simple, concise and highly efficient as a mathematical tool in comparison with the other existing techniques.


## I. INTRODUCTION

THE HPM is an approach for finding the approximate analytical solution of linear and nonlinear problems. The method was proposed by He ([1], [2]) and was successfully applied to solve linear and nonlinear equations by He ([3] [13]). The fundamentals of the method can be found, for example, in He ([14], [15]). The basic difference of this method from the other perturbation techniques is that it does not require small parameters in the equation which overcomes the limitations of traditional perturbation techniques.

We focus our attention to find the solution of the equation ( chot et al. [16] )

$$
\begin{array}{r}
\frac{\partial^{\beta}}{\partial t^{\beta}} u(x, t)=D \frac{\partial^{2}}{\partial x^{2}} u(x, t) \\
-\frac{\partial}{\partial x}[F(x) u(x, t)]-\int_{0}^{t} \alpha(t-\xi) u(x, \xi) d \xi \tag{1}
\end{array}
$$

where, $D$ is a diffusion coefficient, $F(x)$ is an external force, $\alpha(t)$ is a time-dependent absorbent term which may be related to a reaction diffusion process.
The diffusion equations have been widely studied due to their its various applications in Physics and engineering, but the study related to diffusion equations with nonlinear terms and fractional time derivatives are few in number. Lenzi et al. [17] presented some classes of solutions of a general nonlinear fractional diffusion equation with absorbations. The similar study was made by Assis et al. [18]. Recently Das [19] has used

[^25]Variational Iteration Method to find the analytical solution of a fractional diffusion equation of order $\alpha \quad(0<\alpha \leq 1)$ only in the presence of external force. Schot et al. [16] has given an approximate solution of the equation with absorbent term and a linear external force in terms of Fox H-function. Zahran [20] has given a closed form solution in Fox H-function of the generalized fractional reaction-diffusion equation subject to an external linear force field to describe the transport processes in disorder systems.
In this paper the Homotopy Perturbation Method is used to solve the fractional diffusion equation problem in the presence of both linear external force and an absorbent term. Using the initial condition, the approximate analytical expressions of $u(x, t)$ for different Brownian motions are obtained. The effect of external force and absorbent term in the solution is obtained for different particular cases. The elegance of this method can be attributed to its simplistic approach in seeking the approximate analytical solution of the problem.

## II. Solution of The Problem

Our aim is to solve the analytical fractional diffusion equation (1) for $D=1$ and $F(x)=-k x$ i.e., the equation now becomes

$$
\begin{gather*}
\frac{\partial^{\beta} u(x, t)}{\partial t^{\beta}}=\frac{\partial^{2} u(x, t)}{\partial x^{2}}+k \frac{\partial}{\partial x}(x u(x, t)) \\
-\int_{0}^{t} \alpha(t-\xi) \cdot u(x, \xi) d \xi \tag{2}
\end{gather*}
$$

with initial condition

$$
\begin{equation*}
u(x, 0)=f(x) \tag{3}
\end{equation*}
$$

Equation (9) can be written in operator form as

$$
\begin{align*}
& D_{t}^{\beta} u(x, t)=D_{x x} u(x, t)+k x D_{x}(u(x, t)) \\
& \quad+k u(x, t)-\int_{0}^{t} \alpha(t-\xi) \cdot u(x, \xi) d \xi \tag{4}
\end{align*}
$$

where, $D_{t}^{\beta} \equiv \frac{\partial^{\beta}}{\partial t^{\beta}}$
According to the homotopy perturbation method, we construct the following homotopy

$$
\begin{align*}
& D_{t}^{\beta} u(x, t)=p\left[D_{x x} u(x, t)+k x D_{x}(u(x, t))\right. \\
& \left.\quad+k u(x, t)-\int_{0}^{t} \alpha(t-\xi) \cdot u(x, \xi) d \xi\right] \tag{5}
\end{align*}
$$

where the homotopy parameter $p$ is considered as a small parameter $(p \in[0,1])$. Now applying the classical perturbation technique, we can assume that the solution of equation (2) can be expressed as a power series in $p$ as given below:

$$
\begin{align*}
& u(x, t)=u_{0}(x, t)+p u_{1}(x, t)+p^{2} u_{2}(x, t) \\
& \quad+p^{3} u_{3}(x, t)+p^{4} u_{4}(x, t)+------ \tag{6}
\end{align*}
$$

When $p=1$, equation (5) corresponds equation (4) and (6) becomes the approximate solution of (4) i.e., of equation (2). The convergence of the method has been proved in [2]. Substituting equation (6) for equation (5), and equating the terms with the identical powers of $p$, we can obtain a series of equations:

$$
\begin{align*}
& p^{0}: D_{t}^{\beta} u_{0}(\mathrm{x}, \mathrm{t})=0  \tag{7}\\
& p^{1}: D_{t}^{\beta} u_{1}(\mathrm{x}, \mathrm{t})=D_{x x} u_{0}(\mathrm{x}, \mathrm{t})+k x D_{x}\left(u_{0}(\mathrm{x}, \mathrm{t})\right) \\
& \quad+\mathrm{k} u_{0}(\mathrm{x}, \mathrm{t})-\int_{0}^{t} \alpha(t-\xi) \cdot u_{0}(x, \xi) d \xi  \tag{8}\\
& p^{2}: D_{t}^{\beta} u_{2}(\mathrm{x}, \mathrm{t})=D_{x x} u_{1}(\mathrm{x}, \mathrm{t})+k x D_{x}\left(u_{1}(\mathrm{x}, \mathrm{t})\right) \\
& \quad+\mathrm{k} u_{1}(\mathrm{x}, \mathrm{t})-\int_{0}^{t} \alpha(t-\xi) \cdot u_{1}(x, \xi) d \xi  \tag{9}\\
& p^{3}: D_{t}^{\beta} u_{3}(\mathrm{x}, \mathrm{t})=D_{x x} u_{2}(\mathrm{x}, \mathrm{t})+k x D_{x}\left(u_{2}(\mathrm{x}, \mathrm{t})\right) \\
& \quad+\mathrm{k} u_{2}(\mathrm{x}, \mathrm{t})-\int_{0}^{t} \alpha(t-\xi) \cdot u_{2}(x, \xi) d \xi  \tag{10}\\
& p^{4}: D_{t}^{\beta} u_{4}(\mathrm{x}, \mathrm{t})=D_{x x} u_{3}(\mathrm{x}, \mathrm{t})+k x D_{x}\left(u_{3}(\mathrm{x}, \mathrm{t})\right)
\end{align*}
$$

and so on.
The method is based on applying the operator $J^{\beta}$ ( the inverse of Caputo operator $D_{t}{ }^{\beta}$ ) on both sides of the equations (7) (11), we obtain the solutions of $u_{i}(\mathrm{x}, \mathrm{t}), \mathrm{i} \geq 0$ for different expressions of $\alpha(t)$.
Here we will discuss when the Absorbent term is $\alpha(t)=\frac{\alpha t^{\beta-1}}{\Gamma(\beta)}, 0<\beta \leq 1$,
In this case, the equations (7) - (11) give rise to

$$
\begin{align*}
& u_{0}(x, t)=f(x)  \tag{12}\\
& u_{1}(x, t)=\phi_{1}(x) \frac{t^{\beta}}{\Gamma(\beta+1)}-\alpha f(x) \frac{t^{2 \beta}}{\Gamma(2 \beta+1)}  \tag{13}\\
& u_{2}(x, t)=\phi_{2}(x) \frac{t^{2 \beta}}{\Gamma(2 \beta+1)}-2 \alpha \phi_{1}(x) \frac{t^{3 \beta}}{\Gamma(3 \beta+1)} \\
& \quad+\alpha^{2} f(x) \frac{t^{4 \beta}}{\Gamma(4 \beta+1)}-3 \alpha \phi_{2}(x) \frac{t^{4 \beta}}{\Gamma(4 \beta+1)}  \tag{14}\\
& u_{3}(x, t)=\phi_{3}(x) \frac{t^{3 \beta}}{\Gamma(3 \beta+1)}-\alpha^{3} f(x) \frac{t^{6 \beta}}{\Gamma(6 \beta+1)} \\
& \quad+3 \alpha^{2} \phi_{1}(x) \frac{t^{5 \beta}}{\Gamma(5 \beta+1)}-2 \alpha^{5 \beta}  \tag{15}\\
& u_{4}(x, t)=\phi_{4}(x) \frac{t^{4 \beta}}{\Gamma(4 \beta+1)}-4 \alpha \phi_{3}(x) \frac{t^{5 \beta}}{\Gamma(5 \beta+1)} \\
& \quad+6 \alpha^{2} \phi_{2}(x) \frac{t^{6 \beta}}{\Gamma(6 \beta+1)}-4 \alpha^{3}(x) \frac{t^{7 \beta}}{\Gamma(7 \beta+1)} \\
& \quad+\alpha^{4} f(x) \frac{t^{8 \beta}}{\Gamma(8 \beta+1)} \tag{16}
\end{align*}
$$

where, $\phi_{1}(x)=f^{\prime \prime}(x)+k x f^{\prime}(x)+k f(x)$,

$$
\phi_{r+1}(x)=\phi_{r}(x)+k x \phi_{r}(x)+k \phi_{r}(x)
$$

and $\quad f^{(r)}(x)=\frac{\partial^{r}}{\partial x^{r}}(f(x)), \quad r \geq 1$
Proceeding in this manner the components $u_{n}, n \geq 0$ of the Homotopy Perturbation Method can be completely obtained, and the series solutions are thus entirely determined.

Finally we approximate the analytical solution of $u(x, t)$ by the truncated series

$$
\begin{equation*}
u(x, t)=\lim _{N \rightarrow \infty} \Phi_{N}(x, t) \tag{17}
\end{equation*}
$$

where $\Phi_{N}(x, t)=\sum_{n=0}^{N-1} u_{n}(x, t)$.
The above series solutions generally converge very rapidly.

## III. Particular Cases

Case I : If $f(x)=x, \alpha=0, k=1$ i.e., in the presence of only external force, the expression of the displacement becomes,

$$
\begin{align*}
u(x, t) & =x\left[1+\frac{2 t^{\beta}}{\Gamma(\beta+1)}+\frac{4 t^{2 \beta}}{\Gamma(2 \beta+1)}+\frac{8 t^{3 \beta}}{\Gamma(3 \beta+1)}\right] \\
& +x\left[\frac{16 t^{4 \beta}}{\Gamma(4 \beta+1)}+----\right] \\
& =x \sum_{r=0}^{\infty} \frac{2^{r} t^{r \beta}}{\Gamma(r \beta+1)} \\
& =x E_{\beta}\left(2 t^{\beta}\right) \tag{18}
\end{align*}
$$

Case II: If $f(x)=x, \alpha=1, k=0$ i.e., in the presence of the absorbent term,

$$
\begin{align*}
u(x, t) & =x\left[1-\frac{t^{2 \beta}}{\Gamma(2 \beta+1)}+\frac{t^{4 \beta}}{\Gamma(4 \beta+1)}-\frac{t^{6 \beta}}{\Gamma(6 \beta+1)}\right] \\
& +x\left[\frac{t^{8 \beta}}{\Gamma(8 \beta+1)}-\ldots \ldots \cdots \cdots \cdots\right] \\
& =x \sum_{r=0}^{\infty} \frac{(-1)^{r} t^{2 r \beta}}{\Gamma(2 r \beta+1)} \\
& =x E_{2 \beta}\left(-t^{2 \beta}\right) \tag{19}
\end{align*}
$$

Case III : If $f(x)=x, \alpha=1, k=1$ i.e., in the presence of
both the linear external force and absorbent term,
$u(x, t)=x\left[1+\frac{2 t^{\beta}}{\Gamma(\beta+1)}+\frac{3 t^{2 \beta}}{\Gamma(2 \beta+1)}+\frac{4 t^{3 \beta}}{\Gamma(3 \beta+1)}\right]$

$$
\begin{align*}
& +x\left[\frac{5 t^{4 \beta}}{\Gamma(4 \beta+1)}+\ldots \ldots \ldots \ldots .\right] \\
& =x \sum_{r=0}^{\infty} \frac{(r+1) t^{r \beta}}{\Gamma(r \beta+1)} \\
& =x E_{\beta}\left(K t^{\beta}\right) \tag{20}
\end{align*}
$$

where, $K^{r}=(r+1)$

## IV. CONCLUSION

There are two important goals that have been achieved for this study. First one is employing the powerful HPM to investigate the general diffusion equation for different particular situations. HPM is a powerful mathematical tool which reduces the nonlinear problems to a set of ordinary differential equations to get the approximate analytical solution easily. Moreover it does not require small parameters in the equations which overcome the limitations of traditional perturbation techniques. This method is very effective, convenient, supplies quantitatively reliable results.
Another important point of this study is to derive the expressions of $u(x, t)$ in the presence of external force, source term and also both the terms simultaneously for the fractional diffusion equation. The author strongly believes that the approximate analytical expressions of displacement for different particular cases discussed in this article will provide significant change from the usual approach to the engineers and physicists working in this area of research.
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# Solution of Vibration equation by Homotopy Analysis Method 
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#### Abstract

In this paper the author has solved the vibration equation for large membrane with the help of a powerful mathematical tool called Homotopy Analysis Method .By using initial values, the explicit solutions of the equations for different particular cases have been derived. The examples prove that the method is extremely effective due to its simplistic approach and performance. The numerical results so obtained are discussed in Section 3 and depicted graphically.


Index Terms-, Homotopy analysis method, Initial value problem, Vibration equation .

## I. Introduction

Homotopy Analysis Method (HAM) was first proposed by Liao [1], by employing the basic ideas of homotopy in topology to produce an analytical method for solving various nonlinear problems. This method has been successfully applied by (for example, please refer to [2]-[5]) to solve different classes of nonlinear problems.

Recently, Das [6] has used Modified decomposition method (MDM) to find the numerical solution of a vibration equation for large membrane. The main disadvantage of this method is that the solution procedure for calculation of Adomian polynomials is complex and difficult as pointed out by many researchers.

In this article HAM is used to obtain the approximate analytical solutions of the vibration equation for very large membrane. The expressions of the displacement for different time and radii of the membrane and also for various wave velocities of free vibration using the initial conditions are deduced which shows that the proposed method gives much better approximations than those given by non perturbative methods like MDM and other existing traditional techniques and does it in a simplistic manner too.

## II. SOLUTION OF THE PROBLEM

The vibration equation of a very large membrane is governed by the equation

Author is with the Department of Electrical Engineering, B.P.Poddar Institute of Management \& Technology, Kolkata,Poddar Vihar, Kolkata - 700052, W.B. , INDIA (phone: +91-33-25739609/10; fax: +91-33-2573-9401; e-mail: sudipta_ch1@rediffmail.com).

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}=c^{2}\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}\right), r \geq 0, t \geq 0 \tag{1}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
u(r, 0)=f(r) \quad \text { and } \quad \frac{\partial u(r, 0)}{\partial t}=c g(r) \tag{2}
\end{equation*}
$$

where $u(r, t)$ represents displacement of the particle at the point $r$ and at time $t, c$ is the wave velocity of free vibration. To solve equation (1) by means of HAM, we choose the initial approximation

$$
u_{0}(r, t)=f(r)+\operatorname{ct} g(r)
$$

and the linear operator

$$
\begin{equation*}
L[\phi(r, t ; q)]=\frac{\partial^{2} \phi(r, t ; q)}{\partial t^{2}} \tag{3}
\end{equation*}
$$

with the property

$$
\begin{equation*}
L\left[C_{1}+C_{2} t\right]=0 \tag{4}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are integral constants. Furthermore, equation (1) suggests that we define the equation of nonlinear operator as

$$
\begin{align*}
& N[\phi(r, t ; q)]=\frac{\partial^{2} \phi(r, t ; q)}{\partial t^{2}} \\
& -c^{2}\left(\frac{\partial^{2} \phi(r, t ; q)}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi(r, t ; q)}{\partial r}\right) \tag{5}
\end{align*}
$$

Now, we construct the zeroth-order deformation equation

$$
\begin{align*}
(1-q) L[\phi(r, t ; q) & \left.-Z_{0}(r, t)\right] \\
& =q \nrightarrow N[\phi(r, t ; q)] \tag{6}
\end{align*}
$$

Obviously, when $q=0$ and $q=1$,

$$
\phi(r, t ; 0)=Z_{0}(r, t)=u_{0}(r, t) \quad \text { and }
$$

$$
\begin{equation*}
\phi(r, t ; 1)=u(r, t) \tag{7}
\end{equation*}
$$

Therefore, as the embedding parameter $q$ increases from 0 to 1 , $\phi(r, t ; q)$ varies from the initial guess $Z_{0}(r, t)$ to the solution $Z(r, t)$. Expanding $\phi(r, t ; q)$ in Taylor series with respect to $q$, one can deduce

$$
\phi(r, t ; q)=Z_{0}(r, t)+\sum_{m=1}^{\infty} Z_{m}(r, t) q^{m}
$$

where,

$$
Z_{m}(r, t)=\left.\frac{1}{m!} \frac{\partial^{m} \phi(r, t ; q)}{\partial q^{m}}\right|_{q=0}
$$

If the auxiliary linear operator, the initial guess and the auxiliary parameter $h$ are properly chosen, the above series is convergent at $q=1$, then one has

$$
u(r, t)=Z_{0}(r, t)+\sum_{m=1}^{\infty} Z_{m}(r, t)
$$

which must be one of the solutions of the original nonlinear equation. Now we define the vector

$$
\vec{Z}_{n}(r, t)=\left\{Z_{0}(r, t), Z_{1}(r, t), \ldots, Z_{n}(r, t)\right\}
$$

Then the mth-order deformation equation is

$$
\begin{equation*}
L\left[Z_{m}(r, t)-\chi_{m} Z_{m-1}(r, t)\right]=h R_{m}\left(\vec{Z}_{m-1}(r, t)\right) \tag{8}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
Z_{m}(r, 0)=0 \quad \text { and } \quad \frac{\partial}{\partial t} Z_{m}(r, 0)=0 \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{m}\left(\vec{Z}_{m-1}(r, \tau)\right)=\left(Z_{m-1}\right)_{t t}-c^{2}\left(Z_{m-1}\right)_{r r}-\frac{c^{2}}{r}\left(Z_{m-1}\right)_{r} \tag{10}
\end{equation*}
$$

Now, the solution of the $\mathrm{m}^{\text {th }}$-order deformation equation (8) for $m \geq 1$ becomes

$$
\begin{gather*}
Z_{m}(r, t)=\chi_{m} Z_{m-1}(r, t)+H \int_{0}^{t} \int_{0}^{\xi} R_{m}\left(\vec{Z}_{m-1}(r, \tau)\right) d \tau d \xi \\
+C_{1}+C_{2} t \tag{11}
\end{gather*}
$$

where the integrating constants $C_{1}$ and $C_{2}$ are determined by the initial conditions (9).
We now successively obtain

$$
\begin{aligned}
& Z_{1}(r, t)= c^{2} h\left(f^{\prime \prime}(r)+\frac{1}{r} f^{\prime}(r)\right) t \\
&+c^{3} h\left(g^{\prime \prime}(r)+\frac{1}{r} g^{\prime}(r)\right) \frac{t^{2}}{2!} \\
& Z_{2}(r, t)=-c^{2} h(1+H)\left(f^{\prime \prime}(r)+\frac{1}{r} f^{\prime}(r)\right) \frac{t^{2}}{2!} \\
&-c^{3} h(1+h)\left(g^{\prime \prime}(r)+\frac{1}{r} g^{\prime}(r)\right) \frac{t^{3}}{3!} \\
&+c^{4} h^{2}\left(f^{(4)}(r)+\frac{2}{r} f^{(3)}(r)\right) \frac{t^{4}}{4!} \\
&+c^{5} h^{2}\left(g^{\prime \prime}(r)+\frac{1}{r^{3}} f^{\prime}(r)\right) \\
&\left.\left.-\frac{1}{r^{2}} g^{\prime \prime}(r)+\frac{1}{r} g^{(3)}(r)\right) \frac{t^{5}}{5!}(r)\right)
\end{aligned}
$$

$$
\begin{aligned}
& Z_{3}(r, t)=-c^{2} h(1+\hbar)^{2}\left(f^{\prime \prime}(r)+\frac{1}{r} f^{\prime}(r)\right) \frac{t^{2}}{2!} \\
& -c^{3} h(1+h)^{2}\left(g^{\prime \prime}(r)+\frac{1}{r} g^{\prime}(r)\right) \frac{t^{3}}{3!} \\
& +2 c^{4} H^{2}(1+\hbar)\binom{\left.f^{(4)}(r)+\frac{2}{r} f^{(3)}(r)\right) t^{4}}{-\frac{1}{r^{2}} f^{\prime \prime}(r)+\frac{1}{r^{3}} f^{\prime}(r)} \\
& +2 c^{5} H^{2}(1+H)\binom{g^{(4)}(r)+\frac{2}{r} g^{(3)}(r)}{-\frac{1}{r^{2}} g^{\prime \prime}(r)+\frac{1}{r^{3}} g^{\prime}(r)} \frac{t^{5}}{5!} \\
& -c^{6} H^{3}\left(f^{(6)}(r)+\frac{3}{r} f^{(5)}(r)-\frac{3}{r^{2}} f^{(4)}(r)\right. \\
& \left.+\frac{6}{r^{3}} f^{(3)}(r)-\frac{9}{r^{4}} f^{\prime \prime}(r)+\frac{9}{r^{5}} f^{\prime}(r)\right) \frac{t^{6}}{6!} \\
& -c^{7} h^{3}\left(g^{(6)}(r)+\frac{3}{r} g^{(5)}(r)-\frac{3}{r^{2}} g^{(4)}(r)\right. \\
& \left.+\frac{6}{r^{3}} g^{(3)}(r)-\frac{9}{r^{4}} g^{\prime \prime}(r)+\frac{9}{r^{5}} g^{\prime}(r)\right) \frac{t^{7}}{7!}
\end{aligned}
$$

and so on.
Then the series solution expression by HAM can be written in the form
$u(r, t)=Z_{0}(r, t)+Z_{1}(r, t)+Z_{2}(r, t)+Z_{3}(r, t)+\ldots$,
or specially when $h=-1$,

$$
\begin{align*}
& u(r, t)=f(r)+c t g(r)+c^{2}\left(f^{\prime \prime}(r)+\frac{1}{r} f^{\prime}(r)\right) \frac{t^{2}}{2!} \\
& +c^{3}\left(g^{\prime \prime}(r)+\frac{1}{r} g^{\prime}(r)\right) \frac{t^{3}}{3!} \\
& +c^{4}\left(f^{(4)}(r)+\frac{2}{r} f^{(3)}(r)-\frac{1}{r^{2}} f^{\prime \prime}(r)+\frac{1}{r^{3}} f^{\prime}(r)\right) \frac{t^{4}}{4!} \\
& +c^{5}\left(g^{(4)}(r)+\frac{2}{r} g^{(3)}(r)-\frac{1}{r^{2}} g^{\prime \prime}(r)+\frac{1}{r^{3}} g^{\prime}(r)\right) \frac{t^{5}}{5!} \\
& +c^{6}\left(f^{(6)}(r)+\frac{3}{r} f^{(5)}(r)-\frac{3}{r^{2}} f^{(4)}(r)+\right) \frac{t^{6}}{6!} \\
& \left.\frac{6}{r^{3}} f^{(3)}(r)-\frac{9}{r^{4}} f^{\prime \prime}(r)+\frac{9}{r^{5}} f^{\prime}(r)\right)  \tag{13}\\
& +c^{7}\left(\begin{array}{l}
g^{(6)}(r)+\frac{3}{r} g^{(5)}(r)-\frac{3}{r^{2}} g^{(4)}(r) \\
\left.+\frac{6}{r^{3}} g^{(3)}(r)-\frac{9}{r^{4}} g^{\prime \prime}(r)+\frac{9}{r^{5}} g^{\prime}(r)\right) \frac{t^{7}}{7!}
\end{array},\right.
\end{align*}
$$

The convergence of the solution series is determined by $h$ pointed out by Liao [ 1,7 ], and thus one can get a convergent series solution by chosen value of $h$.

## III. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical values of $u(r, t)$ for various values of radii of the membrane and time are presented for the initial condition $f(r)=r$ and $g(r)=1$ through Figs. 1-2. It is observed from the Fig. 1 that the $u(r, t)$ decreases with the increase in r and increases with the increase in t at $c=6$. It is also seen from Fig. 2 that the $u(r, t)$ increases with the increase in $t$ and $c$ both at a fixed value of the radius of the membrane (for $r=20$ ). The Numerical Calculations and Figures are made using Mathematica software (Version 5.2).
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Fig. 1. Plot of $u(r, t)$ with respect to $r$ and $t$ at $c=6$


Fig. 2. Plot of $u(r, t)$ vs. $t$ for different values of $c$ at $r=20$
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#### Abstract

The process of containerization and the development of intermodal transportation networks have caused increased competition in the port sector and have interfered in areas of influence of ports (hinterlands) worldwide. These hinterlands are no longer captive to a particular port to be of multiple influence of two or more ports. This paper presents a study whose objective is to characterize the port dynamics in the light of containerization, to map the discussion about the concept of hinterlands and to present methodologies for its delimitation. This conceptual and methodological contextualization is illustrated with an application to the case of the container terminal of the port of Rio Grande (Brazil) with support of Geographic Information Systems (GIS). It follows that the delimitation of hinterlands is essential to allow proper planning of port development by the Port Authorities and Private Terminals in a world of increasing competition.


Index Terms- Hinterland, ports, maritime transportation, Geographic Information Systems

## I. Introduction

The introduction and development of the container as a
means of unitization and efficiency gain in cargo movement has added an additional challenge for the planning of the maritime transportation activity, which dramatically changed the operation both of shipping companies as of ports. For the former, the main consequence was the concentration of the maritime transportation activity in the hands of few companies in view of the massive need of capital for investments in ships larger and larger and more modern as a means of reducing the transport unit cost, and for the latter, the challenges is the proper offer of infrastructure and efficient services, at low cost.

Additionally, ports should implement a strategic development planning in order to meet the challenges of a complex and changing competitive environment in function of the current accelerated technological, economic, political and social development. Also, the precise knowledge of its market, the service levels required by its customers, and the business opportunities that can leverage its cargo movement are also necessary, as well as the knowledge of the relative advantages of its direct competitors, in order to anticipate actions and ensure the expansion of the port activity.

In this context, the objective of this work is to characterize the port dynamics in the light of containerization, in the mapping and discussion about the concept of area of influence, internationally known as hinterland, and in the analysis of methodologies for the delimitation of hinterlands. The paper also includes a case study to illustrate the delimitation of the hinterland in the container terminal at the Brazilian Port of Rio Grande with the support of GIS.

The research method related to conception and methodologies to delimitate hinterlands included a literature review concerning the issue and the performance of in situ unstructured interviews in two consulting companies that have developed projects related to ports in Brazil in which the issue of hinterlands was strategically discussed. The elaboration of the case included a database provided by the Brazilian National Center for Transatlantic Navigation (CNNT) related to the movement of containers in municipalities from the state of Rio Grande do Sul (south of Brazil) and with a geo-referenced graphical basis of this state obtained from the Brazilian Institute of Geography and Statistics (IBGE) for application in the Geographic Information Systems (GIS) ArcView software (version 3.3).

The article is divided into 5 sections, being the first one introductory. Following, Section II presents the concept of hinterland, Section III provides a survey of proposed methodologies for its determination, Section IV presents the case study, and Section V summarizes the conclusions of the work.

## II. Hinterlands

The concept of hinterland is known since the beginning of the twentieth century and has been discussed both in the academic literature and by market professionals, but there is no standardized definition for the concept. Among the definitions offered in the academic literature, the following should be emphasized: Bird (1971), Takel (1976), Kesic et al. (1998), Van Klink and Winden (1998), Van Klink and Van den Berg (1998), Van Cleef, apud Amoyaw (1999), Degrassi (2001), Yap et al. (2006) and Tan (2007). Analyzing these definitions, it could be observed that, over time, due to various historical and technological contexts, the definitions for hinterland have been improved.

This article adopts the definition used in Slack (1993). According to this author, the area of influence of a port is the port's market area in land from which or to which the port ships and receives cargoes. It is an area where the port sells its services and interacts with its customers. The area of influence can be represented as a market share that a port has in relation to the other ports that serve the same geographical region. This vision links the port as a center that offers logistics services. Slack (1993) defines hinterland as the effective market of a port, or the geo-economic space in which it sells its services and interacts with its customers. This definition seeks to treat the port as a logistic link within a competitive market, where it should act commercially and technologically in a pro-active way to ensure its market. Thus, the hinterland is treated as something dynamic and changing, which may be disputed by various ports as they can offer their services in a competitive way in market.

The concept of hinterland has faced criticism in the academic world particularly in relation to two aspects: the growing containerization of general cargo and the development of intermodal transportation networks. McCalla (1999), Haezendonck and Notteboom (2002) and Lacerda (2004), for example, argue that the intensification of the use of containers has increased the geographic performance for the capture of cargoes by ports, making the understanding of traditional definitions of hinterlands difficult. Song (2003) and Lacerda (2004) also mention that intermodality allows containers to travel increasing distances. This facilitates the decentralization of the packaging of cargoes in containers, which could be performed at the origin of goods in factories, or through specialized services, away from areas of ports, thus expanding their hinterlands. Lacerda (2004) also emphasizes the increase of transshipment related to the increased size of container ships, since shipping companies seek to focus cargoes in a main port of each region (hub) in order to obtain large quantities of cargo to transport in the long routes on larger ships. The larger the ships are, the lower the costs of transporting the containers will be, which means that the activity presents economies of scale. In this context, the concept of area of influence of a port has become more complex (Fageda, 2000). Different ports may share the same hinterland, whose borders now depend also on the development of intermodal transportation corridors and not exclusively on the port market. This allows a direct competition between ports away from each other. Additionally, competition between ports is not limited to the increase in their area of influence traditionally defined, but also on their role in transshipment, i.e., to attract movement whose origin or destination is not the port itself or its surrounding area.

Despite the criticism, the concept of hinterland, whether in its traditional sense or in its contemporary sense, remains critical to the port development (Amoyaw, 1999). The delimitation of the port hinterland and the analysis of its nature and extent are basic steps in assessing the development of a port or port terminal.

The definition of hinterland through the static view
characterizes it as a continuous area behind the port. With the development of the concept, functional relations were inserted between the maritime area and its functional locations outside the port such as industrial areas and logistics centers. According to Hayuth (1982) the dynamic concept of a port hinterland makes it possible to identify factors that influence the expansion and reduction of the size of the port hinterland. The possibility of modifying the port hinterland over time presupposes the existence of variables that influence its delimitation. The main factors in this delimitation are:

- The nature of goods: general cargo, containers, bulk, etc. (Takel, 1976; Kesic et al., 1998; Degrassi, 2001);
- The structure of maritime shipping in relation to the types of ships, to the organization of ship owners and to the frequency of scale of ships (Van Klink and Winden, 1998, McCalla, 1999; Degrassi, 2001);
- The structure of the transportation network in land linking the port and its market and consequently the transportation cost associated with this network (Takel, 1976, Slack, 1993; Kesic et al., 1998, McCalla, 1999; Hoyle, 2000; Degrassi, 2001);
- The influence of economic policies (Kesic et al., 1998; Degrassi, 2001);
- The entry of new port competitors in the market (Van Klink and Winden, 1998);
- The labor organization in the port activities (Takel, 1976; Kesic et al., 1998);
-The port infrastructure (Takel, 1976; Kesic et al., 1998);
- The port competitiveness in terms of appropriate fees when compared to other ports (Takel, 1976; Kesic et al., 1998);
-Natural causes such as climate and seasonal factors (Degrassi, 2001);
-Factors and political events (Degrassi, 2001).


## III. Methodologies for the delimitation of Hinterlands

The need to delimit the port hinterland and its analysis to allow the proper port planning, either by port authorities or by port terminals, brings to light the question of how areas of influence of ports should be defined. This section presents several methods proposed for the definition of port hinterlands, identified both in literature and in real cases, and discusses practical situations in which they were conducted. These methods are classified into two groups according to their purposes:

- Methodologies for identifying the current hinterland of a port; and
- Methodologies for defining the potential hinterland of a port.
Both groups of methods can be used in an independent way, depending on the objectives to be achieved. However, the ideal situation is their use together to perform analysis and comparisons between the areas of real and potential influence of a port. Certainly, what the administration of a port should expect is that its potential area of action is actually achieved. The next sub-sections present methodologies for each one of the two
groups offered by the academic literature, specialized literature and two consulting companies, which have implemented methodologies to real cases.


## A. Methodologies for identifying the current hinterland of a port

The methodologies for the identification of the port actual hinterland perform an analysis of its effective market. These types of methodologies can be used only for terminals in operation, once it is impossible to calculate the actual hinterland in case there are no historical movement data.

One of the first methodologies in literature for this purpose was proposed by Morgan in 1948, apud Degrassi (2001). This methodology defines the area of influence of a port from the analysis of the movement of cargo in a particular geographical region to / from a particular port. This identification establishes the classification of this region based on its current movements, seeking to classify municipalities according to an ABC curve of importance of participation. Thus, the identified areas can be classified on three levels: primary Hinterland (large movement), secondary Hinterland (intermediate movement) and marginal Hinterland (small movement). It is worth mentioning that the literature offers other classifications for hinterlands, and the contributions of Kesic et al. (1998), Amoyaw (1999), Elliot, apud Degrassi (2001) and Degrassi (2001) are the most important.

The second methodology, proposed by McCalla (1999), consists of the analysis of statistics of the movement of containers in the region of interest. This methodology proposes the collection of data featured in the cargo bills. From these data, the author calculates the market share of each port from the region analyzed in relation to the cities of origin and destination on land and in relation to the foreland region, to where the containers moved by ports were designated or from where they were received, which allows plotting the regions in a map, delimiting the actual ports hinterlands.

Based on the methodology of McCalla, a market survey was conducted by a consulting company to determine the area of influence of a terminal of a port operator in Brazil. To this end, data corresponding to the movement of containers were used and the municipalities of origin and destination of containers moved for exports and imports were surveyed. Then, the participation of the port terminal in the movement of containers of each municipality was calculated, which allowed the identification of three classifications for the municipalities analyzed according to three levels of activity, namely:

- The municipality is area of influence of a single port if at least $70 \%$ of its cargo is moved to / from the port;
- The municipality is area of influence of two ports if $80 \%$ of
its cargo is moved to / from two ports;
- The municipality is area of influence of three ports if $90 \%$ of
its cargo is moved to / from three ports.
From the determination of the port hinterland, a planning to attract cargoes from municipalities where there is the occurrence of other ports was elaborated.

In another similar research, Neto and Santos (2005)
conducted a study to attract cargo to the Port of Santos (Southeast of Brazil). The main objective of the study was to conduct a detailed and reflected analysis of the main products moved by the port and to define the area of influence for each product of identified commercial interest. In this study, several methodologies for the delimitation of the port of Santos hinterland were proposed. The first sought to establish the importance, from the economic point of view, of products exported and imported through the port of Santos, which represented about $60 \%$ of all products exported / imported by this port. The next step was to determine the destination or origin, as the case, of each product per municipality and per unit of the federation. Thus, this methodology allowed a preliminary definition of the area of influence of the port. The study suggested the value of five million dollars as the minimum value of each unit of the federation to be considered as belonging to the area of influence of the port of Santos. The application of this criterion resulted in the area of influence of the port covering 16 states of Brazil of the total of 27 federal units.

Since this first proposal presented a disability, when considering only absolute values as a criterion for defining the area of influence, Neto and Santos (2005) incorporated in the second proposal, all products exported and imported through the port of Santos, and exports and imports per municipality, which allowed the aggregation per state of the country. Combining the results, per state, exports and imports, the values were generated in U.S. dollars from the international trade in each state. Then, participation data from the port of Santos in the international trade of each state were generated. It was defined that, if $10 \%$ of the international trade of each state used the port of Santos, this would show that the port has an impact on the economy of the state. For this methodology, the port of Santos hinterland was considered for eight Brazilian states.

The third methodology proposed, called by Neto and Santos (2005) as a hybrid methodology, considers not only the importance of the port in the economy of the states, but also the relevance in terms of monetary value in the trade balance due to the port. In this case, the cutting criterion included the units of the federation that moved, through that port, values greater than or equal to one hundred million dollars in the year under review. Within the area of intersection of the two previous criteria, five states were identified. These states were classified as the primary hinterland of Santos. The study also conceptualized the secondary port hinterland, formed by five states that moved through Santos values exceeding U\$ 100 million, but that did not meet the previous criterion, i.e., the participation of the port of Santos in the international trade of the state higher than $10 \%$.

As critical evaluation, it could be said that the methodology proposed by McCalla (1999) shows similarity to that proposed by Morgan, apud Degrassi (2001), since it uses real movement data for the delimitation of areas of influence of ports. However, McCalla does not consider the amount moved as a key factor in defining which region includes the port hinterland. The methodology proposed can be considered an improvement of that of Morgan, in which the author highlights the need to
analyze the market share of these ports, both on land and in relation to its foreland.

On the other hand, the first methodological proposal developed by Neto and Santos (2005) adopts the absolute value of goods as a delimiting parameter, which consists of an innovation in relation to any other methodology examined. The second proposal considers the importance of the port to the international trade in the region of origin / destination of goods. The third proposal of these authors is the adoption of the two parameters presented in the first two proposals, with the aim of not only inserting a region important for the port in terms of trade in the area of influence, but also to ensure that the port is important in relative terms to the international trade of a particular region.

## B. Methodologies for defining the potential Hinterland of a port

There is another set of methodologies primarily aimed at performing a prospective analysis of the potential port market, in other words, they calculate the ideal delimitation of its area of influence using technical, economic, political and social variables. Their results indicate the potential hinterland of a port or port terminal, where the geographic area identified cannot be the same as that of its operation.

Van Klink and Winden (1998) propose a methodology for delimitating the potential area of influence of a port based on the monetary transportation costs. A geographical region will be the port hinterland if the transportation costs for this port are lower than for any other port. If the transportation costs between the region and two or more ports are equal, this would be a region of multiple influence of ports, since it could move its cargo by any of the ports.

A work conducted by the second consultancy company was aimed at studying the capture of cargo from a new port terminal specialized in the movement of containers in the southeastern region of Brazil used the following steps of the methodology proposed by Van Klink and Winden (1998): i) identify the main customers of the ports closest to the new terminal, within a radius of 500 km , with the municipalities of origin / destination of containers moved by these ports, ii) to budget the transportation cost between ports and municipalities of origin / destination of cargoes and also between origins / destinations identified and the new terminal, iii) to compare the transportation costs to identify the locations where the costs up to the new terminal would be more competitive, then marked as potential markets for the terminal, while the localities with similar costs were identified as areas of competition and those with higher costs were discarded, and iv) from this identification, to draw a commercial planning for the attraction of cargoes for the new port.

In another work of similar nature, the Secretariat of Infrastructure of the Brazilian State of Bahia developed a study published in SEINFRA (2004) that, when considering the impact of logistic alternatives in transportation costs in the state, used a methodology to identify the area of influence of the ports of the state. The impact of logistic alternatives has been
previously analyzed based on the comparison of transport costs in the current situation and in the hypothetical situation of supply of alternatives (such as the use of the São Francisco River waterway, improvements to the existing railroad, among others). The area of influence of each port was estimated based on the criterion of minimum cost, i.e., a municipality encompasses the area of influence of a port if the transportation cost to that port is smaller than for any other port. For both alternatives, isocost lines were drawn, and when superposed, show the delimitation of areas of influence of ports from the state of Bahia.

## IV. CASE Study

The purpose of this section is to illustrate the importance of working with the concept of hinterlands for a port planning, either in regard to the identification of the port market (or port terminal), or in regard to the identification of the market potential of this port. This goal is achieved through an analysis of a real case that consists of the delimitation of the market of the port of Rio Grande in the exportation of containers from municipalities belonging to the state of Rio Grande do Sul. The current market of this port and its potential market are both analyzed, as well as the delimitation of its primary and secondary hinterlands through the analysis of participation of this port in the market of municipalities from the state of Rio Grande do Sul compared to other ports in southern Brazil. In this sense, it will be used the premise that the exportation of container belonging to municipalities from the state of Rio Grande do Sul by Brazilian ports other than ports of Rio Grande, Sao Francisco do Sul, Itajaí and Paranaguá are irrelevant. The consistency of the premise is that the ports above are the most representative in the southern region of Brazil to work with general containerized cargo. Figure 1 presents a map of the region.


## Fig. 1. Main ports in the south of Brazil.

To achieve the goal, the following were necessary:
i) methodologies for the delimitation of the port hinterlands;
ii) a database for the southern region from the Brazilian National Center for Transatlantic Navigation (CNNT) with the movement of containers from the port studied and its competitors, which allowed identifying the municipality of origin, and,
iii) a geo-referenced graphic base of the region studied obtained from the Brazilian Institute of Geography and Statistics (IBGE, 2005), for application in the Geographic Information Systems (GIS) ArcView software.

The case study reported below is divided into three distinct stages. The first refers to the survey of cargoes exported in containers by municipalities from the state of Rio Grande do Sul and the identification of the market of the port of Rio Grande through the analysis of the amounts moved by using the methodology of Morgan, apud Degrassi (2001).

The second stage identifies the market share of the port of Rio Grande, with the methodology proposed by McCalla (1999), establishing the primary and secondary port hinterlands in function of the relative market share of this port in these municipalities.

In the third stage, which corresponds to the desired identification of the potential hinterland of the Port of Rio Grande, it was chosen for developing a new methodology able to identify municipalities potentially important in terms of attracting cargoes; however, without the need to calculate freights, whose data are not available, but using real movement data from municipalities and port, for confrontation and delimitation of the municipalities to be subject to a more intense commercial activity.
A. Exportation of containers of municipalities from the state of Rio Grande do Sul through the port of Rio Grande
The aim was firstly to check the exportation of containers, via one or more of the four container terminals of ports from Southern Brazil (Rio Grande, Sao Francisco do Sul, Itajaí and Paranaguá), with origin in municipalities belonging to the State of Rio Grande do Sul. This step uses the methodology proposed by Morgan, apud Degrassi (2001). In this sense, database from CNNT (CNNT / Datmar, 2006) was searched to check the movement of containers for exportation, with origin in municipalities from this state, via the four ports in the southern region for 2003 . The year is not considered very relevant to the research, since the prime objective is to illustrate the importance of the study that delimitates hinterlands and not the current issue of the terminal itself. The variables searched and separated were:

- Direction of the traffic: exportation;
- Name of the municipality of origin, located in the state of Rio Grande do Sul of cargoes to each of the four ports in the southern region;
- Port (terminal) of destination: Rio Grande, Sao Francisco do Sul, Itajaí and Paranaguá;
- Total amount moved, measured in capacity of Twenty Equivalent Unit (TEU).
From the data obtained in the database query, the municipalities were listed in decreasing order of movement and prioritized into three categories using the ABC classification, according to data presented in Table 1.

The number of municipalities that moved containers in 2003 through one or more of the four ports in southern Brazil was 135, totaling an export movement of 137,388 TEUs. Table 2

TABLE I
CLASSIFICATION OF EXPORTING MUNICIPALITIES

| CLASSIFICATION OF EXPORTING MUNICIPALITIES |  |
| :--- | :--- |
| Classification Volume in TEUs <br> Large Movement $>4.961$ TEUs <br> Intermediate Movement $641-4.960$ TEUs <br> Small Movement $1-640$ TEUs |  |

shows this number according to port with the respective percentages.

TABLE II
Exportation of containers from the State of Rio Grande do Sul THROUGH PORTS (CONTAINER TERMINALS) FROM THE SOUTHERN REGION OF THE COUNTRY

| THE COUNTRY |  |  |
| :---: | :---: | :---: |
| Port No. in TEUs  <br> Rio Grande 114.479  <br> São Francisco do Sul 6.806  <br> Itajaí 14.713  <br> Paranaguá 1.390  <br> Total 137.388 $10.7 \%$ <br> Sour | $100 \%$ |  |

Source: adapted from the CNNT/Datamar database (2006)
Of these 135 municipalities, ten can be classified as of large movement and only ten as of intermediate movement. Figure 2 presents the results presented in GIS (Arcview) for 2003.


Fig. 2. Movement of containers from municipalities from the state of Rio Grande do Sul through the four ports in the southern region..

The next step was to identify municipalities from that state using the port of Rio Grande in the exportation of containers in order to delimit the market of this port, using methodology proposed by Morgan, apud Degrassi (2001), and the same classification of municipalities as of large, intermediate and small movement presented in Table 1.

The analysis shows that from the 135 municipalities in the state of Rio Grande do Sul using the ports from southern Brazil in 2003 for the exportation of containers, only 7 have not used the Port of Rio Grande.

Only seven municipalities in the state of Rio Grande do Sul that moved containers through the port of Rio Grande were classified as of large movement and eighteen other municipalities were categorized as of intermediate movement, as shown in Figure 3.

## B. Port of Rio Grande actual Hinterland

This step aims to delimit the area of influence of the Port of


Fig. 3. Municipalities in the state of Rio Grande do Sul with movement of containers through the Port of Rio Grande.
Rio Grande through the analysis of its market share. The elaboration of this phase used methodology proposed by McCalla (1999), using container movement data from these municipalities and calculating the market share of the port of Rio Grande for each of these municipalities. This survey allowed the geo-referenced identification of municipalities that compose the port hinterland and the primary and secondary hinterlands, according to classification proposed by Degrassi (2001), based on the following criteria:

- If the Port of Rio Grande moves $70 \%$ or more of the total containers moved by a given municipality in the southern ports, this municipality is its Primary Hinterland;
- If the Port of Rio Grande moves between $40 \%$ and $70 \%$ of all containers moved by a given municipality in the southern ports, this municipality is its Secondary Hinterland, which can also be understood as area of multiple influence, as described in Slack (1993) and Kesic et al. (1998).

Since all classifications and identifications of municipalities that compose the primary and secondary hinterlands of the port of Rio Grande, as well as the compatibility of databases have been conducted, these areas of influence were plotted in the ArcView software in a geo-referenced way, as shown in Figure 4.

Most municipalities in the state of Rio Grande do Sul that moved cargoes through the port of Rio Grande in 2003 were defined as primary port hinterland, with only 16 municipalities defined as secondary hinterland. However, the municipalities of Porto Alegre (State capital and most important city) is among these 16 municipalities, which in spite of moving much of its cargo through the port of Rio Grande, still has high movement through other ports in the southern region.

The delimitation of the port of Rio Grande hinterland through the study of the market share in the municipalities belonging to the state of Rio Grande do Sul shows the consolidated position of the port in relation to this market. As shown in Table 2, the port moved over $80 \%$ of containers exported by these municipalities. Thus, the study confirms this diagnosis at this stage, as the analysis of each municipality alone


Fig. 4. Primary and Secondary Hinterland of the Porto of Rio Grande.
shows that most municipalities comprises the area of primary influence of the port, exporting more than $70 \%$ of their containers through the port of Rio Grande.

## C. Potential hinterland of the port of Rio Grande

The objective of this stage is to find out which municipalities are characterized as potential market of the port of Rio Grande, i.e., which municipalities have containers not yet moved through this port and their commercial importance.

Since the methodologies studied for the delimitation of the potential hinterland of a port use the transportation cost between the place of origin of the cargo and port as main variable for analysis, and since this variable is not available in databases obtained, a new methodology for the performance of this stage of the study was elaborated. This third stage of the case study is characterized as a complementary analysis to that performed in stage 1 , since to find municipalities with potential movement in the port of Rio Grande, the total movement of containers of these municipalities and also the total cargo of these municipalities already absorbed in the port of Rio Grande were analyzed. Based on this information, the potential market of the port in the state of Rio Grande do Sul could be obtained. The operation performed for defining the potential movement of containers in the port of Rio Grande is shown in Figure 5


Fig. 5. Definition of the Potential Movement.
This operation allows verifying graphically which municipalities located in the State of Rio Grande do Sul that move containers through the four ports in southern Brazil are


Fig. 6. Municipalities with good movement potential to the Port of Rio Grande.
characterized as a potential market of the Port of Rio Grande.
Once municipalities with potential cargo to the Port of Rio Grande were identified, they were classified into municipalities of large, intermediate and small potential, based on the same criteria in Table 2.

With support from the ArcView software, Figure 6 characterizes municipalities as potential markets of the Port of Rio Grande for 2003.

The analysis of the potential Port of Rio Grande hinterland shows that the municipality to be given more commercial attention is Porto Alegre, since, although already moving cargoes through Rio Grande, it also offers great potential for this port, being the only municipality of great potential in the state, with a possible amount of additional attraction of 9,360 TEUs. Its cargoes through other ports in the southern region of the country: 5,877 TEUs for Itajaí, 3,380 TEUs for São Francisco do Sul and 102 TEUs for Paranaguá.

Yet, due to the high participation of the Port of Rio Grande in the exportation of containers from these municipalities, the potential to attract new cargoes to this port is very limited. However, it should be given special attention to municipalities of large and intermediate potential, and to municipalities from neighboring states.

## V. FINAL REMARKS AND CONCLUSIONS

The competitive environment in which ports are contextualized requires the proper planning of port development to provide appropriate infrastructure and services to the current reality. This reality is the result of the use of containers as a transportation tool and the development of intermodal transportation networks, especially in developed countries. These facts, combined with the growing market of shipping firms worldwide and to the transportation logistics of containers, marked by the use of megacarriers that arrive in a few hub ports, cargo hubs, fed by small-size feeder lines, significantly decreased the position of the port as cargo monopolist operator of a particular region. In this context, an important tool for the strategic planning of a port is the
identification of its area of influence, which process also includes the evaluation of the analogous area of influence of its main port competitors.
The present study of methodologies for the delimitation of port hinterlands shows that, despite the discussion in literature on this subject is still scarce; ports and consulting firms in the sector have used this concept and developed new methodologies for delimitation and knowledge, which allows port authorities and port terminals to elaborate port development plans. The present study identified several methodologies for this delimitation, which were classified into methodologies aimed at identifying the current hinterland for a port, and methodologies aimed at delimiting the potential hinterland for a port.

The case conducted at the Container Terminal of the Port of Rio Grande analyzed, for the State of Rio Grande do Sul, the market of this port terminal through a combination of two methodologies found in literature (McCalla, 1999, and Morgan, apud Degrassi, 2001) and with the elaboration of a new one by the authors of this article. The delimitation of hinterlands was visualized in geo-referenced maps, elaborated by means of the use of the ArcView software. Based on this case, it was found that areas of multiple influence are not yet a reality, and the port terminal still has the domain of the container exportation market in the state of Rio Grande do Sul, with market share exceeding $80 \%$. Probably, the analogous analysis of other Brazilian ports in the south such as Itajaí and São Francisco do Sul, and even the port of Santos, could reveal results different from those found for the port of Rio Grande and offer guidelines for their planning and competitive development, showing the importance of the study of areas of multiple influence for these ports. The determination of the terminal hinterland as an analysis tool of its market revealed to be important to identify its area of operation and expansion, as well as its cargo attraction potential, allowing its planning to meet the competition of new markets and mainly for the maintenance of its customers, as a form of sustainable development of the port terminal.
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#### Abstract

The Shopping Center industry has recently shown an impressive but disordered development, creating in some cities overlapping problems relative to the population distribution, since the profile of these ventures has been largely disregarded. Several public facility location studies are currently used mostly directed to planning health services and the basic education network. Predominantly, these studies use the p-median model, associated to exact and heuristic methods for solution, but no similar study for locating shopping centers has been identified in the literature. This article examines the various kinds of shopping centers and studies the location of those called Neighborhood Shoppings as applied to the district of Barra da Tijuca in Rio de Janeiro, Brazil. The study uses local census tract data, to accumulate the population in discrete points, but the geography of the region and the condominium style of occupation has suggested the use of a simpler heuristics that remembers the Voronoi diagrams. The study proposes six neighborhood shopping centers and suggests the points for their location.


## Index Terms-Location, Shopping Center, p-median

## I. Introduction

Location is a theme of permanent practical and academic interest that permeates several sciences, such as mathematics, economy, engineering, operational research and so on. Specific studies of location have always been in the interests of human beings as a strategy to preserve safety and welfare. Any historical survey shall identify Archimedes as the first inventor revered by western history. Among his brilliant inventions, the defense of Syracuse from invading Roman ships have required accurate location studies for displaying mechanical levers and mirrors for concentrating solar rays on those moving ships.

Certainly, the old Greek geometricians, such as Euclides, pioneered studies for determining centers of gravities and for identifying properties of physical order. However, Drezner et al (2002) affirm that precursory studies about identifying points in the plan endowed with certain properties are usually credit to Fermat (1601-1665) and, with almost equal frequency, to Torricelli (1608-1647).

Concretely, the location analysis applied to industrial
activities, using measures of utility as production or costs, is regularly attributed to Weber (1909) who, looking for minimizing transport costs and reducing costs for the consumer, studied the positioning of an industrial installation, with several inputs and a single marketing consumer.

According to ReVelle and Eiselt (2005), the location analysis refers to the modeling, formulation and solution of a class of problems which could be described as positioning facilities in a space. Based on our experience, studies on the theme are usually made under three perspectives: practical, applied, and academic studies.
Practical studies concern the location of a specific industrial or commercial activity. In this perspective, the factors that should be considered in a preliminary evaluation include: materials availability and location; distance and dimensions of the marketing consumer; means of transport; land availability; climate; pluvial standards, infrastructure, topographical data; power, water and sewerage systems; labor availability and its costs, life conditions, laws and regulations, tax structures, etc. Certainly, a mistaken decision would cause an unrecoverable cost. Evaluations of that nature constitute a favorable knowledge area for specialized consultants whose knowhow is not often made public.

Applied studies would be those in which the complexity of the inter-relationships are of such order that the development of explicit modeling is recommended. The model would emphasize the most relevant elements and ignore a mass of other pertinent information by using what are called simplifying hypotheses. The produced model will be useful only if it is capable of pointing out good solutions. Notable examples of applied studies related to locating public services overflow in the modern society, such as schools, maternities, health centers, leisure areas, firemen, ambulances, post offices, water networks, sewer systems, and so on, inspired in some societies' basic needs, as well as, radars, communication networks, distribution centers, oil platforms, etc, inspired in commercial demand or military defense. In fact, the problem object of this work is framed in this domain of the applied studies, and a minimum sample of this may be found in Galvão et al (2002), Pizzolato et al (2004), Pires et al (2004), Monteiro and Pascoal (2005), and Teixeira and Antunes (2008) who examined,
respectively, the location of perinatal units, of public schools, of condensers in electric networks and the location of an hierarchy of facilities, illustrated with an application to school location.

In the third perspective, academic studies would be associated to the development of methods and processes directed to the resolution of complex models, not necessarily concerned with any explicit application. Typically, theoretical studies focus on the modeling of more complex problems, on the quality of the solution, on the processing time, on the development of computer resources, and so on. It is a fundamental area with remarkable relevance, as noted by the number of articles, congresses and journals dedicated to the topic.

Taking management science as its base, or operational research as a more restricted expression, the available literature on location is unlimited, but the foremost prestige stay with the theoretical studies, followed by the applied, and with less prominence, the practical ones. The first methodologies were concerned with the location of a single installation, but, with computer and modeling resources advances, the methodologies became directed to the development of methods for the simultaneous location of several facilities. The immense literature on the subject turns frustrating any attempt to a general literature review, even if labeled as representative. In any case, we would mention ReVelle and Eiselt (2005) and Reese (2005), that present extensive bibliographical reviews. Besides these references, in any search system, the word location will point out an unlimited number of thesis, dissertations, scientific articles, editorials, and books, highlighting the importance of the theme for administration, economy, engineering, computer science, etc.

The present work aims to study the location of Neighborhood's Shopping Centers, which are designed to support shoppers living around limited geographical areas that, according to our investigations, would never have been the object of published research. Certainly, the shopping center, as a general concept, grew in the United States, and its location seems to follow the geography of the highways, while the practical perspective as discussed above, would emphasize customer's needs, family income, accessibility, traffic flow in neighboring highways, etc. However, this intuitive concept applies to locating one single venture which might ignore the existence of several kinds of shopping centers and does not address the question of locating a network of shoppings.

This study is organized as follows: section 2 presents the several types of shopping centers and highlights the importance of the Neighborhood Shopping Centers; section 3 summarizes some of the technical procedures for public facility location; section 4 describes the Barra da Tijuca neighborhood, highlighting its physical, demographic and urban characteristics, and proposes the ideal location based on a heuristic methodology; while section 5 synthesizes the conclusions of the study.

## II. Shopping Centers

## A. Development of Trade

A possible definition for a shopping center, not fully endorsed by the present work, as justified further on, may be found in the wikipedia: "a shopping center is a business establishment specifically built to cover a center of purchases that presents a diversified market, feeding area, leisure area, parking and high comfort level services, such as: air conditioned area, lifting stairs, elevators, safety, etc. The kind of anchor stores, the amount of stores and the fact of existing owned stores with rented stores also characterize that category."

Going a step back along the history, the early merchants initially used to walk towards the clients or would check their own conveniences to choose his business point without much worries about his neighborhood. With the growth of the cities, however, he noticed the advantages of establishing at certain places which presented a high concentration of activities. Grouped, the merchants could attract more buyers, jointly benefiting consumers and their own trade. As an old example of this relationship are the medieval fairs, that were usually located in large cities of easy access.
The evolution determined permanent constructions in order to shelter the local trade. In the beginning, this grouping of stores was not planned to work in an integrated way, operating disorderly, just differentiated from traditional trade because they were located inside appropriate places. Later, those constructions developed to assume the form of galleries, usually located in the center of the cities, a place that would propitiate commercial growth, forming streets and internal yards that allowed the access to the stores. The galleries, although appropriately designed, still did not offer an organization or planning to promote the operation in an integrated way. (Blay \& Sucupira 1962, p.81-95)

As the trade begins to develop in organizational and administrative terms, the great merchants began to build their own commercial facilities in large buildings, introducing the department stores that, in a same place, have a great diversification of products. The consumer begins to have more comfort in their purchases, avoiding long displacements and the visit to many different and distant stores in order to acquire what he wanted.
At the beginning of the twentieth century two scenarios appeared in the capitalist world, specially in the United States, that would be at the origin of the current expansion of the Shopping Centers, namely the intense urbanization and the widespread use of the automobile. The traditional place where the trade was located begins to experience heavy traffic on their streets, due to the urban growth. The progressive deterioration of the urban centers and the consumers' preference for parking their cars in places near to the trade, brought new challenges for assisting the clients. In this way, the purchase centers have appeared, and have developed until the creation of the shopping centers, a place that aims to offer comfort, parking easiness, safety, leisure and several types of services (Hirschfeldt, 1986, p.15-19) .

The precise origin of the shopping centers is certainly controversial, considering the kind of business model that is known today, but the first building with characteristics close to the current ones began in the USA in 1907, by Edward H. Bouton, showing architectural uniformity, centralized administration by the entrepreneur, congregation of stores of different branches and a parking for carriages. In the 1920's appeared another similar enterprise, called the Country Club Plaza in Kansas City, USA, that presented an unified administrative policy and place for parking the automobiles.

In 1931 appears in Dallas, USA, the first enterprise in the same style of the current shopping centers. It was the Highland Park Village that, in agreement with the Urban Land Institute (ULI), became a standard for shopping centers for America. That enterprise had a centralized administrative control, and, in agreement with the local needs, offered to their users a certain number of vacancies for parking,

At the end of the Second World War, the shopping centers industry has shown great progress, as demonstrated by the Lijnbaan Shopping in Roterdam - Holland. In the fifties, the malls have appeared, which have as their main difference the consumers' circulation inside the building, different from the previous conceptions, where the shop windows faced the street. On October 7, 1956, the Southdale Center in Edina, Minessota USA was built, having an all closed construction due to the rigorous winter; its architectural model was adopted by all future shopping centers, not only in the architecture, but in the vacancies for parking which turned until now to be a pattern. Regarding the open mall, its pioneer was the King of Prussia, in Philadelphia, built in 1958, whose success was attributed to the perfect alignment of the architecture content with the place. In the sixties, architectural variations and innovations appear in the market, with a great expansion in the European countries.

Certainly, the great urban agglomerates of Brazil are not equivalent to those in North America, because the car is not accessible to all, and the congested roads do not stimulate long displacements for the routine shopping. However, Barra da Tijuca, in Rio de Janeiro, is an area of fast urbanization, with a town planning project addressed to the high middle classes while most of the dwellers own at least one car. The area is geographically isolated from the remaining of the city by the ocean, by mountains, forests, and lagoons. Its occupation has started at the beginning of the seventies, after the construction of a fine-looking system of tunnels and viaducts coasting the sea. In order to organize the urban development of the area, Lucio Costa, the same town planner responsible for the project of Brasília was called. A Master Plan of neighborhood occupation has taken place, influenced by the perspective of increasing use of private cars as a mean of transport. The highway design included a longitudinal road with six tracks in each direction and an avenue coasting the beach, with two tracks in each direction. The growth of the district was felt in an accelerated way, becoming the area in the city of Rio de Janeiro in which more buildings are built in every year. The planned occupation has reserved housing areas for great condominiums and
business areas in which magnificent shopping centers of several types, named by many as consumption temples, have been continuously built. However, the explosive population growth, the general increase in the middle classes income, the widespread access to automobiles, the attraction that beaches and the mentioned consumption temples exercise on the residents of other parts of the city, are bringing a progressive saturation in their highways, not only the internal ones but also the access roads, tunnels, and viaducts. These difficulties are discouraging long displacements for routine activities and encouraging the use of the referred Neighborhood Shopping Centers.

For ABRASCE (Brazilian Association of Shopping Centers), the definition of a Shopping Center requires six characteristics, as follows:

1) It is constituted by a set of planned stores, operating in an integrated way under one unique centralized administration;
2) It is composed of shops for exploring diversified or specialized branches of trade and services;
3) The tenant shopkeepers are subject to standardized contract rules, and, for most of the stores, such contracts shall state a variable rental clause according to the monthly revenue of the shopkeepers;
4) It has anchor stores, and special structural or marketing features, that operate as an attraction force to the Shopping Center in order to ensure the continuous influx of consumers essential for the proper performance of the venture;
5) It provides parking space consistent with the area the of shops and the corresponding influx of vehicles to the shopping center; and
6) It is under administrative control by individuals or groups of proven reputation and recognized entrepreneurship.

The ALSHOP (Brazilian Association of Shopping Centers’ Shopkeepers) is another organization involved in the same matter which does not make distinction among rented and sold shops. The ALSHOP produces statistics based on questionnaires sent to many enterprises, while ABRASCE only works with numbers supplied by their associates. That differentiation explains the disagreement among the data supplied by both societies, as shown by Table 1.

Table 1: Source ABRASCE and ALSHOP, Brazil 2007

| Item | ABRASCE | ALSHOP |
| :--- | :---: | :---: |
| $\mathrm{N}^{\circ}$ of Shoppings | 333 | 577 |
| Revenue | $\mathrm{R} \$ 44,0$ billions | $\mathrm{R} \$ 53,4$ billions |
| Employment | 524,090 | $2,500,000$ |

## B. Types of Shopping Centers

In the popular understanding, there are many types of shopping centers, according to the kind of shoppers or the kind of merchandise sold. So, the terminology currently used includes: shopping center outlet; thematic shopping center; discount shopping center; wholesale shopping center etc.

However, in the line of the present study, we prefer to adopt the proposal of Hirschfeldt (1986), ULI that takes into account the physical size and the population attracted to shopping. According to the cited author (institution?), the shopping centers can be classified according to three patterns: Neighborhood, Community and Regional. Basically, the difference among them is linked to the type of anchor store, the physical area, and the diversification of the commercial project. Illustration 1, complemented by Table 1, indicates the area of influence of each of those models. Illustration 1 displays the influence upon the neighboring population, implies that a Regional Shopping Center reaches the resident population up to 25 km ; a Community Shopping Center attracts the population up to 8 km , while the Neighborhood Shopping Center reaches the population up to 5 km apart.
department store and a supermarket. This kind of shopping includes convenience goods, personal services, feeding area, with a large diversification of products and activities;
c) Regional Shopping Center: Constitute the most common type of shopping center in Brazil. Its RGA is between 30,000 to $100,000 \mathrm{~m}^{2}$. The area of influence is around 15 to 25 km , and may reach more according the easiness of access, the quality and the amount of stores and anchors stores. The served population will be larger than 250,000 inhabitants. This kind of shopping is anchored by complete department stores, i.e, stores with a built area of approximately $9.000 \mathrm{~m}^{2}$, that offer different products, such as clothes, furniture, utensils, etc.


Table 2 complements Illustration 1, specifying some of the general characteristics that each type of shopping center should have. Thus, for each type of shopping, Table 2 lists the kind of anchor stores, the rentable gross area, including higher and lower limits, the minimum area of the land, and the necessary support population, which is an element of particular interest. Certainly, for the largest shoppings a much larger support area is expected.
a) Neighborhood Shopping Center: More than $2 / 3$ of the total number of Shopping Centers existing in the USA fall in this category. The attended population nears approximately 10,000 to 50,000 inhabitants. The total number of shoppings of this kind are responsible for a revenue of $75 \%$ to $90 \%$ of the total volume of sales in USA. The displacement time of a typical customer is, at most, seven minutes by car, and the distance is no more than 5 km of the residence. The RGA (Rentable Gross Area) of a Neighborhood Shopping Center is about $3,000 \mathrm{~m}^{2}$ to $10,000 \mathrm{~m}^{2}$;
b) Shopping Center of Community: Enterprise in which the RGA is between $10,000 \mathrm{~m}^{2}$ to $30,000 \mathrm{~m}^{2}$. It attracts clients located up to 8 km of distance, serving a population of 50,000 to 250,000 inhabitants. The anchor store is usually a junior

Table 2 - Shopping Centers' ${ }^{\prime}$ characteristics

| Types of <br> Shoppings | Anchor <br> Stores | Rentable <br> Gross Area- <br> RGA (m) | Limits of RGA <br> $\left(\mathrm{m}^{2}\right)$ | Minimum <br> area of the <br> lands $\left(\mathrm{m}^{2}\right)$ | Necessary <br> population |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Neighborho <br> od | Supermarket | 5,000 | $3,000 \mathrm{a} 10,000$ | 12,000 | $10,000 \mathrm{a}$ <br> 50,000 |
| Community | Variety and <br> Department <br> Stores | 15,000 | 10,000 a 30,000 | 40,000 | $50,000 \mathrm{a}$ <br> 250,000 |
| Regional | Complete <br> department <br> store (One or <br> more) | 40,000 | $30,000 \mathrm{a}$ | $120,000 \mathrm{a}$ | More than |
|  |  | 200,000 | 200,000 | 250,000 |  |

Source: .L.I.(1977)
In fact, the district under study has experienced a disordered proliferation of multiple types of shopping centers which
resulted in the high vacancy index observed in many of those ventures. In this way, the present work proposes a normative study for planning the location of such shoppings.

## C. The Shopping Centers Industry in Brazil

The common judgment considers the luxurious Iguatemi, inaugurated in Sao Paulo in 1966, as the first shopping built in the country. The numbers generated by the shopping Centers' industry, as shown in Table 3, based on the data of ABRASCE, the most conservative entity, show that this industry answers, in the year 2007, for $18 \%$ (eighteen percent) of the national sales, excluded the sales of automobiles.

Table 3 - Shoppings Centers' Characteristics, Brazil 2007

| Total \# of Shoppings: <br> Operating <br> Under construction | 346 |
| :--- | :---: |
| Rentable Gross area (m2) | 333 |
| Occupied area (m2) | 73 |
| Places for cars | $55,658,000$ |
| Satelite stores | 440,000 |
| Anchor stores | 52,712 |
| Cinema / Theater | 1,300 |
| Employment level (in <br> thousands) | 1,315 |
| Revenue (in billions R\$) | 524,090 |
| Sales in comparison to <br> National Wholesale (Except <br> Automotive sales) | 44,0 |

Source: ABRASCE, 2006.

## Location Model

One of the main objective of this work is concerned with locating Neighborhood Shopping Centers. One of the most popular location model is the p-median model, which chooses the p medians or locations in order to minimize the weighted sum of distances from the population centered in every node to its closest service location. These vertices concentrate the population that lives in a relatively small space, the census tract, as defined by the National Census Bureau which offers reliable information, and revises the problem to a discrete location. The p-median model is used in cases in which each user frequently travels the distance between his/her home and the place that offers the needed services. This is typically the case of the daily home-school-home travel of the student but also the eventual but successive displacement home-shopping for attending the daily needs. Assuming that all nodes or vertices can be elected as medians, the p-median model can be modeled as the following binary integer-programming problem:

$$
\begin{align*}
& \operatorname{Min} Z=\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i} d_{i j} x_{i j} \\
& \text { Subject to } \sum_{j=1}^{n} x_{i j}=1 ; \quad i \in N  \tag{1}\\
& \sum_{j=1}^{n} x_{j j}=p \\
& x_{i j} \leq x_{j j} ; \quad i, j \in N  \tag{3}\\
& x_{i j} \in\{0,1\} ; \quad i, j \in N \tag{4}
\end{align*}
$$

where:
[dij]nxn is the symmetric matrix of distances, with dii $=0, \forall$ i;
[xij]nxn is the allocation matrix, with xij $=1$ if the vertice i is allocated to the vertice $j$, and $x i j=0$ otherwise;
$\mathrm{x} \mathrm{jj}=1$ if the vertice j is a median and $\mathrm{x} \mathrm{j} \mathrm{j}=0$, otherwise;
p is the number of service positions, or medians to be located;
$\mathrm{N}=\{1, \ldots, \mathrm{n}\}$ is the set of vertices; and
wi represents the weight of vertice $i$;
The objective function indicates the minimization of the weighted distances between the customers' population and the places that offer the service; the restriction (1) indicates that each vertice $i$ is allocated to only one vertice $j$; the restriction (2) establishes that only p vertices offer the proposed service; the restriction (3) says that the customer only goes to one vertice that must be a vertice or location that offers the service; and the restriction (4) imposes binary decisions.

## III. A CASE STUDY: LOCATION OF NEIGHBORHOOD SHOPPING Centers at Barra da Tijuca - Rio de Janeiro, Brazil

Since the late seventies, Barra da Tijuca, a district of Rio de Janeiro, presents an explosive population expansion, with an ever increasing annual number of licenses granted for constructing new housing units. In 2005, for instance, the district concentrated nearly $50 \%$ of the newly built apartments in the whole city. On the other hand, the district has approximately the form of a rectangle, that remained for a long time isolated from the rest of the town, because of its geographical topography. In fact, in the south there is the ocean; to the east and north there are the Tijuca Mountains and also some lagoons; and to the west an ecological reserve. The urban development of Barra da Tijuca has started in the 60's and comply with the Lucio Costa's Master Plan, the same urbanist responsible for planning of Brasilia, the capital of the country. The design included two longitudinal avenues, one close to the sea and another in its interior, along which most of the shopping centers, commercial centers and supermarkets have being
located. The traditional small trade is restricted to two population streets that existed previously to the Plan, located at the doorway of the district on the east side, at the time only accessible by mountain roads. Illustration 2 shows a 2001 year map of the district, with the lagoons and mountains to the north, the ocean to the south, and the ecological reserve to the east. In the black dots we can notice the location of some commercial ventures, currently but improperly denominated as shopping centers.


Illustration 2: Map of the district object of the case study showing the location of all shoppings

## A. 4.1-Location Methodology.

The location methodology parallels similar studies that apply the p-median model, as those public facilities applications mentioned before, according to the logic of minimizing of the average distance user-installation. The methodology considers each census tract, whose population is periodically counted during the national Census. These tracts are small geographical units defined by the national institute responsible for the demographic census. Illustration 3 portrays the census tracts used in the districts pertaining to the case study. For each census tract, the referred institute makes public several information such as the population, age groups, average income, and so on. Based on both maps and data, the gravity center of each census tract is calculated, and the weighted network becomes available, according to the standard procedures.

Due to the many condominiums composed by residential buildings and houses, some simplifications and adaptations became convenient for the purposes of the present study. Most often, one condominium has inside its limits several other census tracts, constituted by one or more residential buildings.

The region encompassed by the case study also possesses extensive preserved land, large speculative areas awaiting valorization, and some areas of disordered occupation, most of them established before the Master Plan. Given those different nucleus, some simplifying hypotheses became reasonable, in order to reduce the number of centroids considered in the study.

$$
\begin{aligned}
& \quad x_{n}=\sum \frac{w_{i}}{w} x_{i} \quad \text { and } \\
& \mathrm{y}_{n}=\sum \frac{w_{i}}{w} y_{i}
\end{aligned}
$$

where i varies from 1 up to the number of tracts that are grouped, $w_{i}$ is the population of each studied area; $w=\sum w_{i}$
is the total population of all census tracts included in the larger census area; ${ }^{x_{i}}, y_{i}$ are the Cartesian coordinates of the gravity center of each area, and $x_{n}, y_{n}$ the coordinates of the centroid of the collective census tracts;
d) In many cases small neighboring census tracts have also been consolidated in a single and larger census tract, to form a new centroid, calculated in the same way as before, agglutinating census tracts and the residents in the areas;

After these simplifications, the p-median model was applied. It is important to says that, according to the Census of year 2000, there was 172 census tracts in the district, with a total population of 89,142 people. Given the simplifications described before, those 172 tracts were reduced to 51 , as shown in Illustration 4. On the one hand, about 94 tracts had large population aggregated in a relatively small space composed by blocks of buildings, suggesting the reduction of 94 to 16 tracts. On the other hand, among other 71 tracts, 28 were internal to other tracts, due to the many condominiums, resulting in the incorporation of these internal sections to their respective external tracts. So, there was a drastic reduction in the problem size, without any major loss on precision.


Illustration 4- Centroid Vertices location of each section
In this way, with 51 vertices and 89,142 inhabitants, the purpose of the model was to find the best location for installing some Neighborhood Shopping Centers, to support the commercial demands of the population. Taking into account the recommendations of ULI (Urban Land Institute) that the population support to make possible a Neighborhood Shopping Center would be from 10,000 to 50,000 , this study has assumed a value of about 15,000 people, resulting in the proposal of $p=6$ shopping centers of the kind for the studied area.

It would be the moment to apply the p-median model but, given the typical limitations of Barra da Tijuca, a simpler and
very logic heuristic solution was chosen, that, in a certain way, reminds the diagrams of Voronoi. In words, the idea of this diagram can be so explained: suppose a given location is designed to hold a facility and to satisfy the public demand in its proximity. Its area of influence corresponds to a bubble, that expands according to a growing circle until it touches one of the neighboring circles produced by similar bubbles generated at the same pace by the other proposed locations. The process finishes when all the centroids are reached by one of the bubbles.

In the present case, we started from the east part of the district, which was at the origin of the occupation, and we tried to create connected areas, with about 15,000 inhabitants, but taking into account the local geographical restrictions, as lagoons, bridges, restricted accesses, and so on. Advancing to the left and following the same procedure, the area was divided in six regions, as shown in Illustration 5, in which the positions of the six proposed shopping centers are marked.


Figure 5 - Subset of sectors, each with approximately 15,000 people
As a location study, the work would be considered complete at this point, however, since the objective was to propose a normative solution seeking public implementation, one more step was given taking into account two relevant items. The first was to verify the zoning for multi-commercial buildings and for commercial areas as defined by the Master Plan. On the other hand, it is important to notice that any shopping center is a generator of traffic, and its success is also linked to the easiness or difficulty for a customers' entrance/exit. So, the location proposal should consider the street map and the flow of vehicles. Therefore, moving from the right to the left in Illustration 5, the first shopping center would be located in a cross road, and the four others along the main longitudinal road that crosses the district.

The Illustration 6 displays the main roads of traffic in the district, including the two longitudinal roads and the most important cross roads. So, the proposal is to locate the shoppings in those main roads as long as the location is close to the main traffic flows. As a final phase of this location study, the subsequent stage has to involve the micro location, in which costs of land as well as their availability near the selected points ought to be chosen, before the construction project is elaborated.

As a critical evaluation of the study, at least three affirmatives might be stated: i) the current situation differs significantly from the present proposal, because the real estate' boom in the area
has impelled constructions of commercial centers of all kinds without any appropriate study, generating a situation of high vacancy levels and frustrations for the investors; ii) the demographic growth, that shall remain intense, may justify in the near future an increasing number of shopping centers; and iii) the use of a population supports inferior, 10,000 people for instance, still within the limits suggested by the ULI, would recommend an increase in the number of Neighborhood Shopping Centers from six to nine.


Figure 6 - Location of main highways in the district.

## IV. CONCLUSIONS.

The location of shopping centers seems to be an important issue but rarely if ever addressed in the technical literature. There may two reasons for this: one is that shoppings are rarely planned to compose a network but rather are individual decisions about a single venture. On the other hand, by the same token, the technicalities involved in the decision process belong to the knowledge of consultants which prefer not to openly share their findings and knowhow.

This research has produced a brief overview of the development of the shopping industry from the early times of trading up to the present magnificent shopping centers, or temples of consumption. A number of technical studies has been found which categorize the main types of shopping centers and evaluates the shoppers' behavior. This has led to the concept of Neighborhood Shopping Center which satisfies the routine demand of the public living in their proximity.

The case study developed has considered a pleasant area made recently accessible by way of tunnels and roads coasting the ocean. The area is experiencing a very fast inhabitation with dwellers mostly from the upper classes of Rio de Janeiro, tending to rely on cars for their displacements. An obvious consequence has been the real estate valorization which has resulted in a few millionaires in a short period.

The resulting speculation and the perspective of continuous opportunities for capital gains has determined an uncontrolled expansion in all kinds of constructions including housing, business, and shopping areas. However, the present world crisis has shown a number of contradictions that might be attributed to the significant excess of commercial enterprises. Points (a) through (d) highlight some of the consequences from the excess of optimism and the general mistakes made:
a) Enterprises Overlap - a large number of enterprises overlap, suggesting a demand inferior to the one necessary to
sustain the feasibility of the projects.
b) Lack of studies for the implementation of the enterprises. The installed shoppings were in their great majority sold, i. e., the initial entrepreneur sold the units for a third person. For ABRASCE, nor either for ICSC (International Council of Shopping Centers), organ to which the first is affiliated, this sale no longer characterizes the enterprise as an actual shopping.
c) The mistakes listed on items (a) and (b) above result in vacancy for many enterprises. It might be noticed that, while the first installed shops are kept relatively well busy, the ones that followed have several empty units. The existence of empty units led their owners, in order to minimize their losses, to lease such units to any activity, causing a vicious cycle where the failure in the mix of units to be located, carries a lower frequency of consumers, causing new empty units, and so forth. That cycle is eventually compensated by the enterprises in which the units are under the control of a group, which only open concessions for leasing units considered strategic, and eventual losses in these units are compensated by leases of other stores.
d) Inexistence of new releases. Over the recent past, even preceding the international crisis, no new shoppings areas in the district have been initiated, only the construction of residential buildings and commercial offices. Clearly, there is no justification for new releases of shopping centers in the district, suggesting a partial validation of the present study. In face of the certain economical loss, the owners who acquired units in those enterprises expect the following events, in order to compensate for their investments: i) other residential releases and commercial offices are established close to their enterprises; ii) that the accelerated population growth remains, in a way to create new flows of consumers; iii) that the new releases of commercial centers are built but supported by location studies ordered by their entrepreneurs or the public authorities following the normative character proposed in the present study.
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#### Abstract

The CALAS project consists in a laser measure system allowing to localize precisely straddle carriers in a container terminal. The information given by such a tool makes an optimization possible. In fact, a box terminal is an open system subject to dynamics, in which many events can occur. Among others, they concern container arrivals and departures. Within the terminal, straddle carriers are trucks which are able to carry one container at a time in order to move it through the terminal. We aim to optimize the straddle carrier handling in order to improve the terminal management. Moreover, missions come into the system in an unpredictable way and straddle carriers are handled by humans. They can choose to follow the schedule or not. For these reasons, the exact state of the system is unknown. The optimization process that we try to build must be fail-safe and adaptive. In this context, we propose an approach using a meta-heuristic based on Ant Colony to resolve the problem of assigning missions to straddle carriers. We built a simulator which is able to test and to compare different scheduling policies.

Index Terms-swarm intelligence, colored ant colony system, dynamic graph, multiple criteria optimization, vehicle routing problem, container terminal.


## I. System description

The CALAS project aims at localizing precisely handling trucks on a box terminal. It uses a laser localizing system and software which allows to deal with the data sent by laser sensors. This project is the result of a collaboration between Laser Data Technology Terminal company and the Terminaux de Normandie company. The goal of the CALAS project is to know the state of the terminal in real time, meaning both containers and vehicles location.

A container terminal is divided into three main areas (see Fig. 1). Each part is a set of box rows where containers can be stacked up and these areas are linked by oriented roads. The first area is the quayside. It is beside a channel where ships can tie to the dockside. It is an area bound to prepare the ship (un)loading. The second area, the landside, is used to load or unload trucks and trains. The third part is a storing area linking the two others. Containers are moved into this area when a ship, a truck or a train is unloaded, and containers are

[^26]moved from this area when a ship, a truck or a train is loaded. Managing a box terminal involves three kinds of tasks:

- Preparing a ship (un)loading;
- Preparing a truck (or a train) (un)loading;
- Optimizing storing area.

In order to accomplish these tasks, containers are moved from one position to another. Such moves are called missions. Each mission is assigned to a straddle carrier.


Fig. 1. Terminal de Normandie, Le Havre, France ${ }^{1}$.
The container terminal is an open system subject to dynamics. Though a subset of missions is known before starting the schedule, new missions arise when the schedule has already been established and its execution has started. Moreover, trucks arriving time is not known precisely enough to forecast container delivery. If a truck is late, the straddle carrier which has to load or unload it, could be assigned to another mission instead of staying idle and waiting for the truck. Human behavior also affects the system because straddle carriers are handled by human drivers who can choose to follow the schedule or not.

## II. Related Work

In such a system, the turn around time of both vessels and trucks/trains has to be as small as possible. Three different ways have already been used to solve this real problem.

[^27]First, the analytical approach is based on a study of interrelated factors which have to be taken into account to improve the efficiency of the system. In [1], an integrative decision support system is described. It has been created by studying inter-related decisions made daily in a container terminal. The authors evaluated the system at a terminal in Hong Kong and measured a reduction of $30 \%$ of the ships turn around time and the costs of container handling have dropped by $35 \%$.
The second approach is the simulation. It consists in building a simulator which is able to test several methods of optimization. In [2], the authors have used both a genetic algorithm and a neural network system for the regulation of container yard operations. With 2 berths, 64 blocks, a planning period of 24 h and a forecast period of 3 days, their simulation had shown a reduction of the total ship waiting time from 64 h to 46 h . In [3], the authors tried to improve the performance of the Rotterdam's Maasvlakte port area in studying its design. Their simulation gives information about quay length, storage capacity and handling and transport equipment of the terminal. Their results are useful for designing the next terminals.
The last approach is the multi-agent system (MAS). Thurston and Hu [4] aimed at improving the performance of the terminal by a dynamic and cooperative rescheduling of quay cranes and straddle carriers. Here each part of the system is considered as an autonomous agent able to take decisions according to the information of its own environment. Henesey et al. [5]-[8] have developed this idea. Their agents try to reach their own goal by searching, coordinating, communicating, and negotiating with other agents. They take their decisions according to a market based mechanism. Like in an auction, they bid for winning a task. Their system allows to test several policies of berthing, stacking or sequencing. They figured out that good decisions about stacking and berth allocation impact positively on the vessel turn around time.
According to these last conclusions, it appears that optimizing the performance of a container terminal means handling the vehicles' moves and their missions allocation. In this context, we deal with a vehicle routing problem.

## III. Vehicle Routing Problems

Vehicle routing problems (VRP) are largely studied and represent practical interest since they appear in many industrial processes. In general, VRP can be formulated as follows. One or many vehicles must start from a depot, visit a set of customers, delivering (or picking-up) some goods, and come back to the depot. The aim is to minimize the vehicles' routes. Many different subproblems belong to the VRP class, such as Capacitated Vehicle Routing Problem (CVRP) or Vehicle Routing Problem with Pickup and Delivery (VRPPD) for instance. Every subproblem contains a little variation of the main one, for example, there can be many depots, or vehicles must respect time windows... We distinguish static and dynamic instances of these problems because the methods to solve them are different.

## A. Vehicle Routing Problem with Time Windows (VRPTW)

The Vehicle Routing Problem with Time Windows [9] (VRPTW) consists in visiting a set of cities by a set of
capacitated vehicles, optimizing overall path length. For instance, an Italian factory produces toys. It has to deliver a set of stores spread all over the country and goods are carried by trucks. Trucks capacity is restricted and they all start from the factory depot. Deliveries can only be done during a defined time interval. If a truck comes too early, it will have to wait. A solution to this problem should minimize the global length of the trucks runs.

The Dynamic VRPTW (DVRPTW) includes dynamics of the new orders. For the above example, if the stores can ask for deliveries when an already scheduled plan is running, then this problem belongs to DVRPTW class.

## B. Pickup and Delivery Problem (PDP)

According to [10], PDP contains three subclasses:

1) Many to Many Pickup and Delivery Problems (M$M P D P)$ : Here, the vehicles have to pickup many objects to many locations. This kind of problem still relatively neglected because it is not frequently present in real situations.
2) One to Many to One Pickup and Delivery Problems (1-M-lPDP) : In this class, there are two different directions for the goods. They are first delivered to the customer. When the customer has done with them, he will ask for bringing back the goods to the depot. These problems may be with single or combined demands. In the first case, each customer asks either for a delivery or a pickup. With combined demands, the same customer can ask for both a delivery and a pickup.
3) One to One Pickup and Delivery Problems (1-1PDP) : This is the main subclass of Pickup and Delivery Problem, meaning the most frequently encountered problem in real life. It deals with picking-up one object at one location and delivering it to one destination. The main problem of this class is the Vehicle Routing Problem with Pickup and Delivery (VRPPD). In this problem, we have to compute the best routes for a fleet of vehicles in order to move objects on a graph. Every route has to start and to end at the depot. The difference to a 1-M-1PDP is that here, each object has its own pickup and delivery location.

When the problem deals with people, it is called Dial-A-Ride Problem (DARP). Some particular cases of VRPPD problems like the Stacker Crane Problem (SCP) are also common in practical life. This is a single vehicle with unit capacity problem. In another subproblem, vehicles are allowed to temporarily drop their loads on specials locations called transshipment points to be able to answer customers demands faster. This is called Vehicle Routing Problem with Pickup, Delivery and Transshipment.

When some requests are not known in advance the above static problems may become dynamic. Those Dynamic Pickup and Delivery Problems [11]-[13] (DPDP or DVRPPD)
consist in optimizing vehicles routes in order to pickup a load somewhere, then to deliver it to its destination, adapting these routes to the new incoming orders without recomputing from scratch. Most of the time, DVRPPD has to handle time windows (DVRPPDTW). Indeed, to start a mission, vehicles have to wait the beginning of its time window. If it is not respected, the vehicle will have to wait for the right time and, meanwhile this vehicle becomes useless.

As we have just seen, the Vehicle Routing Problem class contains a lot of different subproblems. It becomes very important to exactly identify our own problem.

## C. Identification of our problem

In our problem [14], several vehicles (straddle carriers) of unit capacity must accomplish missions (by moving containers within the container terminal). They can also use transshipment location to make the tasks more efficient. A very specific aspect of our system is that the straddle carriers can start from anywhere, i.e. they do not have to start from the depot. Moreover, every mission has a time window in which the container must be delivered. If a vehicle comes too early for picking up or delivering a container, it will have to wait the beginning of the missions time window. Furthermore, if a straddle carrier is late, meaning its time window is already closed, in some cases, the mission must be aborted and a new one dealing with the same container will appear into the system.

For all these reasons, our problem belongs to the Dynamic Vehicle Routing Problem with Pickup and Delivery and Time Windows (DVRPPD-TW).

Three interconnected problems must be solved:

- Minimize straddle carriers moves: shortest path problem
- Minimize resources: clustering problem
- Minimize customers delays: scheduling problem

In order to construct a good schedule, the system must integrate the shortest path concept. In the same time, scheduling shortest paths tends to reduce straddle carriers moves. Moreover, we have to define a quality of service level to satisfy customers while lowering operation costs. This is a dynamic large scale problem which requires a real time solution. We propose an on-line algorithm based on Ant Colony Optimization [15], [16] and more precisely on a colored version of this swarm algorithm [17].

## IV. Ant Colony and Straddle Carrier Handling

Ant Colony [15], [16] is a meta-heuristic which makes a solution appear thanks to the run of artificial ants into the solution space. The system is self-regulated. In fact, ants spread pheromone according to the solution quality (positive feedback) but the pheromone tracks evaporate progressively (negative feedback). The positive feedback makes the algorithm converge to a quality solution, and the negative feedback prevents it to trap into a local extremum.

Ant Colony with one colony provides a sorted list of missions to accomplish [18]-[20]. The problem is to set a mission to a specific straddle carrier.

We propose to employ a solution using colored ants [17]. In our model, every straddle carrier represents a colony with its own color. Convergence is assured by the fact that ants are attracted by the pheromone of their own colony and repulsed by the pheromones of foreign colonies. This approach simulates a mechanism of collaboration and competition between colonies and will provide a sorted list of missions for each straddle carrier.

## A. Modelling

1) Graph construction: Our algorithm uses a graph representation of the problem. In this oriented graph, every vertex represents a mission. We first build a precedence graph. We say that a mission is prior to another if its time window starts before the one of the other mission. Once this precedence graph has been built, a colored node is added to the graph for each straddle carrier. Those vertices are linked to every compatible mission by an arc of the same color. Next, the arcs added during the precedence graph construction are colored according to the compatibility between the straddle carrier and the missions. In fact, if two missions, linked by an arc in the precedence graph, match with the straddle carrier of color $c$, then we color the edge between them with the color $c$. If there is already a colored arc between these two nodes, then instead of changing the color of this arc, we add a new one colored with the color $c$. At the end, if uncolored arcs remain, they are removed from the graph. So we obtain a multi-graph allowing to run our colored ant colony algorithm.

- Straddle Carriers:

| Name | Color |
| :---: | :---: |
| s0 | green |
| s1 | blue |

- Missions:

| Name | Start | End | Matching vehicles |
| :---: | :---: | :---: | :---: |
| m 0 | $5: 00$ | $6: 00$ | $\mathrm{~s} 0, \mathrm{~s} 1$ |
| m 1 | $5: 30$ | $6: 00$ | s 0 |
| m 2 | $7: 00$ | $9: 00$ | s 0 |
| m 3 | $6: 00$ | $7: 30$ | $\mathrm{~s} 0, \mathrm{~s} 1$ |

Fig. 2. Example of a simple instance of our problem
2) Example: Consider a simple instance of our problem where two straddle carriers have to execute four missions. The compatibility between these vehicles and the missions are as in Fig. 2. So we first build the precedence graph (see Fig. 3). Then we add the straddle carriers nodes (see Fig. 4). Finally we color the arcs as described above. The Fig. 5 shows the multi-graph obtained using this procedure.


Fig. 3. Precedence graph of the problem described in 2


Fig. 4. The vehicles nodes are added to the precedence graph


Fig. 5. Mission graph for 2 straddle carriers and 4 missions
3) Arcs weighting: We introduce arc weights which influence the ants when moving in the graph. The weight of an arc measures how efficient it is to assign the two missions connected by the arc to the same carrier. This part of our model provides flexibility and allows to test different weighting policies.

Our policy takes into account both the cost of the mission execution and the time windows proximity. Indeed, if two missions have time windows which are too close, and if they are assigned to the same straddle carrier, then the execution
of the first mission will cause the overrunning of the time window of the second mission. It is really important to prevent these phenomena by modelling the linking penalty. We also define a concept of priority. The more the end of the time window is close, the more the priority is high. The weighting function of the arcs takes into account also the distance between the delivery location of the first mission and the pickup location of the second one.

## B. Colored Ant Colony Algorithm

In this algorithm, each straddle carrier has a corresponding colony of the same color. Each colony starts from the node representing its straddle carrier. Then, the ants move in the graph using only the arcs of their color. When an ant is in a node, it chooses the next node to visit according to three factors:

- the pheromone rate of its own color
- the pheromone rate of foreign colors
- the weight of the arc

The ant is attracted by the pheromone of its color and repulsed by the pheromone of different colors. Once an ant have reached the chosen node, it spreads pheromone according to the quality of this choice. When a straddle carrier of color $c$ asks for a new mission, it chooses the mission which has the highest rate of pheromone of color $c$. The overall description of algorithm is shown on Fig. 6.

```
for all colony c do
    for all ant of colony c do
        choose an unvisited destination
        move towards it according to the ant speed
        spread pheromone
    end for
end for
evaporation
```

Fig. 6. Colored Ant System main algorithm

Our ant colony approach is relevant for solving the considered problem because of its dynamic nature, the large size of the solution space and the real time constraint.

The main asset of ant colony is to provide an anytime solution. It is an on-line algorithm which adapts easily to the changing environment. Indeed, ants reinforce the pheromone rates to get closer to the best solution. At the same time, evaporation process provides a feedback control of the algorithm by preventing it to get stuck into a local optimum and allowing dynamic events to be handled.

Ant colony deals with many parameters such as evaporation, solution evaluation, ants quantity and speed, dynamic events, etc... Here is the major weakness of this metaheuristic. Solution quality strongly depends on these interdependent settings. We have tried to make these parameters self-adaptive. We use a local method to adapt some of these parameters on-line.

## C. Division of labor

As there are several distinct colonies and each ant has only a local vision of its environment, there is no way to use a pheromone spreading process based on a global characteristic. In fact, in this architecture, a colony cannot compare the quality of its own solution to the solutions of the other colonies. So, we must use the same pheromone spreading process for each colony. However, we are able to adapt the quantity of pheromone spread by ants of a colony according to the corresponding vehicle skill for a task. Indeed, we observed that we can reduce the serving time of mission by specializing the vehicles into a kind of missions.
We can increase the quantity of pheromone spread by a given vehicle for tasks concerning a specific area in the container terminal and decrease the quantity spread for the tasks located into the other areas. At the same time, we do the opposite for all other vehicles. In this way, we try to specialize the vehicle in a kind of tasks and we are able to regulate these quantities by taking into account both the preference and the distance criteria.

This regulation keeps the benefit of allowing a vehicle to take a mission for which it is not specialized. It is really important in some cases where the number of missions is high because this regulation prevents the system from having unused vehicles in an area of the terminal and unaffected missions, close of the end of their time window, in an other area.

This original approach has a limit. In fact, the time needed by the adaptive system for affecting a vehicle to a mission which does not belong to its specialization may be considerable. For this reason, the system may become less responsive than with no specialization.

## D. Reducing resources

Always in a cost lowering purpose, we try to decrease the number of straddle carriers in the system. Our current solution to the entire problem tends to distribute the missions upon all the vehicles. So, every vehicle has almost the same activity rate. But if this rate is under a defined lower threshold, it is possible to conclude that a vehicle could be removed. Otherwise, if the rate is greater than the upper threshold, it is possible to say that a new vehicle should be added to the fleet.

The thresholds must be computed by taking into account several facts. First, it has to deal with the quality of service. Indeed, the system must answer the requests before the end of their time windows. Furthermore, if a vehicle is ready to serve several missions before the beginning of their time windows, it means that this vehicle is maybe superfluous, and the thresholds must be modified accordingly. On the other hand, the target rate has to deal with other criteria like the covered distance of a vehicle per mission or the ratio between the number of vehicles and the number of missions, and it has to set these criteria against the penalties of transcended time windows. Measuring the time of inactivity of every
straddle carrier may also lead the optimization. Concerning this last criterion, we must interrelate the time of inactivity with the penalties of transcended time windows.

So, as for the missions arrivals into the system, the number of vehicles is subject to dynamicity. A vehicle can break down and then must be sent to the maintenance. In function of the failure seriousness, we can estimate the time needed to repair the vehicle and so make it available for routing. We take a rate of fault into account for optimizing the number of vehicles into the system because if this number is as low as possible without transcending some time windows, it will become too low if one vehicle of the fleet breaks down.

## V. Simulator

The simulator has two main parts. The first one is the terminal simulation (see Fig. 7), and the second one is the Colored Ant Colony Optimization System (see Fig. 8). The first part contains an implementation of the terminal structure and components. Roads and crossroads provide the network of the terminal on which straddle carriers will be able to go. Some of these roads may contain containers. Quay crane locations are represented by these specials roads, as well as the trucks handling locations. This terminal is built at the very beginning of the simulation. A scenario file is read to set the terminal configuration. The second part of the simulator contains the algorithmic view of the simulation, i.e. the dynamic mission graph. In this way, it shows how the missions are chosen by the vehicles. This part of the simulator uses GraphStream ${ }^{2}$ toolkit which allows to handle dynamic graphs easily [21].

The simulator uses a discrete time engine which has to iterate every object of the simulation on every time step. During the simulation, the scenario file is read and some dynamic events are sent back to both terminal and Ant Colony views. In this way, the system can simulate the dynamicity of the incoming missions and of the vehicles availability.

In order to have relevant tests and results, we have to define several levels of dynamicity. In [22], Allan Larsen points out two main ways to measure the degree of dynamicity.

First, the degree of dynamism (dod) [23] is the ratio between the number of dynamical requests and the total number of requests. The main weakness of this measure is that it does not take into account the arrival time of these requests into the system. Indeed, with $d o d$ if the requests come into the system at the beginning of the day, the system is as dynamic as if they come late in the day. Yet, the later these requests are known, the shorter is the delivery delay. This lateness impacts on the performance of the system.

For this reason, Larsen et al. in [22] defined the effective degree of dynamism (edod) by the following formula:

[^28]

Fig. 7. Terminal view in the simulator

$$
\begin{equation*}
e d o d=\frac{\sum_{i=1}^{\eta_{d}} \frac{t_{i}}{T}}{\eta_{d}+\eta_{s}} \tag{1}
\end{equation*}
$$

Here, $\eta_{s}$ and $\eta_{d}$ are respectively the number of static and dynamic requests, $t_{i}$ is the arrival time of request $i$ (with $0<$ $\left.t_{i}<T\right)$ and $T$ is the time of the simulation end. This measure takes into account the average of the incoming time of the requests into the system. The more the dynamical requests come late, the more $e d o d$ will be high. If $e d o d=0$, then the system is totally static. Else, if $e d o d=1$, then the system is purely dynamic.

Every straddle carrier on the terminal simulation receives a schedule from the Colored Ant Colony System. Then they act in function of it and move to their pick-up location. Once they have picked-up their container, they move to the delivery location to achieve their mission. At the same time, the mission graph is dynamically updated and the colored ants keep colonizing it.

Simulator gives information about each mission like its length, container, straddle carrier, pickup and delivery time windows, etc. and about other parts of the terminal like the state of the roads for instance.

## VI. Preliminary Results

As we are still collecting real data from our partners, we are just able to test the relevance of our modelling and of our algorithm on simulated data. For this purpose, we have first run a simulation with a static context, which means that every mission is known at the very beginning of the simulation and that the resources are always available. In a second time, we have added dynamic events such as new incoming missions. For each simulation we have measured the global time needed for achieving all the missions, the number of overrun time windows and the global overrun time. We consider that a time window has been overrun if the non respect of this time

|  | Static | Half Dynamic | Dynamic |
| :--- | :---: | :---: | :---: |
| dod | 0 | 0.5 | 1 |
| $e d o d$ | 0 | 0.25 | 1 |
| End time | 22693 | 22276 | 22693 |
| Number of overrun tw | 3 | 5 | 7 |
| Overrun time penalty | 6467 | 8477 | 12485 |

Fig. 9. Results of simulations
window represents a penalty for the container terminal. Indeed, if we overrun the time window of a mission in which we have to move a container from or toward a truck for instance, then the truck will ask for a compensation.

Figure 9 shows the results of three instances containing 12 missions and 3 straddle carriers. The only difference between these instances is their degree of dynamicity. Indeed, we have only changed the arrival time of these missions into the system to make them more or less dynamic.

As we can see in Fig. 9, our algorithm seems to act as expected. It means that the more the missions are known in advance, the better is the performance. The worst case occurs when the mission is known at the very beginning of its time window. These are preliminary results and we have not tested all the parameters of the ant algorithm yet.

## VII. Conclusion

The problem considered in this paper belongs to the Dynamic Pickup and Delivery Problem with Time Windows class. However, it does not exactly fit. So it is an original unsolved problem. We propose to solve it using swarm intelligence method. An Ant Colony System is being developed. It uses colored ants and a graph modelling in order to plan a schedule. Moreover, we are trying to minimize the number of vehicles into the fleet in order to both maintain a sufficient quality of service and reduce costs. A simulator able to reproduce the behavior of such a system and to handle dynamic events is being developed. The preliminary results confirm that our algorithm is able to handle dynamicity and we are actually collecting data in order to compare the performance of our system into a container terminal environment with the current scheduling methods used in a terminal of the seaport of Le Havre in France.
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# A multiagent urban traffic simulation Part I: dealing with the ordinary 
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#### Abstract

We describe in this article a multiagent urban traffic simulation, as we believe individual-based modeling is necessary to encompass the complex influence the actions of an individual vehicle can have on the overall flow of vehicles. We first describe how we build a graph description of the network from purely geometric data, ESRI shapefiles. We then explain how we include traffic related data to this graph. We go on after that with the model of the vehicle agents: origin and destination, driving behavior, multiple lanes, crossroads, and interactions with the other vehicles in day-to-day, "ordinary" traffic. We conclude with the presentation of the resulting simulation of this model on the Rouen agglomeration.


Index Terms- multiagent systems, traffic simulation, geomatics, multiscale

## I. INTRODUCTION

IF traffic modeling is nearing a century of age, most of these models belong to Operational Research problems - finding an optimal solution balancing various constraints. In these models, roads and road users were abstracted and aggregated, so as to become a flow problem that could then be optimized. They can answer interesting questions in urban or public transport planning [1].

Sometimes considering average response to a problem is not enough for the scientific problem at hand. We are interested in a dynamic modeling of urban traffic. In this kind of problem, the actions of a few can have a definite impact on the global traffic. An accident implicating half a dozen vehicles in a strategic crossroads of a town can create a traffic jam wave that can affect thousand vehicles. This is the kind of complex phenomenon we would like to be able to model and simulate. Classic OR tools aren't well suited to the task.

Although we aren't the first to make this statement [2,3], models that tried to alleviate this too-large-scale limitation, have mainly tried to use cellular automata for the task. They added some level of individual-based components to their modeling, but still failed to encompass all that could be needed. Cellular automata are eulerian methods - intelligence is in one place, rules describe the behavior of bits of space.

[^29]Values linked to the cells seem to simulate the entities of the modeled system, the same way alternatively lit crystals in an LCD display can give the illusion an object moves around a screen. This contrasts with lagrangian descriptions, where entities of an environment are distinguished, and their spatial coordinates are but one of their describing characteristics. Unlike what can be easily simulated in a CA, lagrangian entities have a trajectory: even in a discretized space a la CA, they can for example act according to something that happened $n$ time steps and $m$ space steps before or away, or according to a plan. This can't practically ${ }^{l}$ be done in a CA. Multiagent systems belong to this latter category of modeling. As we try to build a model with a grain fine to the level of geometrically correct individual vehicle behavior, from which at least town-quarters-level flow disturbance can arise, we believe this technique is the right one for the task.

## II. FROM GEOMETRY TO TOPOLOGY

## A. Geographical databases

A Geographical Information System is a system designed for creating, storing, analyzing and managing spatial data and associated attributes. Although it contains a relational database, it needs to go beyond what is needed for classical alphanumerical databases to manage geometrical information, which is continuous by nature, as opposed to the discreteness of usual databases. Indeed for example the database cannot contain all the points of two segments in order to compute a possible intersection: other storing and managing methods must be used for the geometric data of the system.
A geographic database is generally comprised of layers or coverage overlapping on a same spatial domain. Each layer contains homogeneous spatial features such as the limits of a city, the course of a river, the geometry of a road etc. Each feature is described in two different ways. First the geometric and optionally topological information is stored in different binary files in the base. Second the record description is a line in the record table; it contains different attributes and descriptions of the feature (generally text or numbers).

## B. ESRI shapefiles

The first step of the constitution of our system is the constitution of a basic layer of geographic database. This layer is built from the importation of shapefiles, a GIS file format popularized by ESRI [4]. In order to build a traffic simulation,

[^30]we will build our model from data relative to the road network and optionally from other localized information such as living or working areas.

A shapefile is mainly constituted of three files: one contains the attribute table (.dbf), another contains the geometric data (.shp) and the third is an index allowing matching entries of the first with those of the second.

A shapefile contains only the geometric description of objects through a collection of 2D or 3D coordinates that represents, according to the layer type, a cloud of points, open polygon lines (for networks or closed polygon lines to describe the boundary of surfaces. The topological information, which describes in geomatics the relationships between the geometric entities, such as connections of edges with nodes in a graph or the adjacency between zones in a surface partition, is absolutely not present in a shapefile, and must therefore be computed by our application form the raw geometry of the imported data.

To build a realistic representation of the traffic network of an important urban agglomeration able to simulate the circulation of tens of thousand of vehicles, we had to conceive a network layer structure both complex and efficient. Furthermore, the importation of data coming from existing data provider such as IGN, NAVTEQ or Tele Atlas, we had to deal with the way each modeled things in their solutions.

## C. Urban network structure specifications

A road network is modeled according to specifications that are in part common to any network and in part dependent on decisions made by the data producer.

1) General specifications

A road network shares the properties of any geographic network. It is constituted of two main geometric entities: lines, linear components, comprised of several shape points, and nodes, point components that join or terminate lines.

These two entities are joined in an oriented multigraph $G=(S, A, f)$ where S is the set of vertices, associated to the geometric nodes, while the set A of edges is associated to the geometric lines, while function $f: A \rightarrow S \times S$ associates to each edge one initial and one final vertex.

Unlike most other geographic information layer, a road network may not be planar: two lines can intersect in their planar projection without modeling an intersection in the real world. This happens when these lines are at different altitudes such as in bridges, tunnels, or motorway embranchments.

Furthermore, geographic graph are topological graph differ from usual graph in that they are associated to one geometric representation, called the embedding of the graph. Only vertices of degree 3 or more are considered to be true vertex, those of degree 2 being seen as shape points, useful for the geometric information they bring, but not "true" connectors. The geometric representation of the graph is always present to the mind of the geographer, which may create misunderstandings with other scientists more used to a more abstract representation of graph, with planar graph rather than plane graph. As previously said, it is also sometimes extended
to non planar graph: the geometric information in the shapefile represents in that case the projection on a connected compact 2-manifold of a graph embedded in a connected compact 3manifold (intuitively: a 3D graph is drawn on a surface).

The attribute table associated to the network will contain all the traffic related information, such as the number of lanes, speed limits, sense of travel etc. Nonetheless this information may not be associated to elementary lines or nodes. For example major roads may contain different lines and important roundabout may contain different nodes and lines. We therefore defined the notion of super-nodes that relate to several nodes (and the assorted sub-graph) and super-edges that relate to several edges (and the assorted sub-graph). G is therefore a hypergraph in these conditions. Whether these are met or not depend on modeling decisions made by the data provider.

## 2) Geographic data based specifications

There are different ways of structuring the geographic information in a shapefile to model a network.

For example NAVTEQ chose in its Navstreets product to create a node for each intersecting link, even if the road they model are not connected. Another layer represents the relative elevation of the entities of this first layer. Both must therefore be used to correctly build the road network in our simulation. Another example is the orientation of the edges, as the links are oriented following another convention (called "Reference nodes") than what could be used in a shapefile, and the edge must therefore be computed following this convention.

## D. Building the topology from the geometry.

Building a topology from the geometric information contained for example in a shapefile depends on the kind of spatial organization we want to represent.

## 1) Planar mesh

In the case of a surface mesh (ex: limits of countries, of urban areas, of town quarters etc.), we aim at rebuilding the boundaries and the junction nodes between them from closed polygonal chains (aka polylines). The layer we produce is thereafter structured around a planar multigraph of vertices, edges and faces, and with each oriented edge associated to 2 vertices (initial and terminal) and to 2 faces (left and right).

The building algorithm uses a quadtree and a tree connecting each point, in which all the points of the shapefile are organized. Each leaf of the quadtree contains a point $P_{i}$ and 4 branches for the 4 quadrants of space (NE, SE, SW, NW) surrounding $P_{i}$. When a branch is a leaf, it contains a point belonging to right quadrant relatively to its father, and vice versa. This structure allows for a quick detection of the multiplicity of points. For example, a point with a multiplicity of 3 or more will be associated to a vertex, while a point of multiplicity of 2 will be a shape point of an edge. Furthermore, the connection tree allows the quick detection of adjacent points along a polyline, and detecting the superposition of two lines forming the boundaries of two zones, or the succession of angular sectors around a vertex common to three polygons or more.

## 2) Network

In order to build the structure of a planar network (for example hydrographic or of roads), we do not store faces but the polar order of succession in the edges. Each edge stores the next edge turning left and the prior edge turning right. This structure is known as DCEL, Doubly Connected Edge List [5]. The algorithm to generate this topology uses the same dynamic quadtree structure to build the DCEL.

The road network often exists in 3D, although despite the existence of this possibility, most shapefiles only contain a 2D geometric representation. The data provider must in that case model the altitude differently, and our algorithm must be adapted to this. For example NAVTEQ's Navstreets [6] uses another layer called z-levels that must be consulted to know whether a point corresponds to a node or not.

At the end of this step, we have a topological graph that is structured like the road network, but without its semantics. We will now build from it and from the database part of the shapefile a non-topological graph that models this ontology.

## E. From static topology to traffic-oriented network

## 1) Traffic oriented graph

Our traffic model is individual-based: each vehicle will be modeled as an agent. This implies the creation of an adapted environment for them, in terms both suitable to their ontology and adapted to the geographic data we reaped. For that a graph will be built, a transport graph that will contain the necessary structures and values.

This first version of our models is only interested in simulating motor vehicle: pedestrians and bicycle are ignored.

The database contains the sense of travel and the traffic restrictions for each topological edge. One oriented edge is created for each sense of direction allowed for motor vehicles.

Edges and vertices of the transport graph are called elements. To each element is associated a data container and a vehicle transporter.

The data associated to an edge are for example its geometric length, its number of lanes, its speed limits etc.

The data associated to a vertex is notably the size of the container of its transporter, depending on the number and the sizes of the edges connected to him.

Transporters are non-mobile agents associated to elements. They handle parts of the collective behavior of the vehicles. They will be described in more depth in the following section.
2) Routes in the graph

Mobile agents will try to reach destinations in the graph. As we intend to simulate a realistic traffic of tens of thousand of vehicles, we want to facilitate their computing of their trajectory. To do that, we build a set of "shortest" path stored in the traffic graph.

We compute a weight on the edges that combines different parts of its data: its length, the speed it can reasonably be driven upon, its estimated width based on the number of lanes etc. to model the attractiveness of this edge. After that we compute Dijkstra's algorithms [7] from each vertex to all the others, which we store in each vertex. This data takes
(numberOfVertices) ${ }^{2}$ bytes of data, which is important, but allows the computation of a good path by an agent in constant time, which is a good thing as hundreds of agents are generated at all time in the simulation (simulating vehicles entering the road network of the simulated urban agglomeration).

## III. MOBILE AGENTS OF THE NETWORK

Our agents are mainly so far car agents, trying to go from one place to another.

## A. Strategic behavior

Modeling in details the various detailed trajectories of car users is a research problem in itself [8]. Nonetheless we are not interested in who did what or why, but only in what are the fluxes in our network in typical scenarios. When an agent is injected in the network, a starting point and a destination are randomly chosen.


This randomness is not necessarily uniform. If we suppose the agglomeration centered on its main town, like the agglomeration of Rouen that we simulated more than others, we can shape different distribution, favoring the likelihood of drawing rather a inner or an outer edge for example. Traffic between 8:00 AM and 9:00 AM for example starts mainly on the border or outside the agglomeration and ends to the same distance to the center (outer edges): we can simulate traffic that do that. When shops close in the town center, we have a traffic that is mainly outer bound, with a more important center generation: we can simulate that. We do not have to know what this car and its driver did in the morning, we don't have to simulate realistically its history, as long as we model the actual traffic fluxes right.

Once the agent knows where it is, and what its destination is, it can use the best paths stored in the traffic network to plan a trajectory. It then drives here, adapting his path through its tactical behavior, and managing its immediate surroundings through its operational behavior.

## B. Operational behavior

The planned trajectory of an agent is a succession of edges. Once in an edge the agent tries to drive to its end, the next connection, where it will be able to choose the next planned edge.
When it enters an edge, the agent first chooses a lane if several are available, based on the traffic density in each, with a bias for the rightmost lane. As we have a good geometric description of the lane, the driving behavior is fairly detailed, incorporating the length of the car, its capacity/will to
accelerate and brake, the taste of its driver for long/short safety distance, its taste for following or breaking speed limits etc. All this is incorporated in a driving model inspired by Martin Treiber's Intelligent Driver Model [9]. IDM is a longitudinal traffic model, so we had to expand it to handle multiple lanes and crossroads - the original IDM works for an unlimited one-way, one-lane road - we did not use Treiber's MOBIL lane changing model as it is better adapted to motorways than to urban lane changing decisions.

The data provided by geographic providers does not include right of passage or traffic lights at crossroads. We therefore had to develop our own model aiming at the simulation of crossroads in a heavy traffic.

When a vehicle reaches a crossroad, it slows down and acts according to the fluidity of traffic in the crossroad, in the edge it is currently upon and in the edge it whishes to go to. If they are encumbered, it will more often wait in its way, but it may enter the crossroad and wait here, thus encumbering it (with a more or less strong individual tendency to do so). If the edge it is aiming at has multiple lanes, it will watch both of them, to see if it could fit in one.

## C. Tactical behavior

Although vehicles have an original plan, they will adapt it to what they perceive of their environment. When stuck in what they perceive is a jam, they will try to find alternate routes out of it to their destination.

The first method we used is the simpler one. When a vehicle doesn't move enough to its liking - this saturation is variable amongst agents - it tries to take alternate paths as soon as possible, favoring the roads with least dense circulation - although this is not absolute, so as to avoid loops. Once it estimates it's far enough from the jam that sprang this alternate behavior, it resumes using the best path table to find a suitable one to its destination.

The second one is more sophisticated, as it will have uses beyond mere traffic avoidance. Its intelligence is modeled more in the Transporter agents than in the vehicles. Transporters estimate their encumbrance. To do that, they employ direct measure - how many vehicles do they contain over how many vehicles can they contain in average - but also statistics on the proportion of vehicles they contain that are annoyed by the traffic - as described in the first method - and information from the Transporters around them. If based on this they decide they are encumbered they also warn the Transporters around them of their perception. This will lower the threshold for them to feel encumbered.

Once encumbered, the nodes they are connected to will recompute their best path table, using a huge weight for the encumbered edges. When a vehicle arrives to one of these nodes and wants to go to one of the jammed edges, it is informed of the edge state, and it can recompute a route around it, or take the edge anyway.

This mechanism is also theoretically interesting, as it is an implementation of an emergent property: the interactions of individual behavior affect the behavior of an agent of an higher scale, who alters his behavior, which in turns
transforms the behavior of the lower level vehicles. This reifies the perception an individual driver can have of the state and dynamics of the traffic he is plunged in as a whole.

A Transporter can also be barred, because of an accident for example. In that case the same mechanism is used, except that this time circumnavigating is mandatory.

The mechanism of these two states is especially useful in what was the original purpose of our model and its main application: simulating urban important accidents - such as industrial accident - as the modeler can bar the edges it wants as part of his scenario, and see how the traffic adapts to it in simulation real time, as the vehicles discover the evolving road network and fluxes. This is the application that will be developed in the part 2 of our article.
 itself.

## IV. CONCLUSION

This article is more technical than thematic. We tried to write the kind of article we would have liked to read when we started on this work. We have nonetheless done thematic validation.

One of the problems for the validation is that modeling as seldom been taken to such a detail level. This level is necessary because of the multi-level nature of traffic: the decision of one driver can start a jam or jams for thousands of drivers, half a town away, half an hour later, a la butterfly effect. Macro model of fluxes, which dominate the field of
traffic simulation, cannot do that. Their validation for example is often based on the fundamental diagram of traffic flow of a few selected axes, for hourly traffic. We can compute second by second fundamental diagrams of each edge of our network. We can therefore be an order or two of magnitude more precise in our measure, but what to do of all this information? Indeed, if we describe in details the behavior of vehicles, one must not lose sight that they are not what we are trying to model, the traffic is what we are trying to model, that is their behavior as a group. We fine-tune individual behavior to have the emerging group behavior right.

What we have ascertained so far is that:

- Most edges comply with the Fundamental Diagram made over 5 minutes of time, most of the time. This remains the case even once the measure-time unused edges are taken out of the count
- We simulated our university home agglomeration of Rouen with up to 50000 vehicles, and traffic specialists find the results subjectively very satisfying
We tried to compare the results of our simulations with data we had about the traffic of the Rouen agglomeration. The data dated from 2001, while the geographic data we had for the network dated from 2006-2007. The western part of the road network had changed too much during this period for any solid conclusions to be drawn from it, despite superficial resemblances in other parts of the networks. We have contacted the road management of the agglomeration for more recent data.

Finally, as we will describe in further details in part 2 of this article, we have a toolbox to simulate urban industrial accident and its effect on traffic with a realistic level of traffic volume.
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#### Abstract

Vehicle Routing problems are highly complex problems for which different Artificial Intelligence techniques have been used. In this paper, we propose an agent-oriented selforganization model for the dynamic version of the problem with time windows. Our proposal is based on a space-time representation of the Action Zones of the agents, which is able to maintain a good distribution of the vehicles on the environment. This distribution answers the objective of the dynamic problem, since it allows the agents to take their decisions while anticipating future changes in the system's parameters.
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## I. Introduction

The deliveries of goods to stores, the routing of school buses, the distribution of newspapers and mail etc. are instantiations of theoretical problems called the Vehicle Routing Problems (VRP). The VRP have been an intensive research area in the last decades because of their large applicability in real life problems. Several constrained variants were proposed in order to meet specific operational applications. Constraints concern vehicle capacity, time restrictions, requests configuration etc. One of the most widely studied problem is the time (and capacity) constrained version: the Vehicle Routing Problems with Time Windows (VRPTW henceforth). VRPTW and their variants (Pickup and Delivery Problem with TW, Dial A Ride Problem with TW ...) are hard combinatorial optimization problems met in many industrial applications. It can be formally stated as follows:

Let $G=(V, E)$ be a graph with node set $V=N \cup 0$ and edge set $E=(i j) \mid i \in V, j \in V, i \neq j, N=1,2 \ldots, n$ is the customer set with node 0 is the depot. With each node $i \in V$ is associated a customer demand $q_{i}\left(q_{0}=0\right)$, a service time $s_{i}\left(s_{0}=0\right)$, and a hard service-time window $\left[e_{i}, l_{i}\right]$ i.e. a vehicle must be at $i$ before $l_{i}$ but can be at $i$ before $e_{i}$ and must wait until the service starts. For every edge $(i, j) \in A$, a distance $d_{i j} \geq 0$ and a travel time $t_{i j} \geq 0$ are given. Moreover, the fleet of vehicles is homogeneous and every vehicle is initially located and end its route at a central depot. Each customer demand is assumed to be less than the vehicle capacity Cap. The objective is to find an optimal set of routes (with the minimal cost) such that:
(1) All routes start and end at the depot;
(2) each customer in $N$ is visited exactly once within its time window;
(3) the total of customer demands for each route cannot exceed the vehicle capacity $C a p$. The performance criteria are in general (following this order):

1. The number of vehicles used,
2. the total distance traveled,
3. the total waiting time.

Since the problem is NP-hard, exact approaches are only of theoretical interest, and heuristics are performed in order to find good solutions, not necessarily optimal, within reasonable computational times. VRPTW can be divided into two sets: static problems and dynamic problems. In the static problems, all the problem data are available before the start of the execution. In order to meet the reactivity requirement of operational applications, the most promising category of problems is the dynamic version where some data could be not initially available, and especially the amount of available customers, before the start of execution. Indeed, operational vehicle routing problems are rarely fully static, and we can reasonably say that today a static system cannot meet the mobility needs of the users. In operational settings, and even if the whole number of customers to be served is known, there is still some elements that makes the problem dynamic. These elements include breakdowns, delays, noshows, etc. It is thus always useful to consider a problem that is not fully static.

A multi-agent modeling of the dynamic VRPTW is relevant for the following reasons. First, since it's a hard problem, choosing a design allowing for processing distribution can be a solution to propose short answer times to customers requests. Second, with the technological developments, it is reasonable to consider vehicles with onboard calculation capacities. In this context, the problem is, actually, distributed and necessitates an adapted modeling to take profit of the onboard equipments of the vehicles. Finally, the consideration of a multi-agent point of view allows to envision new measures, new heuristics, not envisaged by centralized approaches.
In this paper, we propose a distributed version of an insertion heuristic with a special focus on the insertion cost of a customer in the route of a vehicle. Several multi-agent proposals in the literature have been proposed to distribute insertion heuristics, consisting in inserting the customers fol-
lowing their revealing order, and by choosing the vehicle that has to make the minimal detour to visit the new customer. But Very few proposals in the literature propose new measures of the insertion cost of a customer in the route of a vehicle, instead of the detour. In the present work, we do propose such a new measure, based on a space time representation of Vehicle agents' action zones. The objective is to allow the MAS to self-adapt exhibiting an equilibrated distribution of his Vehicle agents, and to decrease this way the number of vehicles mobilized to serve the customers.
The remainder of this paper is structured as follows. In section II, we briefly discuss previous proposals for the dynamic VRPTW w.r.t our approach. Section III presents the architecture of the MAS that we propose. In the section IV, we detail the space-time representation of the Action zones of the vehicles and its use as a measure for the insertion decision of the customers. We report our experimental results in section V before to conclude.

## II. RELATED WORK

As we said in the introduction, exact approaches cannot meet operational settings, and interested readers in the optimization approaches can refer to [2] for a survey. In fact, most of the proposed solution methods are heuristic or metaheuristic methods. Artificial Intelligence metaheuristics have shown better performances than heuristics in average with benchmarking problems; for instance local search [8], genetic algorithms [5], simulated annealing [1], tabu search [11], ant colony [4] etc. (see [12] for various heuristics with artificial intelligence based techniques). Note that these approaches generally need several parameters, which values are closely dependent of the input data and are set after several system runs. That is why we are trying, in order to assess the impact of our approach, to minimize the necessary parameters to run the system.

These approaches perform well with static problems. However, the final solutions they provide are very constrained (tight spatiotemporal gap between customers in a route), and the insertion of new requests probably leads to new vehicles' creation, or to incoming requests rejection. Generally speaking, two approaches can be envisioned to deal with dynamic requests. We can solve a static problem every time a change in the problem data occurs, which is obviously very expensive and is not realistic in operational settings. The other approach, which is in fact one of the most popular approaches in solving the dynamic versions is insertion methods. Insertion methods are greedy algorithms, meaning that they do not cancel a previous decision to insert a certain request in a specific route. Two versions are possible, sequential and parallel insertion. Parallel in this context means that several routes are created in parallel, in opposition with the sequential version which constructs only one route until no customers can be inserted. In [7], the authors show that parallel insertion procedures outperform sequential approaches.

The ADART [3] system is based on an a priori geographical segmentation of the network, by allowing each segment to some vehicles. For the dynamic management of customers
arrival, the communication is established between the customer that has called the service and the onboard computer of the vehicle. Vehicles of the same regional zone negotiate the insertion of the customer, and the one with the minimal cost is chosen. In [13] and in [6], the authors propose a multi-agent architecture. The principle is the same: distribute an insertion heuristic, followed by a post-optimization step. In-Time [6] is a system composed of Customer agents and Vehicle agents. The Customer agent announces himself and all the Vehicle agents calculate his insertion cost in their routes. As usual, the Customer agent selects the cheapest offer.

From a protocol and an architecture point of view, our system sticks with the systems we have just described, since we propose a distributed version of insertion heuristics. But the traditional insertion cost of a customer in the route of a vehicle, based on the incurred detour of the vehicle, is the measure that is widely used. We propose a new insertion cost measure, focused on the space-time coverage of the vehicles that aims at counterbalancing the myopy of the traditional measures by privileging an insertion process that is future-centered.

## III. Multi-agent System for the dynamic VRPTW

Our system is composed of a dynamic set of agents which interact to solve the dynamic VRPTW. A solution consists of a series of vehicles routes, each route consist of a sequence of customers with their associated visit time. We define three categories of agents. Customer agents, which represent users of the system (persons or goods), Vehicle agents, which represent vehicles in the MAS and Interface agents which represent an access point to the system (Web server, GUI, simulator, etc). When a user logs in the MAS, the data he provides are verified (existing node, valid time windows, etc.) and, if the data are correct, a Customer agent representing him and described by the data he provided is created.

In [16], we have designed, implemented and compared three possible architectures to model the dynamic VRPTW problem: a centralized architecture, a decentralized architecture and a hybrid architecture. We present them briefly in the following sections.

## A. Centralized architecture

In this architecture, all the requests are treated by the same "agent". He has all the required information about each vehicle and each customer: the occupancy rate of vehicles, their current positions and the traffic conditions in real time. Having all these information, he assigns to each customer the most appropriate vehicle for the service, i.e the one having the minimal overcost related to the customer insertion. Fig. 1 illustrates this architecture, in which, besides the three agents described above, we add a Planner agent which represent the decision-making center, he has in charge the routes computation and vehicles notification of his decision.

The scenario that we have proposed to study is the following: At a given moment, a user interacts with the Interface agent, which creates a Customer agent to represent him in the system. Once created, the Customer agent sends his request to the Planner agent which tries to insert him in each vehicle's


Fig. 1. Centralized architecture
route, and retains the one with the minimal additional cost. If there is no Vehicle agent which can insert the customer, a new vehicle is created. Finally, the Planner agent sends the current route to each vehicle and informs the Customer agent of his vehicle and his visit times. The Vehicle agents don't execute any operation, thus, they merely receive their current route and update their information. The centralized approach poses obvious problems. Indeed, sequential treatment of the customer requests slow down the system response time, which goes against the requirement of fast response to dynamic customers. Moreover, the failure of the Planner agent leads to a blackout at the global level. Nevertheless, the centralized architecture has the advantage of minimizing communications and updates at the agent level.

## B. Decentralized architecture

The decentralized architecture is illustrated in Fig. 2. In this architecture, there is no bottleneck for the routes computation. Each Vehicle agent tries to insert the new customer in his route, proposes a cost for its insertion, and the vehicle with the minimal additional cost is selected. At each appearance of a new customer, the Customer agent broadcasts his request to all the vehicles in the system. Vehicle agents exchange their overcosts via messages. Each Vehicle agent compares his own cost with other agents' costs, and stops bidding if the cost that is being offered to him is better than hers. Finally, the winner agent (the Vehicle agent with the minimal insertion cost) communicates with the Customer agent and both (the Vehicle agent and Customer agent) update their information. This architecture offers the advantage of a distributed processing and to be fault-tolerant. However, the communication costs explode with this architecture: the number of messages exchanged between Vehicle agents is of quadratic complexity.

## C. Hybrid architecture

The hybrid architecture (cf. Fig. 3) is a compromise between the centralized and the decentralized approach. A new agent Dispatcher is inserted between the Customer and Vehicle agents and he has the role of dispatching the customer's request, collecting bids from the Vehicle agents and choosing the one offering the minimal cost. The process describes a CNP (Contract Net Protocol) [9] where, in each occurrence


Fig. 2. Decentralized architecture


Fig. 3. Hybrid architecture
of a Customer agent, the Dispatcher agent receives a set of proposals and selects those with a minimal cost.

Our proposal is based on this architecture. In the previous description, we use the additional cost related to the customer insertion to make a decision to include the new customer in the vehicle route. This cost is function of the detour made by the vehicle to integrate the new customer. We propose the variation of Vehicle agents' action zones as a cost for customers' insertion, as an alternative to the traditional measure.

## IV. SELF-ORGANIZATION MODEL

The self-organization model that we propose has the objective of allowing the Vehicle agents to cover a maximal space-time zone of the transportation network. A space-time pair $\langle n, t\rangle$ - with $n$ a node and $t$ a moment - is said to be "covered" by the Vehicle agent $v$ if $v$ can be in the node $n$ at moment $t$. In the context of the dynamic VRPTW, to maximise the space-time coverage of the Vehicle agents is to give them the maximum chances of satisfying the demand of a new customer in the future. This measure breaks with the logic of traditional measures which focus on the increase of the traveled distance, neglecting the impact of the current decision on future insertions.

## A. Action Zone of a Vehicle Agent

Following the description provided above, the Dispatcher agent chooses between several Vehicle agents the one with the minimal proposed insertion cost. The systems that are based on this kind of heuristics - said insertion heuristics utilise generally the measure used by Solomon [10] as an
insertion cost. This measure consists in inserting the customer that result in a minimal increase of the general cost of the vehicle (function of the detour to be made by the vehicle). This measure is simple and is the most intuitive but unfortunately it suffers from an obvious drawback, because the insertion of the current customer might induce the insertion impossibility of a great number of future customers. Its problem is that it generates vehicle routes that are very constrained in time and space, i.e. routes that offer very few insertion possibilities between every pair of adjacent customers in the route of a vehicle. The appearance of new customers might mobilise new vehicles to serve them. With the modeling of Vehicle agents' action zones, we propose a new measure of the insertion cost of a customer in the route of a vehicle, and therefore a new choice criterion between candidate vehicles for the same customer. We propose a measure which objective is to choose the Vehicle agent for whom "the decrease in the probability of participating to future insertions is minimal". We use the variation of the action zone of the Vehicle agent as an insertion cost of a customer in his route.

## B. Intuition of the Action Zones

Consider a Vehicle agent $v$ that has an empty route. In order for this agent to be able to insert a new customer $c$ described by $n$ a node, $[e, l]$ a time window, $s$ a service time, and $q$ a quantity, $l$ has to be big enough to allow $v$ to be in $n$ without violating his time constraints. More precisely, the current time $t$, plus the travel time between the depot and $n$ has to be less or equal to $l$ (cf. Fig. 4).


Fig. 4. Feasible insertion
Starting from this observation, we define the Action Zone of a Vehicle agent as the number of potential customers that satisfy this constraint. To do so, we define "the physical environment" as a set of pairs $\langle n o d e$, time $\rangle$, and the Action Zone of a Vehicle agent as the number of pairs that remain valid given his current route. When a Vehicle agent inserts a customer in his route, his Action Zone is recomputed, since some $\langle$ node, time〉 pairs become not valid because of his insertion. The associated cost to an offer from a Vehicle agent $v$ for the insertion of a Customer agent $c$ corresponds to the hypothetical decrease of the action Zone of $v$ following the insertion of $c$ in his route.

The idea is that the chosen Vehicle for the insertion of a customer is the one that loses the minimal chance to be candidate for the insertion of future customers. Thus, the
criterion that is maximized by the society of Vehicle agents is the sum of their Action Zones, i.e. the capacity that the MAS has to react to the appearance of Customer agents, without mobilizing new vehicles.

To illustrate the Action Zones and their dynamics, we present the version of the measure that is related to an Euclidean problem, i.e. where travel times are computed following the Euclidean metric. The following paragraphs detail the measure as well as its dynamics.

## C. The Computation of Action Zones

In the Euclidean case, the transportation network is a plane, and the travel times between two points $i$ (described by $\left.\left(x_{i}, y_{i}\right)\right)$ and $j$ (described by $\left.\left(x_{j}, y_{j}\right)\right)$ is equal to

$$
\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}
$$

Therefore, if a vehicle is in $i$ at the moment $t_{i}$, he cannot be in $j$ earlier than $t_{i}+\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}$.

We can compute at any time, from the current position of a vehicle, the set of triples $(x, y, t)$ where he can be in the future. Indeed, considering a plane with an X -axis in $\left[x_{\min }, x_{\max }\right]$ and a Y-axis in $\left[y_{\min }, y_{\max }\right]$, the set of spacetime positions is the set of points in the cube delimited by $\left[x_{\min }, x_{\max }\right],\left[y_{\min }, y_{\max }\right]$ and $\left[e_{0}, l_{0}\right]\left(e_{0}\right.$ and $l_{0}$ are the minimal and maximal values for the time windows). Consider a vehicle in the depot $\left(x_{0}, y_{0}\right)$ at $t_{0}$. The set of points $(x, y, t)$ that are accessible by this vehicle are described by the following inequality:

$$
\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}} \leq\left(t-t_{0}\right)
$$

The $(x, y, t)$ satisfying this inequality are those that are positioned inside the cone $\mathcal{C}$ of vertex $\left(x_{0}, y_{0}, t_{0}\right)$ and with the equation $\sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}=\left(t-t_{0}\right)$ (c.f Fig. 5). This cone represents the Action Zone of a Vehicle agent in


Fig. 5. Initial Action Zone
the Euclidean case. It represents all the possible space-time positions that this Vehicle agent is able to have in the future.

We use the Action Zone of the Vehicle agents when a Customer agent has to choose between several Vehicle agents for his insertion. We have to be able to compare the Action Zones of different Vehicle agents. To do so, we propose to quantify it, by computing the volume of the cone $\mathcal{C}$ representing the future possible positions of the vehicle:

$$
\operatorname{Volume}(\mathcal{C})=\frac{1}{3} \times \pi \times\left(l_{0}-e_{0}\right)^{3}
$$

This is the quantification of the initial Action Zone of any new Vehicle agent joining the MAS. When a new Customer
agent appears, a Vehicle agent computes his new Action Zone, the cost that he proposes to the Dispatcher agent is the difference between his old Action Zone and his new one. The new Action zone computation is detailed in the following paragraph.

## D. Dynamics of the Action Zones

Consider a customer $c_{2}$ (of coordinates $\left(x_{2}, y_{2}\right)$ and with a time window $\left[e_{2}, l_{2}\right]$ ) that joins the system, and suppose that $v$ is temporarily the only available Vehicle agent of the system and has an empty route. The agent $v$ has to deduce his new space-time action zone, i.e. the space-time nodes that he can still reach without violating the time constraints of $c_{2}$. The new action zone answer the following questions: "if $v$ had to be in $\left(x_{2}, y_{2}\right)$ at $l_{2}$, where would he have been before? And if he had to be there at $e_{2}$ where would he be after $e_{2}+s_{2}$ ?". The triples $(x, y, t)$ where the Vehicle agent can be before visiting $c_{2}$ are described by the inequality $[a]$, and the triples $(x, y, t)$ where he can be after visiting $c_{2}$ are describe by the inequality $[b]$.

$$
\begin{align*}
& \sqrt{\left(x-x_{2}\right)^{2}+\left(y-y_{2}\right)^{2}} \leq\left(l_{2}-(t+s)\right)  \tag{a}\\
& \sqrt{\left(x-x_{2}\right)^{2}+\left(y-y_{2}\right)^{2}} \leq\left(t-\left(e_{2}+s_{2}\right)\right) \tag{b}
\end{align*}
$$

The new Action Zone is illustrated by the Fig. 6: the new measure consists in the intersection of the initial cone $\mathcal{C}$ with the union of the two new cones described by the inequalities $[a]$ and $[b]$ (denoted respectively by $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ ). The new measure of the Action Zone is equal to the volume of the intersection of $\mathcal{C}$ with the union of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$. The complete computation of the volume of the intersection of these two cones is reported in [15].


Fig. 6. Space-Time Action Zone after the insertion of $c_{2}$
The cost of the insertion of a customer in the route of a vehicle is equal to the measure associated with the old Action Zone of the vehicle minus the measure of the new Action Zone, after the insertion of the customer. The quantity measured represents the space-time positions that the vehicle cannot have anymore, if he had to insert this customer in his route. The retained Vehicle agent to visit a given customer is the one for which the insertion of the customer causes less loss in his space-time Action Zone. This corresponds to choosing the vehicle that looses the minimal possibilities to be candidate for future customers.

The physical environment in the non-Euclidian case is not a space-time cube, but a space-time network. In [14], we propose

| $\Delta$ Distance |  |  |
| :--- | :---: | :---: |
| Number of vehicles |  |  |
| 25 | 6.4 | Distance |
| 50 | 10.7 | 637.1 |
| 100 | 19,1 | 1963.7 |
| $\Delta$ Action Zones |  |  |
| Number of vehicles |  |  |
| 25 | 6.3 | Distance |
| 50 | 10.6 | 679.3 |
| 100 | 18.8 | 1286.7 |

TABLE I
Experimental results with on class R1 with 25, 50 and 100 CUSTOMERS
a method for the self-organization of the MAS in the general case, where each Vehicle agent associates with each node $n$ of the network an interval defining the moments where he can be in $n$, which represents his Action Zone.

## V. Results

Marius M. Solomon [10] has created a set of different problems for the dynamic VRPTW. In the Solomon benchmarks, six different sets of problems have been defined : C1, C2, R1, $\mathrm{R} 2, \mathrm{RC} 1$ and RC 2 . The customers are uniformly distributed in the problems of type $R$, clustered in the problems of type $C$, and a mix of the two is used in the problems of type RC. We have used instances from both the classes R and C .
When the size of the fleet of vehicles is fixed in advance, the central concern with a dynamic VRPTW system is the amount of rejected requests, which should be limited. However, since we create vehicles dynamically when no vehicles can serve a new customer, our system does not reject any request; hence, our central concern becomes the size of this fleet. We have implemented a system which behavior is similar to ours. The only difference is the cost computed by a Vehicle agent, which is equal to the increase of the traveled distance, and not the loss of Action zone as we do. Table I reports the results with files of the class R1 where we consider successively 25 , 50 and 100 customers, while Table II reports the results with files of the class C 1 .

The results show, with both classes of the problem, that the use of our measure mobilizes less vehicles than the traditional measure, and this is the case whatever the number of considered customers. Note that we had a different result the traditional measure behaving better than our measure w.r.t the number of vehicles used - with only one file, the file 5 with 100 customers of the C 1 class. This result validates the intuition of the measure which consists on the maximization of future insertion possibilities for a Vehicle agent. However, since our measure focuses exclusively on insertion feasibilities, the total distance traveled by all the vehicles with our measure is superior to the distance traveled with the traditional measure. We think that a compromise between the two measures, e.g. a weighted sum of the increase of the distance and the loss of Action Zones is able to give better results w.r.t the two criteria.

| $\Delta$ Distance |  |  |
| :--- | :---: | :---: |
|  | Number of vehicles | Distance |
| 25 | 3.4 | 316.6 |
| 50 | 6 | 671.2 |
| 100 | 12.1 | 1601.3 |
| 200 | 21.6 | 6315.5 |
| $\Delta$ Action Zones |  |  |
| Number of vehicles |  |  |
| 25 | 3.3 | Distance |
| 50 | 5.9 | 737.9 |
| 100 | 11.9 | 1774.5 |
| 200 | 21.4 | 6979.8 |

TABLE II
Experimental results with on class C1 with 25, 50 and 100 customers

## VI. CONCLUSION ET PERSPECTIVES

In this paper, we have proposed an agent-oriented selforganization model for the dynamic VRPTW based on the agents' action zones. The action zones of the Vehicle agents reflect their space-time coverage of the environment. We use the variation of these action zones as a new metric between Vehicle agent to reduce the myopic behavior of traditional metrics. By optimizing the space-time coverage of the environment by the Vehicle agents, our model allows the MAS to self-adapt by exhibiting an equilibrated space-time distribution of the Vehicle agents, and to lessen this way the number of vehicles mobilized to serve the customers. Our current works are oriented towards taking into account historic data of customers requests on the network nodes. We use these data as a weighting of the action zones of the Vehicle agents that concern the nodes frequently requested, and this to make them converge towards high density zones.
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## I. Introduction

Globalization returns the world small a village and creates interdependences between the nations. This interdependence the ones with the others poses the problem of investment which includes a question of management of transport and logistics.

The economic globalization, consequence of this globalization, exerts strong pressures on the harbor authorities to answer with more flexibility, and in real-time at the worldwide markets which change quickly, and to acquire a modern system of transport and telecommunications which facilitates the international business.

The port is a link of a chain of transport. It is thus a node of a total supply chain. Its interaction with this chain requires efforts as regards investment. The port deals with the reception and the operation of the ships, the transshipment, storage and close and post routing of the traffic. The ships and the cargo tend to increase their size, the port must have the characteristics nautical and terrestrial suitable as well as rather vast storage spaces. All its activities require an installation of territory whose cost is often very high, and make that the harbor authority collaborates with other private partners in the research of the economic optimum.

The Course of the Accounts in its 2006 report and the stressed the overall degradation of market shares of the French ports and lack of competitiveness compared to competing ports in the North Sea and the Mediterranean and particularly in terms of container. Then a French port reform is necessary to ensure their competitiveness.

In this context the Supervisory Board at the Port Harbor has adopted the strategic project of Greater seaport that will be renamed "Havre Port. The strategic project comes from the port reform passed by parliament last summer. The project wants to be very ambitious; it sets to reach the cap of 6 million containers in 2015. To achieve this objective, the project foresees the realization of investment. "By 2013, underlines Laurent Casting, the chairman of the

Board, the investment represents a total of around 700 million euro" (LE HAVRE PRESSE, Friday April 10 2009).

In this context why is this reform necessary? What are its main features? And how to explain theoretically the lack of competitiveness of French ports?

## II.Harbor Reform

In his report/ratio of January 15th, 2008 on the harbor reform of the ports, the Minister for Ecology, the Development and Durable Installation (MEDAD) underlined the total degradation of market shares of the French ports and the insufficiency of their competitiveness compared to the large competiting ports of the Mediterranean and North Sea and more particularly in terms of container.

Also the Course of the Accounts in his ratio of 2006 and the General advice of the Highways Departments addressed statistics alarming:

- Between 1989 and 2006, the market share of the French ports dropped by 3,9\% passing from $17,8 \%$ to $13,9 \%$;
- The market share of the French ports in terms of containers went from $11,7 \%$ to $6,2 \%$; whereas in Europe the market of containers knew a growth of more than 5\%;
- Particularly the market share of wearing of Marseilles, which according to the report/ratio is the largest French port in tonnage, dropped by $8 \%$ and more particularly by $13,3 \%$ in the containers;
- Compared to the European competitor ports, the French ports record the lowest productivity except for the new terminals of "Port 200". For a gantry, when the wearing of Marseilles records 46000 annual movements, Valence record 76000 , whereas Antwerp records between 100 and 150000 movements.

A reform of the ports is essential. For Jean Chapon (2007) four reasons justify a reform of the ports:
$>$ Effects of globalization: fierce competition to which are exposed the French ports obliges them to exploit the couple costs/quality.
A charger when it chooses a port, it seeks before all that which offers "the totality of the cost/quality of the routing from beginning to end". The French ports should not be satisfied with their geographical proximity with national industries and trade, because the pre one and terrestrial post-routing constitutes a factor among others of the cost total of the carriage of the goods;
> In terms of operation of the ports, the industrial activities and commercial must be entrusted to the private ones, because they are better to manage by professionals. The harbor authority when with it, deals then "with the mission of organizing the public service which constitutes the harbor passage for the international economy". this redistribution of mission makes it possible to organize in an effective way the harbor passage or the harbor authority will ensure not only one role of supervisor but also of actor in the investment in infrastructure; and the private ones carry out the industrial and commercial acts;
> To act vis-a-vis the constraints of space for the ports: the French ports must obligatorily adapt vis-a-vis the change and the evolution of technology. The ships are increasing harls and increasingly specialized. That requires on behalf of the harbor authorities to acquire new tools and to adapt its infrastructure, but also to have the land fields allowing infrastructures creation or the extension of those existing. The harbors authorities have also needs for space to open new sites or to extend the sites exist. But they are obliged to face constraints environmental;
> The rarefaction of the public resources obliges the States to call upon private for the realization of expensive equipment in highly powerful terms of tools but also in terms of infrastructure like the terminals and the quays. As a Mr. Chapon (2007), the harbor authority must have the possibility "of utilizing private operators who will deal with the financing of the equipment, or, at the very least, can quickly begin in Partnership Public Private, which will be often the only way that the private companies launch out in financially heavy operations of creation of terminals". for Li the recourse to private is all the more necessary as the State does not fill its engagements envisaged by the law of 1965 which stipulates that the State must take part to a total value of $80 \%$ in the financing of the quays, and of $60 \%$ in machines and repair and $100 \%$ in the maintenance of the maritime accesses.
Mr. Chapon (2007) concludes that:
> The harbor authority must concentrate its financial means and the participation of the State on the operations of common interests (works of access, basins...);
> To continue to call upon the territorial collectivities which are concerned with their activities;
$>$ To encourage the private ones to invest in the ports.

The reform is articulated with the turn of four main axes which is appropriate to specify the methods of their operation:

1. The heart of the reform is the transfer of the activities of tools: it is a question of transferring to private as well as the material of tools as the employees working on this material. Such a transfer will make the port more effective because it will relate to the whole of its financial means on the infrastructure. The private one on its side will control the superstructure.
2. Centring of the ports on specific missions namely the kingly missions as the police force of the port. Infrastructures and works of access and their maintenance, the installation of the harbor field. The port will assume the responsibility for service road terrestrial (MEDAD, Reform of the ports, 2008).
3. Modernization of the governorship of the ports: it is about the creation of a council of sustainable development associating the whole of the recipients of the ports (economic actors, communities, employee representatives, ONG). This council aims at the implementation "of the integrated policies fascinating of account the economic aspects, social and environmental of the development of the ports" (MEDAD, Reform of the ports, 2008).
4. To establish a capital spending program:
> Maintenance of the maritime accesses: the State promises to reinforce:
$\checkmark$ Its participation in the financing of the maintenance of the maritime accesses;
$\checkmark$ Effort of productivity for the dredging of the maritime accesses through a multiannual program.
$>$ The investment in the ports: The objective is to align the French ports with their competitors of Northern Europe which invest massively in the infrastructure. Thus the reform envisages a policy of investment by each harbor place within the framework of what it calls "strategic project" aiming at developing "new
infrastructure of international scale by 2020". the reform envisages the completion of port 2000, the project Fos 3XL and the future extensions of the container terminals of Marseilles-Fox.

It should be recalled that in the contract of project 2007-2013, the State already envisaged to take part in the harbor investment in height of 245 million euro.
$>$ The terrestrial investment of service road: it is a question of improving the river service roads and particularly that of the port 2000 . When to the railway service road, after the ports took its control, the State provides the required investments to the implementation of an optimized exploitation of the harbor railways. But to carry out all that the State needs the funds. The port, taking into account the promises of the State, must work out a strategy of financing.

## III. Microeconomic base of the specificity of infrastructure assets

The question is to know if the harbor infrastructures are specific assets or not?

According to J. M. Josselin (1997) the infrastructures are assets little redeployable and thus specific. It justifies its point of view by:
> the weak development of the markets secondary relative or associated with its infrastructures. That is with the difficulty of resale of the assets which is due to the non adaptability of the assets to external uses at the firm;
> the specific features to its infrastructures return them specific assets;
> the design of its infrastructures is related to very specific projects;
$>$ often its projects of infrastructure are not numerous what compromised a reassignment of the infrastructures is necessary alternative processes.

In terms of investment, the irreversibility is the result of the combination of three factors (McDonald and Siegel, 1986):
$>$ the company must pay an irremediable cost for the implementation of the project;
$>$ the flow of income associated with the project is random;
$>$ the investment can undergo a delay of with the need for extra information.

The decision of investment is then irreversible and the credit is not redeployable and thus the costs of the infrastructure are irremediable.

Moreover "like the main part of the heavy investments, the projects of infrastructure generate particularly high initial costs, which increases the weight of the irreversibility at the time of decision making. However these irremediable costs are often dubious, sometimes even more than the future net incomes of the project" (J.M.Josselin, 1997).

## IV. Costs of the harbor investments

According to Michel Loir (1980) these costs can be subdivided into:

- Capital costs in infrastructure: it is about digging of channels, construction of mole, construction of the quays, coating of surfaces, creation of the roadway systems;
- Capital costs in superstructure: its costs relate to the machines of handling or transport, the hangars, the systems of indication;
- Costs of exploitations: "the additional employment whose recruitment proves to be essential, additional supplies, new operations such as dredging of maintenance in the channel lately created" (Michel Loir, 1980).


## V.Advantages of the harbor investment

According to Michel Loir (1980) the benefit of the harbor investment can be appreciated starting from the following elements:

### 5.1. Maritime economy

The harbor investment makes it possible to increase the productivity of the ships by accelerating its rotations or by allowing its recourse to new technologies, or by giving the access to ships of greater dimension.

### 5.2. Harbor economy

The effects depend on the fact that the investment is an investment of capacity or productivity. The increase in the capacities could reduce the costs of handling by limiting the distances from extrapotage, by reducing the constraints of intensives storage on a rarefied space, or by decreasing the proportion of overtime, the hours of night or the production bonuses. The investment of productivity like the opening of a container terminal. "Of the productivity gains will be to measure on the level of the costs of infrastructure per ton and with that of the costs of equipment and material of handling".

## VI. Theoretical corpus

Several theories can be mobilized to explain the lack of competitiveness of the French ports.

### 6.1. The theory of efficiency-X

For Leibenstein (1966) the external absence of pressure constitutes the first factor of inefficiency in the public organizations. For the author these companies are often in situation of monopoly, which would support a "quiet life" and would not incite those with a permanent effort of search of competitiveness, efficiency and effectiveness, contrary to the private sector.

The other argument evoked by Leibenstein (1966) is to explain the bad performance of the state enterprises which is due to their immortality. Indeed "the state enterprises are immortal, at least when the monetary policy and financial is sufficiently large to limit the probabilities of their failure" (Patrick Plane, 1994).

According to the theory of efficiency-X, the sources of inefficiency in the public organizations are justified by the unsuited behaviors of the State and its agents, on the one hand, and on the other hand by the strongly bureaucratized organizational structure of those. "Leibenstein (1966) evokes in the end the incidence of the multiplicity of the economic and social objectives that the political directors are carried to entrust to the state enterprises" (Patrick Plane, 1994).
"This is why, the theorists of efficiency-X support that the partnerships public-private (PPP) could contribute to reduce in a substantial way the sources of inefficiency-x in the public organizations, thus making it possible to make up again with the performance and competitiveness" (Hachimi Sanni Yaya, 2005).

### 6.2. The theory of Public New Management

It is a management style aiming at the introduction of the values and operating processes of the firm deprived in the public administration. The principal idea of the NMP is that "the public sector is considered to be ineffective, excessively bureaucratic, rigid, expensive, is centered on its own development, not innovating and having a too centralized hierarchy" (Anne Amar and al.).

For much, and as a reform, New Public Management precipitated the birth of the PPP. Thus New Public Management is a will "To modernize the State, to reinvent it, modernize the
public services, to improve management of the public organizations until the reform of the State, to found contracts of performance which are in fact the links of the new public managerial ideology, such is in a few words, the objective of New Public Management" (Hachimi Sanni Yaya, 2005).

## VII. Conclusion

Various reports have highlighted the deteriorating global market share of French ports and lack of competitiveness compared to competing ports in the North Sea and the Mediterranean, particularly in terms of container. The port reform is necessary to ensure their competitiveness. This reform will certainly transfer to the private sector both hardware tools that employees working on this equipment by refocusing ports on specific missions to missions such as the sovereign of the port police, for the modernization of governance ports but also through the investment of land and river services as it has been because of "the battle of the Sea to gain ground."
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# Industrial Dynamics as applied to raw material supply process modeling: the case of a small company from the building industry 

Ch.H. Fredouet


#### Abstract

Whatever the company, inventory disruption is a costly situation. To help reduce disruption risks, simulation stands out as a very efficient tool, as it gives the possibility to analyze the sensitivity of inventory levels to the variation of different internal and external factors. This paper describes the successive stages of building and then operating a simulation-based decision-support system dedicated to raw material supply management in the case of a semi-continuous production process. This decision-support system uses the Industrial Dynamics modeling framework.


Index Terms- decision-support systems, industrial dynamics, supply chain management, simulation.

## I. INTRODUCTION

For many years now, companies have led, and are still leading, offshoring strategies, sourcing their raw materials and components from one part of the world, manufacturing their products in some other and selling these products on markets again located elsewhere. Furthermore, and although the trend is in some contexts slowing or even reversing, companies have also had for some time a growing tendency to outsource what they consider as non-core activities, within the supply, production and/or distribution processes.

Consequently, logistics, defined as the design, control and operation of demand-driven networks of actors, has gained an unprecedented share of contribution to the optimization of the performance of these companies.

To help improve company's global performance through the improvement of its logistics-based performance, research should be conducted addressing such issues as the design and implementation of logistics-aware decision-support systems and performance measurement systems [1], [2], [3].

This paper follows this line of thought in dealing with raw material process optimization in a building industry, SME environment:

[^31]Whatever the company, would it be from the production or the retailing industry, inventory disruption is a costly, and therefore unacceptable, situation of which this company must try to minimize the probability of occurrence. This necessity is all the stronger as companies are leading continuous or semi-continuous production activities: there, interrupting the process may have extremely disturbing consequences. Raw material and/or component inventories must therefore be sufficiently high to ensure continuous feeding of the activities in progress.

So as to reduce, hopefully eliminate, disruption risks, a given company will try to identify as precisely as possible the variables likely to influence the increase or the decrease of their inventories. To this end, simulation stands out as a very efficient tool, as it gives the possibility to analyze the sensitivity of the modeled system to the variation of different internal and external factors, therefore helping in pointing out the most influential.

In such a context, this paper describes the successive stages of building and then operating a simulation-based decision-support system dedicated to raw material supply management in the case of a semi-continuous production process. This decision-support system uses the Industrial Dynamics modeling framework, which has re-emerged in the mid-90's as a powerful, well-suited way of modeling logistics systems [4], [5], [6]. Beyond a certain level of complexity, the feedback loops encountered within logistics systems cannot be handled through mathematics, and their dynamic behavior can only be described through non-linear models [7], [8].
II. Model Building

When designing a decision-support system (DSS), first step is to define the purpose of this tool, through the specification of the questions it is supposed to help answer.

## 21 - DSS purpose

The company retained as a case-study for DSS development belongs to the building industry; more specifically, it produces ready-to-use concrete, following a process which may be labeled as semi-continuous: as soon as a "production at the plant - delivery to the customer" set of activities begins, this set must be performed right to its end with no interruption. During this time-period, it is therefore necessary that raw materials are available in quantities sufficiently large to satisfy the needs of the on-going production process.

Solution presently implemented consists in maintaining high inventories of all raw materials needed, through frequent and systematic deliveries to the plant: while production is on its way, raw material usage is such that applying a classical order-point supply method would be too risky. Therefore, raw material suppliers automatically replenish inventories according to contractually pre-defined quantities and frequencies. However, this solution is obviously all the costlier as average inventories maintained are higher. Company's top executives have consequently shown some interest in knowing whether inventory levels could be lowered while still avoiding disruption.

The DSS described in the following lines has been designed and implemented to help answer this question. As inventory levels depend upon multiple fixed (e.g.: maximum output capacity) or variable (e.g.: sales) factors, the global purpose of the tool can actually be extended to the analysis of inventory levels' sensitivity to the variations of these factors.

## 22 - DSS content

To fulfill its purpose, the DSS must describe

- the various raw material inventories in the company,
- the variables likely to influence the evolution of their respective levels,
- the relationships between these variables.

Once identified, these data are then structured following the principles of Industrial Dynamics:

## 221 - raw material inventories:

Inventories may easily assimilated to those tanks the levels of which are depending upon incoming (supply) and outgoing (usage) flows, and which are described by J.W. Forrester in his best-selling book on Industrial Dynamics [9].

Graphically, each raw material inventory has therefore been modeled in the hereunder format (fig.1):


Fig.1: basic Industrial Dynamics modeling
Mathematically, the level of a given inventory $S$ at a given time $K$ is calculated from the level of $S$ at immediately preceding time J , the inbound flow during the JK period, and the outbound flow during this same JK period:

## LEVEL.S(K) = LEVEL.S(J) + DT(INBOUND FLOW(JK) OUTBOUND FLOW(JK)),

where DT is the value of the selected time interval between two consecutive evaluation of the state of the system.

## 222 - inventory level variation factors:

The level of a raw material inventory is changing given the deliveries received from the suppliers and the quantities needed for the production of concrete.
a) inbound flows from suppliers:

For each raw material, determinant variables identified in this case-study are the supplier's delivery unit and the frequency of delivery. Considering the systematicity of deliveries, neither the order point nor the safety stock nor the delivery lead-time are formally described as such; however, they are implicitly taken into account when specifying the rate at which deliveries are made by the supplier.

- Delivery unit: it corresponds to the capacity of the truck used by the supplier of a given raw material. In fact, as for obvious reasons of cost-effectiveness the truck is always running FTL, delivery unit cannot be considered as an actual decision variable; but when performing simulation scenarios, it may be used to test the inventory level's sensitivity to variations of the
inbound flow in a more precise way (ton by ton) than only through the rate of delivery (truck by truck, that is 25 tons at a time).
- Frequency of delivery: contractually pre-defined by the company and its supplier there again for a given raw material, and notwithstanding contextual adjustments due to variations in the daily demand from the production system, the frequency of delivery depends upon 1) the usual rate of usage of the raw material, 2) the combination of delivery unit and geographical proximity of the supplier, and 3) the inventory level which the company wishes to maintain to ensure the continuity of its production activity.
b) outbound flows to production plant:

For the rate of a raw material outbound flow, all determinant variables are formally described in the DSS:

- Sales: estimated on a daily basis, sales feature three components, which are 1) the number of orders placed by the customers and to be delivered within a given day, 2) the share held by each concrete mix in the company's sales structure, and 3 ) the quantity to be produced per order and per mix.
- Customer order handling lead-time: in-between order reception at the plant and actual delivery to the customer, it is one-day long. Thus, the level of production of a given day, and therefore the rate of usage of raw materials, are determined by the nature and volume of orders received the previous day.
- Respective raw material usage of the different concrete mixes: as they are rather standardized, concrete mix compositions should be considered as parameters of the DSS rather than actual simulation variables. However, it happens that (very) large orders for specific building projects require unusual concrete mixes; so it should be possible to modify the compositions accordingly to estimate the impact of such or such future sales contract on raw materials' inventory levels.


## 223 - relationships between variables:

The main ambition of Industrial Dynamics-based models is to describe systems the operation of which is characterized by feedback loops between (some of) their components.

Here, raw material inventory levels reached at time J determine the nature and volume of customer orders likely to be satisfied during JK period: the rate of satisfaction retained will be the smaller of the one calculated from orders received and
the one calculated from available raw material inventories; if the latter are too low for all orders to be satisfied, a backlog of orders will start to build up, and will keep growing as long as suppliers' deliveries and/or demand reduction won't have brought inventories back to such levels that demand may be met.

The hereunder diagram, roughly sketching the model described in the present paper, shows this type of "loop" structure (fig.2). Built from the main variables and inter-relationships of the raw material supply system, this diagram serves as a basis for the actual development of the computerized simulation decision-support system.


Fig.2: rough sketch of the model

## III. Model Implementation

The first step in the implementation of the Industrial Dynamics model has been the development of a relevant
computer-based decision-support system, using a dedicated programming language.

Then, once the program was properly running, a number of simulation scenarios have been performed, to analyze the sensitivity of the raw material inventory levels to various evolution hypotheses in the supply strategy and/or the commercial activity of the company.

## 31 - DSS programming

Choosing the programming language, and activity-level generation, have been the two most important issues to be addressed during this first step of model implementation.

## 311 - choosing of the programming language:

An Industrial Dynamics-based model features three types of equations:
a) level equations:

They describe the evolution of variables (inventories, order backlogs, $\ldots$ ) the value of which, as it would be for a tank, changes from one period to another due to the action of other variables.
b) flow equations:

They describe the evolution of those variables (sales, supplies, ...) which increase or conversely decrease the various levels identified in the system.
c) auxiliary variable equations:

They calculate the value of other system variables or the value of some inbound / outbound flows.

Each iteration of the model must bring out the state of the system at time K , depending upon its preceding state at time J and the events having occurred during the JK time interval; to this end, the equations are processed in the following order (fig.3):


Fig.3: equation evaluation process
For optimal programming of such a specific DSS, with its multiple iterations and feedback loops, a dedicated language has been sought for. Among other available solutions, the language which has been opted for is the Fortran-based DYNAMO, as it fitted so well within the programming constraints and kept alive the link with Industrial Dynamics and the research work of J.W.Forrester. However, a Vensim-based version should be implemented in a near future, among other reasons for improved end-user friendliness.

## 312 - activity-level generation:

The company's level of activity is evaluated through its volume of sales, which is itself measured in cubic meters of finished product. This volume of sales must be disaggregated to identify the quantities sold per each composition of concrete mix, as they have led to different usages of raw materials.

Daily sales have therefore been analyzed into three components:

- the total number of orders $(\mathrm{TNBO}(\mathrm{K}))$
- the relative share of each mix $X$ in total sales (SXTS(K))
- the amount of cubic meters per each order of each mix $\mathrm{X}(\mathrm{QSOX}(\mathrm{K}))$

The total volume sold of a given mix $\mathrm{X}(\operatorname{TQSX}(\mathrm{K}))$ is then calculated as follows:

$$
\operatorname{TQSX}(\mathrm{K})=\operatorname{TNBO}(\mathrm{K}) * \operatorname{SXTS}(\mathrm{~K}) * \operatorname{QSOX}(\mathrm{~K})
$$

where $1<=\mathrm{X}<=\mathrm{N}$ and N is the number of different mixes sold
Thanks to a function randomly generating, on each iteration of the model, a number comprised between 0 and 1 (included), as well as the availability of a long time-series of the company's daily sales, probabilities have been associated to the determinant $\operatorname{TNBO}(\mathrm{K})$, $\operatorname{SXTS}(\mathrm{K})$ and $\operatorname{QSOX}(\mathrm{K})$ variables.

The tables hereafter give some instances of values actually implemented (tables $1,2 \& 3$ ):

Table 1: values for TNBO (K)

| Day of the week | Values for <br> TNBO (K) | Probability of <br> occurrence |
| :---: | :---: | :---: |
| Mon., Tues., <br> Wed. | 24 | 0.33 |
| Thurs., Fri. | 14.8 | 0.33 |

Table 2: values for SXTS (K) for concrete mix 1

| Values for S1TS (K) | Probability of occurrence |
| :---: | :---: |
| $\mathbf{1 9 \%}$ | $\mathbf{0 . 0 3}$ |
| $\mathbf{3 2 \%}$ | $\mathbf{0 . 1 5}$ |
| $\mathbf{6 1 \%}$ | $\mathbf{0 . 4 0}$ |
| $\mathbf{8 6 \%}$ | $\mathbf{0 . 4 2}$ |

Table 3: values for QSOX (K) for concrete mix 1

| Values for <br> QSO1(K) | Probability of <br> occurrence |
| :---: | :---: |
| $2 \mathbf{~ m}^{3}$ | 0.05 |
| $\mathbf{3 ~ m}^{3}$ | 0.13 |
| $4.5 \mathbf{~ m}^{3}$ | 0.15 |
| $6 \mathbf{~ m}^{3}$ | 0.67 |

If the random number generated at time K is for instance 0.8 , then
TNBO(K) will be 14.8 or 28.29 orders depending upon the day of the week,
S1TS(K) will be $61 \%$,
QSO1(K) will be $4.5 \mathrm{~m}^{3}$
and TQS1(K) will be $14.80 * 0.61 * 4.5=40.62$

$$
\text { or } 28.29 * 0.61 * 4.5=77.65
$$

depending upon the day of the week.
Sales per mix thus obtained lead to the calculation of raw material needs, and therefore inventory outputs for production. Obviously, full order satisfaction cannot be attained if available inventory levels are not high enough. Besides, supplier deliveries are performed according to actual volumes and frequencies. Finally, these outbound and inbound flows make for the inventory levels, targeted by the simulation.

Once the program is reliably operational, simulation sessions may start.

## 32 - DSS operation

The time frame presently in use within the DSS is set to 90 days ( 18 weeks). Considering the system is evaluated every two hours, (a quarter of a day), it implies 360 model iterations, which has been validated as satisfactory by the company's chief operating executives.

Simulation may then now lead to a better knowledge of raw material inventories' behavior, and identify the conditions leading to an improved balance between high inventory costs and risks of disruption.

To this end, two sets of simulation operations have been performed: one pertains to the level of sales; the other, to the level of supplies.

## 321 - simulating the sales level:

Question to be answered here was "What if ... sales increase?", more specifically "How much time do the inventory levels give the company to adjust its suppliers' delivery rates?".

A simulation has therefore been run where monthly sales were increased by $10 \%$ from the "normal" level of activity, standing at 2400 cubic meters of concrete mix.

Keeping to the corresponding rate of delivery from the suppliers, it takes 10 days for all inventory levels but one to reach a steady state, where the level is equal to the delivery unit, that is the full truck load capacity. Disruption occurs only, every two days, for the cement inventory, due to its lower delivery rate: 3 trucks every two days instead of one every half-day, or even one every hour, for the other raw materials.

Of course, disruption is avoided at the cost of a sharp increase in order backlog. Average inventory levels are therefore not that high that the company can easily absorb the simulated change in its sales volume. However, they give a time buffer of nearly two weeks to help adjust to the new level of activity, and, considering the (close) geographic proximity and (high) delivery flexibility of the suppliers, this buffer does not need to be that long.

The next simulation to be run was then dedicated to answering another question: "to what extent the time buffer, and therefore global volume and cost of inventories, may be reduced without going disrupt?".

## 322 - simulating the supply levels:

While delivery rates remained unchanged, raw material delivery units have been progressively reduced from one simulation to the next, leading to the design of a new delivery
rate / unit supply policy, compared to the present one in the following table (table 4):

Table 4: supply policies comparison

| Type of <br> raw <br> material | Delivery <br> rate | Present <br> delivery <br> unit (P) | Suggested <br> delivery <br> unit (S) | (P) - (S) <br> difference |
| :---: | :---: | :---: | :---: | :---: |
| Coarse <br> gravel | Every 3h | 25 | 25 | 0 |
| Fine <br> gravel | Every 4h | 25 | 25 | 0 |
| Coarse <br> sand | Every 1h | 7 | 5.75 | 1.25 |
| Fine <br> sand | Every 4h | 25 | 17 | 8 |
| Cement | Every 2 <br> days | 80 | 66 | 14 |

Such a decrease in volumes leads to purchasing cost reductions. For a 20 -working days, 8 h per day, reference month, the suggested supply policy would result in total savings of around 15,000 euros, detailed in the hereunder table (table 5):

Table 5: purchasing cost savings

| Type of raw <br> material | Unit cost <br> (in euros) | Monthly <br> volume <br> reduction <br> (in tons) | Monthly cost <br> savings <br> (in euros) |
| :---: | :---: | :---: | :---: |
| Coarse <br> gravel | 8 | 0 | 0 |
| Fine <br> gravel | 8 | 0 | 0 |
| Coarse <br> sand | 9 | 200 | 1800 |
| Fine <br> sand | 11 | 320 | 3520 |
| Cement | 75 | 140 | 10500 |

The enhanced cost-effectiveness of the raw material supply policy has no impact on the reliability of the production process: at no time during the whole simulation period have the inventories suffered from disruption.

To measure the available time-safety margin, and incidentally the sensitivity of inventory levels to variations in the supply policy, delivery units have been further reduced by one ton / one half-ton at a time from one simulation to another, starting from the newly defined values. As a consequence, all inventories have gone disrupt within one month.

More specifically, would the company decide to adopt the suggested new raw material supply policy, longest intervals between two deliveries would be

- 1 truck every 6 days for coarse gravel,
- 1 truck every 16 days for fine gravel,
- 1 truck every 3 days for coarse sand,
- 1 truck every 12 days for fine sand,
- 1 truck every 53 days for cement


## IV. CONCLUSION

Those latter results bring an end to the simulation process dedicated to answering the initial question asked by the company's top executives.

From an operational standpoint, this decision-support system may however be used more extensively by companies from the building industry for any set of simulations of the impact of a given determinant variable on such or such inventory level. For instance a table could thus be fed which would give, for each monthly sales level, the optimal delivery unit / rate supply policy to be conducted accordingly.

From an academic standpoint, this paper should be viewed as another contribution to the revival of Industrial Dynamics as a basis for the design and implementation of logistics-dedicated, simulation-based decision-support systems, would it be on operational or on strategic issues.
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## Description

Nonlinear time series analysis is the practical spin-off from complex dynamical system and chaos theory. It allows one to characterize, or even make predictions of, dynamical systems in which nonlinearities give rise to a complex temporal evolution by analyzing signals measured from these dynamics. Importantly, this concept allows extracting information which cannot be resolved using classical linear techniques such as for example the power spectrum or spectral coherence. In recent years, the framework nonlinear time series analysis has been extended to also comprise methods derived from statistical physics, information theory, statistics and computer science. Application of nonlinear time series analysis can be found in many fields, ranging from biology, neuroscience, engineering, to geophysics and economics. This session will cover some recent advances in the methodology of nonlinear time series analysis and provide examples for applications to a variety of real-world experimental dynamics.
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# Localizing epileptic foci using surrogate-baseline corrected nonlinear synchronization measures 

Ralph G. Andrzejak, Daniel Chicharro, Florian Mormann, and Klaus Lehnertz.


#### Abstract

We applied bivariate nonlinear time series analysis techniques to electroencephalographic (EEG) recordings from epilepsy patients. In particular, we combined a novel bivariate synchronization measure with bivariate surrogates. We tested the discriminative power of this surrogate-baseline corrected nonlinear synchronization measure to detect the seizure-generating hemisphere in medically intractable medial temporal lobe epilepsy. For this purpose, we analyzed intracranial EEG recordings from the seizure-free interval of 29 patients. Our results demonstrate that the surrogate-baseline correction is essential for a successful characterization of the spatial distribution of the epileptic process.


Index Terms-Nonlinear time series analysis, Synchronization measures, Surrogate time series, Electroencephalography, Epilepsy, Focus localization.

TᄀHE disease epilepsy is characterized by sudden and recurrent malfunctions of the brain that manifest themselves as epileptic seizures. During epileptic seizures large groups of neurons discharge hyper-synchronously. In consequence, the electroencephalogram (EEG) recorded during epileptic seizures is characterized by rhythmic oscillations of high amplitude. During the seizure-free interval only intermittent short bursts of hyper-synchronous activity of local neuron groups occur, resulting in so-called interictal epileptiform activity in the EEG. Except for these -mostly brief- episodes of interictal epileptiform activity, the EEG recorded during the seizure-free interval often appears
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unspecific with regard to the epileptic process. It can be conjectured, however, that even in the absence of evident interictal epileptiform activity, the epileptic process causes an elevated level of neuronal synchronization.

Indeed there is growing evidence that this elevated level of synchronization can be detected from EEG recordings of the seizure-free interval using different nonlinear time series analysis techniques. In particular, nonlinear synchronization measures based on instantaneous phases (e.g. [1]), reconstructed state spaces (e.g. [2]) or techniques derived from information theory (e.g. [3]) have been used to analyze intracranial EEG recordings from patients with medically intractable unilateral medial temporal lobe epilepsy. The particular recordings studied in [1-3] offer well-defined conditions since the EEG was measured using electrodes symmetrically implanted in the hippocampal formations in the left and right brain hemispheres. Furthermore, based on these diagnostics, one hippocampal formation was identified as the seizure-generating structure (epileptic focus), while no seizures originated from the opposite brain hemisphere. These studies [1-3] congruently showed that the mean level of synchronization between recording sites within the focal hemisphere is higher than the one between recording sites within the opposite hemisphere. In none of these studies, however, were the synchronization measures combined with the concept of surrogates. In the context of univariate nonlinear time series analysis, surrogates were shown to substantially improve the localization of the epileptic focus [4, 5]. The combination of nonlinear bivariate synchronization measures and bivariate surrogates in application to EEG recordings from epilepsy patients is therefore tested in the present study.

From two simultaneously recorded time series a pair of bivariate surrogates is constructed such that the surrogate time series share, for example, the linear cross- and autocorrelation with the original time series, but are otherwise random (e.g. [6, 7] and references therein). Accordingly, bivariate surrogates can be used to estimate the value of the nonlinear synchronization measures expected for a bivariate linear stochastic process. A surrogate-baseline corrected nonlinear synchronization measure can then be defined as the difference between the synchronization measure's value obtained for the
original time series and the one obtained for the surrogate time series.

For the present study we used a novel nonlinear state space based synchronization measure (L), which was introduced recently in [8] and was shown to detect couplings between dynamical systems with higher sensitivity and specificity as compared to previously published nonlinear state space based techniques [8]. We here combined this measure with bivariate surrogates that were constructed to preserve the cross-correlation, autocorrelation, and also the amplitude distribution of the original time series [6]. Except for these constraints, the surrogates were random, and were used to define a surrogate-baseline corrected measure $\Delta \mathrm{L}$, as described above.

We analyzed intracranial EEG recordings from the seizure-free interval of 29 patients with medically intractable medial temporal lobe epilepsy. A total of 84 EEG recordings with an average length of 130 min per patient were analyzed using a moving window technique. (These datasets were previously analyzed using univariate time series analysis measures in [5] and overlap with the recordings studied using bivariate synchronization measures in [1-4]).

Increased values of the measure $L$ allowed us to correctly determine the side of the focal hemisphere in 22 of 29 cases. This performance is comparable to the one obtained by other synchronization measures in previous studies [1-4]. The surrogate-baseline corrected version $\Delta \mathrm{L}$ allowed us to correctly determine the focal hemisphere in 26 of 29 cases. Extending results obtained by univariate time series analysis techniques [5], our results further demonstrate the importance of the concept of surrogates for a successful characterization of the spatial distribution of the epileptic process.
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# Using a nonlinearity detection as a prior step for global modeling 

U. S. Freitas \& C. Letellier


#### Abstract

Identifying chaos from experimental data remains a very challenging problem for which conclusive arguments are still very difficult to provide. One possible answer is to find and validate a a global model, although this could prove a rather challenging task. In an attempt to address this question, Poon and Barahona introduced a numerical titration procedure based on a nonlinearity detection method. We show that such numerical titration procedure fails to distinguish non-deterministic signals from low-dimensional deterministic chaos and, therefore, is unable to reliably detect chaos from time series. Nevertheless, we show that the nonlinearity detection method can be used to browse the identification parameter space before applying a global modeling technique. Used in this way, the nonlinearity detection method can serve as a pre-test to ease the more complex global modeling techniques.


Index Terms-Chaos, time series, global modeling, nonlinearity.

## I. Introduction

When one investigates time series from the real world, one necessarily faces an underlying dynamics which most often results from a complex interplay between deterministic and stochastic components. A special attention is thus devoted to detect or to identify the deterministic component. Sometimes this aim consists in a detection technique that is supposed to prove the existence of an underlying chaotic component. Many techniques were proposed to detect chaos but none of them is fully reliable. All of them rely on certain topological or information measures of attractors reconstructed from the data and present some problems of specificity and reliability [1], [2]. It is known that the Largest Lyapunov exponent fails to distinguish chaotic behaviors from noise [3].
Let us be precise to what a chaotic behavior corresponds. First of all, a chaotic behavior is deterministic, that is, governed by a process which can be described by a set of ordinary differential or difference equations. It might also be described by a delay-differential equation since a delay is often required before the answer to a given event is provided by the system, as usually observed in biology, for instance. Typically, determinism is the paradigm in which future events are a consequence of past and present events combined with the law of nature. Such determinism dates back from the Laplace's thought experiment [4]. What blurred the image provided by Laplace is that when there is chaos, it is no longer possible to foresee the future for an infinite time. Predictions of chaotic dynamics can only be made for short time. Due to this latter property, identifying a determinism underlying experimental
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data is quite a complicated problem, necessarily because deterministic chaotic behaviors cannot be distinguished from randomness using statistical analysis [5]. As clearly written by Glass [6], prior to asserting that some dynamics is chaotic, there should be clear evidence that deterministic equations govern the dynamics.
Implicitly, this underlying determinism is considered in terms of low-dimensional determinism, just because when the system dimension is too large, such a determinism can no longer be distinguished from a stochastic process. Usually, low dimensional dynamics means that the behavior can be described in a phase space whose dimension is roughly less than ten. Proving that the dynamics underlying a noise contaminated short time series corresponds to a "low-dimensional" chaotic behavior is one of the most difficult problem to address. This is mainly why surrogate data analysis have been so often used [13]. Unfortunately, this technique only test whether the investigated dynamics can be distinguished from a linear stochastic process, or not. This is therefore not a direct - and definite - answer to the original question, that is, identifying an underlying determinism.

Once the deterministic character of the dynamics is evidenced (or assumed), in order to assert its chaotic nature, one has to show that that the measured time series results from a dynamical process which is sensitive to initial conditions, bounded and recurrent. The fact this measured data set was produced by a bounded process is certainly the less risky assumption which can be made about the underlying dynamics. Then remains the sensitivity to initial condition and the recurrence property of the dynamics. To show that the dynamics is sensitive to initial conditions can been done by computing the largest Lyapunov exponent, although such a computation is still a great challenge when the available time series is short and noise contaminated [14]. Now the recurrence property can only be tested, by definition, from long enough time series. Such a property is related to the population of unstable periodic orbits around which chaotic behaviors are organized [15]. The relative organization of these periodic orbits leads to the architecture of chaotic attractors [16]. Getting periodic orbits from short time series necessarily requires the estimation of a global model which can then be integrated over a long time (see [19] among others). Moreover, possessing a validated global model corresponding to the investigated data set is one of the best proofs for the underlying determinism. When the measured data is long enough, global models are ideally validated by a topological analysis [19] but this is no longer possible when the time series is short (typically around 10 or 20 cycles).
Although finding a valid global model is the ultimate test
for determinism, it is also a complex procedure. It requires some experience of its user and can fail for several reasons. Therefore, a good screening procedure that is able to detect cases where the global modeling would fail could be a invaluable tool.

In 2001, Poon and Barahona [17] proposed a method for detection of chaos in time series. This method uses a nonlinearity detection procedure introduced by the same authors on a previous paper [11]. The chaos detection method proved to be unreliable. It will erroneously classify as chaotic time series produced by pure stochastic systems. This shows that the nonlinearity detection procedure cannot be used as a chaos detector, at least not directly. Instead, we propose to use the nonlinearity detection method as a pre-test procedure for the identification of global models.

## II. NUMERICAL TITRATION AND NONLINEARITY DETECTION

Poon and Barahona's method of chaos detection [17] is composed by two principles: a nonlinear detection method [11] and gradual addition of noise.
The nonlinear detection method is based on the comparison between one-step ahead prediction performances of linear and nonlinear models. The linear models are autoregressive discrete-time structures like

$$
\begin{equation*}
y_{k}=\sum_{i} \theta_{i} y_{k-i} \tag{1}
\end{equation*}
$$

where the signal at an instant $k, y_{k}$, is considered as a linear combination of the same signal at previous instants. Nonlinear models are also autoregressive, but include polynomial combinations of the of the time-delayed terms. A structure like eq. (1) is a one-step ahead predictor if the $y_{k-i}$ on the righthand side contain only values taken from the time series. The coefficients, $\theta_{i}$, are computed from the time series using a least squared method. Several linear and nonlinear models are tried, varying the number of terms in each model. The nonlinearity is detected if a nonlinear model has smaller one-step prediction error than any linear model in a statistical sense.

The chaos detection procedure is as follows. The nonlinear detection method is applied to the time series under test. Then, white or linear correlated noise is gradually added to the data until the nonlinear detection method fails to see any nonlinearity. The standard deviation of the added noise, divided by the standard deviation of the time series, at this point, is called the noise limit (NL) and is claimed to be a measure of chaos in the data. The condition $N L>0$, that is, nonlinearity is detected and noise of a significant variance must be added for the detection to fail, is claimed to be sufficient to deduce the presence of chaos in the data.

Unfortunately, this technique does not provide a definite answer in the sense that, in some cases, it provides incorrect positive answers. Let us give an example with a nonlinear colored noise. In order to do that, a nonlinear moving average filter is applied to random noise according to

$$
\begin{equation*}
x_{n+1}=a \nu_{n}+b \nu_{n-1}\left(1-\nu_{n}\right) \tag{2}
\end{equation*}
$$

where $\nu_{n}$ is a uniform i.i.d. random variable with values between 0 and 1. This is a purely random signal (Fig. 1) which can be considered as a sort of nonlinear colored noise. Its stochastic character is well evidenced when a first-return map is computed (Fig. 2). No deterministic structure (like a parabolic shape or other) can be evidenced from this firstreturn map.


Fig. 1. 1000 points of a stochastic solution to map (2). Parameter values: $a=3$ and $b=4$.


Fig. 2. First-return map computed from a trajectory produced by (2).
Applying noise titration leads to a noise limit $\mathrm{NL}=35 \%$. Thus this technique would erroneously conclude in favor of a chaotic deterministic behavior although the underlying dynamics is clearly not deterministic. The reason is that this nonlinear colored noise is predicted more accurately (onestep ahead) with a nonlinear model than with a linear one. Moreover, we search for a purely chaotic dynamics for which the noise limit was also about $35 \%$. In order to do so, the Logistic map

$$
\begin{equation*}
x_{n+1}=\mu x_{n}\left(1-x_{n}\right) \tag{3}
\end{equation*}
$$

was investigated with increasing values for parameter $\mu$. It was finally found that with $\mu=3.62$, the noise limit was about $35 \%$. For this $\mu$-value, the first-return map looks like a 2-banded parabola (Fig. 3). This means that in a blind test, the noise titration does not make difference between a nonlinear colored noise (Fig. 2) and a purely chaotic behavior (Fig. 3) [12].

## III. A PERIODIC GLOBAL MODEL DOES NOT MEAN UNDERLYING DETERMINISM

Since the pioneering paper by Crutchfield and McNamara [7], it is known that it is also possible to get a set of differential


Fig. 3. First return map computed from a trajectory produced by the Logistic map (3). Parameter value: $\lambda=3.62$.
or difference equations which produces a chaotic attractor equivalent to the experimental one. It is important to note that a single model is thus used to describe the whole underlying dynamics. Global models are thus opposed to "patchworkmodels" which result from collection of local models. Global modeling thus refers to getting a single model for reproducing chaotic dynamics. In this paper, the global models obtained can be written as

$$
y_{k}=f\left(y_{k-1}, y_{k-2}, y_{k-3}, \ldots\right)
$$

where $\left\{y_{k}\right\}$ is the measured time series [8], [9]. This is the socalled Nonlinear Auto-Regressive Moving Average (NARMA) model. ARMA, therefore, refers to the "ingredients" used to explain (predict) the data $y_{k}$ and N indicates that such ingredients are combined in a nonlinear way. One possible nonlinear way of combining such variables is using a polynomial to approximate $f$, although many other alternatives exist. Usually finding a global model is a signature of an underlying determinism. Nevertheless, when the obtained model produces a limit cycle, this is not always the case.

Let us start from data which have no underlying nonlinear dynamics, that is, surrogate data [10]. Surrogate data were produced from the smoothed $x$-time series of the noisecontaminated Rössler system [18]

$$
\left\{\begin{array}{l}
\dot{x}=-y-z  \tag{4}\\
\dot{y}=x+a y \\
\dot{z}=b+z(x-c)
\end{array}\right.
$$

with $a=0.3, b=2$ and $c=4$. The corresponding phase portrait (Fig. 4a) does not provide any regularity that could suggest us an underlying determinism. In particular, there is no folding on this portrait, a relevant ingredient for producing chaos [16]. When a first-return map to a Poincaré section of the surrogate phase portrait is computed a simple cloud of points without any structure is identified (Fig. 4b). From the surrogate data, it was not possible to obtain a single stable model that would settle (whenever stable) to anything but a limit cycle. This results from the type of surrogate data used in the present case. Only phases were shuffled to remove the non
linear contribution within the dynamics. As a consequence, only the "linear" cycling around the inner fixed point was left in the surrogate data. The "linearized" deterministic dynamics cannot provide anything more complicated than a period-1 limit cycle. Consequently, getting a model that only produces a limit cycle is not an evidence for determinism.


Fig. 4. Surrogate data computed from the smoothed $x$-time series of the noise-contaminated Rössler system. Phases are shuffled in such a way that the power spectrum is preserved. Parameter values: $a=0.3, b=2$ and $c=4$.

## IV. Nonlinearity detection as a screening PROCEDURE FOR GLOBAL MODELING

Testing for nonlinearity is a simpler task than identifying and validating global models. The former is easily automated while the later needs user interaction, specially in the validation part. We therefore propose to use the technique to detect nonlinearity as a first step before applying a global modeling technique. We apply this procedure on the Rössler system with parameter values as $a=0.398, b=2$ and $c=4$. The ability to obtain a global model from a time series produced by a system can be evaluated using observability indices as
introduced in [20], [21]. In the case of the Rössler system, it has been shown that variable $y$ provides the best observable since there exists a diffeomorphism between the original phase space and the $y$-induced differential embedding spanned by $y$ and its successive derivatives [21]. Conversely, variable $z$ is the worst and roughly, it is nearly impossible to get a 3D global model without a strong structure selection [22]. Since we do not want to test the observability of the Rössler dynamics via a given variable but rather how it is possible to discriminate times series that are good candidates for applying a global modeling technique, the time series measured will correspond to the time evolution of the $y$ variable of the Rössler system.

To simulate a realistic case, i.i.d. gaussian noise is added to the time series. Depending on the noise level $\eta$ (standard deviation of noise normalized by standard deviation of time series), the original dynamics is more or less perturbed (Fig. 5). When the noise level is too high, it becomes impossible to extract the deterministic component from the measured time series and, consequently, the global modeling technique fails.


Fig. 5. Delay embedding induced by variable $y$ of the Rössler system. Parameter values: $a=0.398, b=2, c=4$ and embedding delay 1.0 s.

As we saw in the previous section, getting a global model producing a limit cycle does not mean there is an underlying determinism. It is therefore required to obtain a global model producing a chaotic attractor. In our attempt to obtain global model from noise-contaminated data, we will only select those producing chaotic behaviors. Two parameters were varied during the global modeling procedure: i) the noise level ( 0.01 , $0.02,0.05$ and 0.08 ) added to the time series and ii) the sampling number $\tau(1,4,8,10$ and 20$)$ used to create the time series. For $\tau=1$, every point from the original time series, sampled at 0.05 s , is used. For $\tau=4$, only a point every 4 is taken; for $\tau=8$, only a point every 8 and so on. Depending on values of these two parameters, it was possible or not to identify a global chaotic model. For each set of
parameters, the result of the nonlinear detection algorithm, that is, the probability for having a better prediction with nonlinear models than with linear models was computed. Our results are reported in Tab. I. As expected, the nonlinearity becomes difficult to detect as the noise level is increased. As a consequence, it becomes nearly impossible to get a chaotic global model from too noisy data.

TABLE I
Probability $p$ For having better one-step ahead prediction by a NONLINEAR MODEL THAN BY A LINEAR ONE. CASES FOR WHICH A CHAOTIC GLOBAL MODEL WAS OBTAINED ARE MARKED WITH AN ASTERISK.

| Noise level | 0.01 | 0.02 | 0.05 | 0.08 |
| :--- | ---: | ---: | ---: | :---: |
| $\tau=1$ | 0.0148 | 0.0018 | 0.0008 | 0.0007 |
| $\tau=4$ | 1.0000 | $0.9997^{*}$ | 0.7083 | 0.2809 |
| $\tau=8$ | $1.0000^{*}$ | $1.0000^{*}$ | 0.9999 | 0.9615 |
| $\tau=10$ | $1.0000^{*}$ | $1.0000^{*}$ | 1.0000 | 0.9997 |
| $\tau=20$ | $1.0000^{*}$ | $1.0000^{*}$ | $1.0000^{*}$ | 1.0000 |

An interesting feature is that, for a given noise level, our ability to obtain such a chaotic global model increased as $\tau$ is increased. As an example, the last chaotic model we obtained (Fig. 6) was for the largest delay ( $\eta=0.05$ ).

An important thing to note is that all chaotic global models obtained correspond to a probability $p$ greater than 0.99 to have better predictions by nonlinear models than by linear ones. This threshold, 0.99 , is the one proposed for the nonlinearity detection [11]. This suggests that a negative nonlinear detection is a sign that the probability to find a chaotic model is low. Since the procedure to detect nonlinearity in time series can be automated, the parameter space - in the present case, the delay versus the noise level - could intensively investigated to select potential values at which the global modeling procedure could be attempted.

## V. CONCLUSION

Identifying determinism underlying data from the real world that are resulting, most often from a combination of a deterministic component with a stochastic process remains quite challenging. We showed that noise titration failed to discriminate some nonlinear stochastic processes from chaotic behaviors. Nevertheless, comparison between one-step ahead predictions by nonlinear and linear models can be used to detect nonlinearity in noisy time series. A positive detection can be considered thus encouraging us to attempt a global model since a negative detection was always associated with a failure in applying a global modeling technique.
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Fig. 6. (a) Chaotic attractor solution to the global model obtained from a $y$-time series contaminated with a noise level equal to 0.05 and using $\tau=20$ (equivalent to a sampling time equal to 1.0 s ). (b) The trajectory (continuous line) is reconstructed through frequency-domain interpolation of the output of model simulation (circles). (c) Original noiseless attractor. These three figures are time delay plots.
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# Improvement of Symbolic Transfer Entropy 

Dimitris Kugiumtzis


#### Abstract

A number of measures have been proposed for the direction of the coupling between two time series, and transfer entropy (TE) has been found in recent studies to perform consistently well in different settings. Symbolic transfer entropy (STE) has been very recently proposed as a variation of the transfer entropy operating on the ranks of the components of the reconstructed vectors rather than the reconstructed vectors themselves. Here, an improvement of STE is proposed. Specifically, the ranks of the samples of the response system for given time steps ahead are computed with regard to the current reconstructed vector. The grounds of this modification are given and the new measure, called Transfer Entropy on Rank Vectors (TERV), is compared to STE and TE on different settings of state space reconstruction, time series length and observational noise. The results on two simulated systems have shown that the detection of the direction and strength of coupling is improved with TERV over both STE and TE.


Index Terms—bivariate time series, coupling, information measures, transfer entropy, rank vectors

## I. Introduction

The fundamental concept for the dependence of one variable $Y$ measured over time on another variable $X$ measured synchronously is the Granger causality [1]. While Granger defined the direction of interaction in terms of the contribution of $X$ in predicting $Y$, many variations of this concept have been developed, starting with linear approaches in the time and frequency domain (e.g. see [2], [3]) and extending to nonlinear approaches focusing on phase or event synchronization [4], [5], [6], comparing neighborhoods of the reconstructed points from the two time series [7], [8], [9], [10], [11], [13], [14], and measuring the information flow between the time series [15], [16], [17], [18], [19].

Among the different proposed measures we concentrate here on the last class of measures, and particularly on the transfer entropy (TE) [15] and the most recent variant of TE operating on rank vectors, called symbolic transfer entropy (STE) [18] (see also [20] for a similar measure). Other information measures, such as mean conditional mutual information [19] and coarse-grained transinformation rate [16] are rather similar to transfer entropy and are therefore not included in this study. There have been a number of comparative studies of information flow measures and other coupling measures giving varying results. In all the studies where TE was considered, it performed at least as good as the other measures [21], [22], [28]. The STE is proposed as an improvement of TE in real world applications, where noise may mask details of the fine structure, that can be better treated by coarse discretization using ranks instead of samples.
D. Kugiumtzis is with the Department of Mathematical, Physical and Computational Sciences, Faculty of Engineering, Aristotle University of Thessaloniki, Thessaloniki 54124, Greece, e-mail: (see http://users.auth.gr/dkugiu).

We have studied STE and propose here a modification of it in order to improve the correct detection of the direction as well the strength of coupling when it is present. In the following, the TE and STE are presented briefly in Section II, and the proposed measure is described in Section III. Then the results of a simulation study comparing the proposed measure to TE and STE are presented in Section IV, and finally conclusions are given in Section V.

## II. Information measures

Transfer entropy (TE) is a measure of the flow of information from the driving system, denoted $X$, to the response system, denoted $Y$ [15]. Supposing a representative quantity of system $X$ is measured in terms of a scalar time series $\left\{x_{t}\right\}_{t=1}^{N}$ and respectively $\left\{y_{t}\right\}_{t=1}^{N}$ for $Y$, TE for the direction from $X$ to $Y$ can be defined in terms of the Shannon entropy $H(x)=\sum p(x) \log p(x)$ as

$$
\begin{aligned}
& \mathrm{TE}_{X \rightarrow Y}= \\
& -H\left(y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right)+H\left(\mathbf{x}_{t}, \mathbf{y}_{t}\right)+H\left(y_{t+1}, \mathbf{y}_{t}\right)-H\left(\mathbf{y}_{t}\right),
\end{aligned}
$$

or directly in terms of distribution functions as

$$
\begin{equation*}
\mathrm{TE}_{X \rightarrow Y}=\sum p\left(y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right) \log \frac{p\left(y_{t+1} \mid \mathbf{x}_{t}, \mathbf{y}_{t}\right)}{p\left(y_{t+1} \mid \mathbf{y}_{t}\right)}, \tag{2}
\end{equation*}
$$

where $p\left(y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right), p\left(y_{t+1} \mid \mathbf{x}_{t}, \mathbf{y}_{t}\right)$, and $p\left(y_{t+1} \mid \mathbf{y}_{t}\right)$ are the joint and conditional probability mass functions (pmf). The summation is over all the cells of a suitable partition of the joint variable vectors appearing as arguments in the pmfs or $H$. The points $\mathbf{x}_{t}$ and $\mathbf{y}_{t}$ appearing as arguments in eq.(1) and eq.(2) are reconstructed with the method of delays, so that we have $\mathbf{x}_{t}=\left[x_{t}, x_{t-\tau_{x}}, \ldots, x_{t-\left(m_{x}-1\right) \tau_{x}}\right]^{\prime}$ and $\mathbf{y}_{t}=\left[y_{t}, y_{t-\tau_{y}}, \ldots, y_{t-\left(m_{y}-1\right) \tau_{y}}\right]^{\prime}$, allowing different delay parameters $\tau_{x}, \tau_{y}$ and embedding dimensions $m_{x}, m_{y}$ for the systems $X$ and $Y$, respectively.
The estimation of TE requires the estimation of the pmfs in eq.(2), or the probability density functions assuming the integral form and no binning. The pmfs are estimated directly by the relative frequency of occurrence of points in each cell, so the only complication is to choose a suitable binning [24], [23]. However, for high-dimensional reconstructions, the binning estimators are data demanding, and therefore estimators of the probability density functions are more appropriate for TE estimation, such as kernels [25], nearest neighbors [26], and correlation sums [27]. Using the latter approach, the TE estimator is given as

$$
\begin{equation*}
\mathrm{TE}_{X \rightarrow Y}=\log \frac{C\left(y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right) C\left(\mathbf{y}_{t}\right)}{C\left(\mathbf{x}_{t}, \mathbf{y}_{t}\right) C\left(y_{t+1}, \mathbf{y}_{t}\right)}, \tag{3}
\end{equation*}
$$

where $C\left(y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right), C\left(\mathbf{y}_{t}\right), C\left(\mathbf{x}_{t}, \mathbf{y}_{t}\right)$ and $C\left(y_{t+1}, \mathbf{y}_{t}\right)$ are the correlation sums, which estimate the probability of
inter-points distances less than some given radius for the points of the form $\left[y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right], \mathbf{y}_{t},\left[\mathbf{x}_{t}, \mathbf{y}_{t}\right]$ and $\left[y_{t+1}, \mathbf{y}_{t}\right]$, respectively. The corresponding vector dimensions are $1+$ $m_{x}+m_{y}, m_{y}, m_{x}+m_{y}$ and $1+m_{y}$. We use the Euclidean norm for the distances and define the radius as the product of 0.1 , multiplied with the standard deviation of the data, and the square root of the vector dimension at each case (the latter is used to standardize the Euclidean norm). The use of 0.1 is a trade-off of having enough points within a radius to assure stable estimation of the point distribution and preserving neighborhoods to retain details of the point distribution. Still, for high-dimensional points, even this radius may be insufficient to provide stable estimation.

## A. Symbolic transfer entropy

The authors in [18] derived the so-called symbolic transfer entropy (STE) as the transfer entropy defined on rank vectors formed by the reconstructed points. For each point $y_{t}$, the ranks of its components in ascending order assign a rank vector $\hat{\mathbf{y}}_{t}=\left[r_{1}, r_{2}, \ldots, r_{m_{y}}\right]$, where $r_{j} \in\left\{1,2, \ldots, m_{y}\right\}$ for $j=$ $1, \ldots, m_{y}$, is the rank order of the component $y_{t-(j-1) \tau_{y}}$ (for two equal components of $\mathbf{y}_{t}$ the smallest rank is assigned to the component appearing first in $\mathbf{y}_{t}$ ). Substituting $y_{t+1}$ in eq.(1) with the rank vector at time $t+1, \hat{\mathbf{y}}_{t+1}$, STE is defined as

$$
\begin{aligned}
& \operatorname{STE}_{X \rightarrow Y}= \\
& -H\left(\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right)+H\left(\hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right)+H\left(\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right)-H\left(\hat{\mathbf{y}}_{t}\right)
\end{aligned}
$$

or equivalently and with regard to eq.(2)

$$
\begin{equation*}
\operatorname{STE}_{X \rightarrow Y}=\sum p\left(\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right) \log \frac{p\left(\hat{\mathbf{y}}_{t+1} \mid \hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right)}{p\left(\hat{\mathbf{y}}_{t+1} \mid \hat{\mathbf{y}}_{t}\right)} \tag{5}
\end{equation*}
$$

The estimation of STE from eq.(4) or eq.(5) is straightforward as the pmfs are naturally defined on the rank vectors and no binning or advanced estimator of probability density function is involved. There is a great advantage of using a rank vector $\hat{\mathbf{y}}_{t}$ over a binning of $\mathbf{y}_{t}$, say using $b$ bins for each component: the possible vectors from binning are $b^{m_{y}}$ while the possible combinations of the rank vectors are $m_{y}$ !. For example, for $b=m_{y}=4$, there are 256 cells from binning and only 24 combinations of rank vectors. Still, the estimation of the probability of occurrence of a rank vector becomes unstable as the dimension increases. Especially, for the joint vector of ranks $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right]$ the dimension is $2 m_{y}+m_{x}$, for which the equivalent of TE is $\left[y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right]$ and has dimension $1+m_{x}+m_{y}$.

## III. MODIFICATION OF SYMBOLIC TRANSFER ENTROPY

The conversion of the scalar $y_{t+1}$ to the rank vector $\hat{\mathbf{y}}_{t+1}$ was chosen rather arbitrarily by the authors in [18] in order to express $y_{t+1}$ in terms of ranks. Under this conversion, STE is not the direct analogue to TE using ranks instead of samples. The problem is not the use of $y_{t+1}$ instead of $\mathbf{y}_{t+1}$ in the definition of TE in eq.(1) or eq.(2) because $p\left(y_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right)=$ $p\left(\mathbf{y}_{t+1}, \mathbf{x}_{t}, \mathbf{y}_{t}\right)$, as all components but $y_{t+1}$ of the vector $\mathbf{y}_{t+1}$ are also components of $\mathbf{y}_{t}$. The same holds for the conditional pmfs (and the same holds also for the two correlation sums in which $y_{t+1}$ appears in eq.(3)).


Fig. 1. Sketch of a position of samples $y_{t-3}, y_{t-2}, y_{t-1}, y_{t}$ and the possible rank position of $y_{t+1}$ together with the corresponding rank vector $\hat{\mathbf{y}}_{t+1}$ defined for STE and the actual rank of $y_{t+1}$ considering all 5 samples.

Let us first assume that $\tau_{y}=1$. A first problem lies in the fact that when deriving the rank vector $\hat{\mathbf{y}}_{t+1}$ associated with $\mathbf{y}_{t+1}$, the rank of the last component of $\mathbf{y}_{t}, y_{t-m_{y}+1}$, is not considered. As an example, consider the vector $\mathbf{y}_{t}=$ $\left[y_{t}, y_{t-1}, y_{t-2}, y_{t-3}\right]^{\prime}$ with a corresponding rank vector $\hat{\mathbf{y}}_{t}=$ $[1,2,3,4]$, i.e. the samples decrease with time. If the decrease continues at the next time step, then $\hat{\mathbf{y}}_{t+1}=[1,2,3,4]$, if $y_{t+1}$ is between $y_{t}$ and $y_{t-1}$ then $\hat{\mathbf{y}}_{t+1}=[2,1,3,4]$, if it is between $y_{t-1}$ and $y_{t-2}$ then $\hat{\mathbf{y}}_{t+1}=[3,1,2,4]$, and finally if $y_{t+1}$ is larger than $y_{t-2}$ (the largest of all components in $\left.\mathbf{y}_{t+1}\right)$ then $\hat{\mathbf{y}}_{t+1}=[4,1,2,3]$. The 4 possible scenarios are shown in Fig. 1.

The definition of rank vector $\hat{\mathbf{y}}_{t+1}$ accounts only for the possible rank positions of $y_{t+1}$ with respect to the last $m_{y}-1$ samples, ignoring the sample $y_{t-m_{y}+1}$, here $y_{t-3}$. With regard to the same example, $\hat{\mathbf{y}}_{t+1}=[4,1,2,3]$ assigns to both cases $y_{t-2}<y_{t+1}<y_{t-3}$ and $y_{t-3}<y_{t+1}$ (see Fig. 1). Indeed there are 5 possible rank positions of $y_{t+1}$ in the augmented vector $\left[y_{t+1}, y_{t}, y_{t-1}, y_{t-2}, y_{t-3}\right]$, as shown in Fig. 1. Thus for $m_{y}=4$ there are $5!=120$ different rank orders for the joint vector $\left[y_{t+1}, \mathbf{y}_{t}\right]$, but when forming the joint rank vector $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right]$ (as in the computation of STE) there are only 4 !. $(4!/ 3!)=96$ possible rank orders. In general, there are $\left(m_{y}+\right.$ $1)$ ! possible rank orders for the joint vector $\left[y_{t+1}, \mathbf{y}_{t}\right]$, but STE estimation represents them in $m_{y}!\cdot \frac{m_{y}!}{\left(m_{y}-1\right)!}$ rank orders of $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right]$.

The pmf of the rank vector derived from $\left[y_{t+1}, \mathbf{y}_{t}\right]$ and the rank vector $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right]$ are shown in Fig. 2 for uniform white noise data and $m_{y}=3$. There are $\left(m_{y}+1\right)!=24$ equiprobable rank orders for $\left[y_{t+1}, \mathbf{y}_{t}\right]$ (see Fig. 2a) but only $m_{y}!\cdot \frac{m_{y}!}{\left(m_{y}-1\right)!}=$ 18 different vectors $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right]$ are found, where $m_{y}!=6$ of them have about double probability, each corresponding to two distinct rank orders that could not be distinguished. As a result, the Shannon entropy is underestimated here. Using $n=10^{16}$ samples and the ranks of $\left[y_{t+1}, \mathbf{y}_{t}\right]$ we found $H=4.5846$ bits and using $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right]$ we found $H=4.0865$ bits, while the true Shannon entropy is $H=-\log _{2}(1 / 24)=4.5850$.
The situation changes if a further time step ahead is used. In general, allowing for $y_{t+T}$, where $T \geq 1$, the possible rank orders of $\left[y_{t+T}, \mathbf{y}_{t}\right]$ are again $\left(m_{y}+1\right)$ !, but for $\left[\hat{\mathbf{y}}_{t+T}, \hat{\mathbf{y}}_{t}\right]$ are $m_{y}!\cdot \frac{m_{y}!}{\left(m_{y}-T\right)!}$. For example, $m_{y}=3$ and $T=2$ gives 36 possible rank orders $\left[\hat{\mathbf{y}}_{t+T}, \hat{\mathbf{y}}_{t}\right]$, while the possible rank orders for 4 samples are 24. This increase holds in general for $T>1$. For uniform white noise data, this results in overestimation of the true $H=4.5850$ using the rank orders of $\left[\hat{\mathbf{y}}_{t+T}, \hat{\mathbf{y}}_{t}\right], H=$


Fig. 2. (a) Estimated pmf for the ranks of $\left[y_{t+1}, \mathbf{y}_{t}\right]$ with $m_{y}=3$ (probabilities are in ascending order), where the samples $y_{t}$ are from a uniform white noise time series of length $n=10^{16}$. (b) Same as in (a) but for the rank vector $\left[\hat{\mathbf{y}}_{t+1}, \hat{\mathbf{y}}_{t}\right]$.
$4.9736\left(n=10^{16}\right)$ while using the rank orders of $\left[y_{t+T}, \mathbf{y}_{t}\right]$ we estimated $H=4.5849$.
Thus we propose the following modifications to STE:

1) If $T=1$, then in the definition of STE replace $\hat{\mathbf{y}}_{t+1}$ by $\hat{y}_{t+1}$, i.e. the rank of $y_{t+1}$ in the augmented vector $\left[y_{t+1}, \mathbf{y}_{t}\right]$.
2) If $T>1$, then replace $\hat{\mathbf{y}}_{t+T}$ by $\hat{\mathbf{y}}_{t}^{T}=\left[\hat{y}_{t+1}, \ldots, \hat{y}_{t+T}\right]$, the ranks of $y_{t+1}, \ldots, y_{t+T}$ in the augmented vector $\left[y_{t+T}, y_{t+T-1}, \ldots, y_{t+1}, \mathbf{y}_{t}\right]$.
For $T>1$, the proposal is to use all the ranks for times $t+1, \ldots, t+T$ in order to keep track of the effect of $X$ on the evolution of the time series of $Y$ up to $T$ time steps ahead. Similar reasoning for $T>1$ was used for the measure of the coarse-grained transinformation rate [22] and we have used $T>1$ also for TE [28]. Thus the proposed measure of transfer entropy with rank vectors (TERV) for $T$ steps ahead is

$$
\begin{align*}
& \operatorname{TERV}_{X \rightarrow Y}^{T}=  \tag{6}\\
& -H\left(\hat{\mathbf{y}}_{t}^{T}, \hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right)+H\left(\hat{\mathbf{x}}_{t}, \hat{\mathbf{y}}_{t}\right)+H\left(\hat{\mathbf{y}}_{t}^{T}, \hat{\mathbf{y}}_{t}\right)-H\left(\hat{\mathbf{y}}_{t}\right),
\end{align*}
$$

The TERV measure is the direct analogue to TE using ranks and extends the measure of information flow from $X$ at time $t$ to $Y$ for a range of $T$ time steps ahead $t$.
We note that when a lag $\tau_{y}>1$ is used for the state space reconstruction of $y_{t}$, there are up to $m_{y}!\cdot m_{y}$ ! different rank vectors $\left[\hat{\mathbf{y}}_{t+T}, \hat{\mathbf{y}}_{t}\right]$ in the computation of STE. On the other hand, for TERV there are $\left(T+m_{y}\right)$ ! different rank vectors $\left[\hat{\mathbf{y}}_{t}^{T}, \hat{\mathbf{y}}_{t}\right]$. Thus for $\tau_{y}>1$, the distortion of the domain of the rank vectors by STE may be large, e.g. for $\tau_{y}=2$ and $T=1$, the pmfs and entropies are computed on $\left(m_{y}+1\right)$ ! different rank orders for TERV and $m_{y}!\cdot m_{y}$ ! for STE.

## IV. Estimation of information measures from SIMULATED SYSTEMS

As it was shown for the example of uniform white noise the distortion of the domain of the rank vectors $\left[\hat{\mathbf{y}}_{t}^{T}, \hat{\mathbf{y}}_{t}\right]$ using the rank vectors $\left[\hat{\mathbf{y}}_{t+T}, \hat{\mathbf{y}}_{t}\right]$ instead has a direct effect on the estimation of entropy. While for uncoupled systems $X$ and $Y$ the entropy terms involving $\left[\hat{\mathbf{y}}_{t+T}, \hat{\mathbf{y}}_{t}\right]$ cancel out in the expression of TERV (and respectively for STE), in the presence of coupling some bias is introduced in the estimation of the coupling measure by STE. Using TERV instead this bias is removed.


Fig. 3. (a) Median (solid line), $10 \%$ and $90 \%$ percentiles (dashed lines) of TE computed on 100 noise-free realizations of length $n=1024$ from the system of two unidirectionally coupled Henon maps for varying coupling strengths. The other parameters are $T=1, \tau_{x}=\tau_{y}=1$ and $m_{x}=m_{y}=2$. The direction $X \rightarrow Y$ is shown with black lines and $Y \rightarrow X$ with grey (online cyan) lines, as shown in the legend. (b) Same as (a) but for STE. (c) Same as (a) but for TERV. (d) AUROC computed on the 100 realizations for each of the two directions and for the measures TE, STE and TERV, as given in the legend.

We compare the estimation of coupling (strength and direction) in a system of two unidirectionally coupled Henon maps

$$
\begin{aligned}
& x_{t+1}=1.4-x_{t}^{2}+0.3 x_{t-1} \\
& y_{t+1}=1.4-c x_{t} y_{t}+(1-c) y_{t}^{2}+0.3 y_{t-1}
\end{aligned}
$$

with coupling strengths

$$
c=0,0.05,0.1,0.15,0.2,0.3,0.4,0.5,0.6
$$

The results on the coupling measures TE, STE and TERV for $T=1, \tau_{x}=\tau_{y}=1$ and $m_{x}=m_{y}=2$ are shown for 100 noise-free time series of length $n=1024$ in Fig. 3. For TE the correlation sums are used to estimate the entropies (see eq.(3)). TE seems to give the best detection of the correct direction of coupling even for very weak coupling, whereas STE performs worst. To quantify the level of discrimination of the correct direction of information flow, $X \rightarrow Y$, people often use the net information flow, defined as the difference of the coupling measure in the two directions. Here, we assess the level of discrimination in a statistical setting by computing the area under the receiver operating characteristic (ROC) curve on the samples of 100 realizations for each direction (e.g. see [29]). We denote the measure AUROC. For uncoupled systems, we expect that AUROC derived from a coupling measure is close to 0.5 . For a measure to detect coupling with great confidence AUROC has to be close to 1. In Fig. 3d, the AUROC shows that TE detects coupling with great confidence for as low coupling strength as $c=0.1$, followed by TERV reaching the same level of confidence at $c=0.15$, while STE fails to provide confident discrimination of the two information flow directions unless the coupling gets strong (at $c=0.5$ ).


Fig. 4. As Fig. 3, but with $20 \%$ Gaussian white noise added to the data.


Fig. 5. (a) AUROC computed for different $m_{y}\left(m_{x}=m_{y}\right)$ on 100 realizations of the weakly coupled Henon system $(c=0.1)$ for each of the two directions, for the measures TE, STE and TERV and for time steps ahead $T$ as given in the legend. The time series are noise-free and $n=1024$. (b) As in (a) but for $n=4096$ and $20 \%$ additive Gaussian white noise.

The performance of the coupling measures changes in the presence of noise. For the same setup as that in Fig. 3, but adding to the bivariate time series $20 \%$ Gaussian white noise, we observe that TERV performs best, followed by STE, while TE has larger variance and fails to detect the correct direction of coupling when it is weak (see Fig. 4). It is notable that the discriminating power of TERV has not been affected much by noise. The AUROC for TERV increases faster with $c$ than for the other two measures and reaches the highest level for $c=0.2$, while both TE and STE reaches this level when coupling gets strong ( $c=0.5$ ).

We have estimated TE, STE and TERV on the coupled Henon system for different settings of embedding dimensions (keeping $m_{x}=m_{y}$ ), time steps ahead $T$, time series length $n$ and noise level. For $n$ small and $m_{y}$ large and mostly for noisy time series, the computation of TE was not possible due to the lack of points within the given radius. Therefore the performance of TE was worse than for STE and TERV. This can be seen in Fig. 5, where the AUROC is shown for the three measures as a function of $m_{y}$ for two settings of noise-free short time series and noisy but longer time series. It seems that estimating the information flow for $T=3$ time steps ahead increases the detection of correct direction of weak coupling (e.g. $c=0.1$ in the results of Fig. 5) for all but


Fig. 6. (a) AUROC computed for different $m_{y}\left(m_{x}=m_{y}\right)$ on 100 realizations of the weakly coupled Rössler - Lorenz system ( $c=0.5$ ) for each of the two directions and for the measures STE $(T=1)$ and TERV ( $T=1$ and $T=3$ ), as given in the legend. The time series are noise-free and $n=1024$. (b) As in (a) but when $20 \%$ Gaussian white noise is added to the data.
the STE measures. For the noise-free data, the differences in AUROC among the three measures are small, and TERV for $T=3$ performs best giving AUROC $=1$ for all $m_{y}$ (see Fig. 5a). TERV for $T=3$ performs best also for the noisy data (see Fig. 5b) and generally the AUROC for TERV was almost always higher than for STE, which in turn was higher than for TE.

Similar simulations have been run on a Rössler system driving a Lorenz system given as (subscript 1 for Rössler, 2 for Lorenz)

$$
\begin{array}{ll}
\dot{x}_{1}=-6\left(y_{1}+z_{1}\right) & \dot{x}_{2}=10\left(x_{2}+y_{2}\right) \\
\dot{y}_{1}=-6\left(x_{1}+0.2 y_{1}\right) & \dot{y}_{2}=28 x_{2}-y_{2}-x_{2} z_{2}+c y_{1}^{2} \\
\dot{z}_{1}=-6\left(0.2+z_{1}\left(y_{1}-5.7\right)\right) & \dot{z}_{2}=x_{2} y_{2}-\frac{8}{3} z_{2}
\end{array}
$$

for different coupling strengths $c$. In all parameter settings, TERV was improving the results of STE, especially when $T>1$ was used (we tested for $T=2$ and $T=3$ ). An example is shown in Fig. 6 for weak coupling, $c=0.5$. While STE and TERV score about the same in AUROC when $T=1$, the use of a longer time horizon for the information flow $(T=3)$ in the estimation of TERV gives perfect detection of coupling direction for all but insufficient embeddings, $m_{x}=m_{y}=2$ (a small decrease is observed for $m_{y}=7$ ). This high performance of TERV and $T=3$ holds also when noise is added to the data, while in this case STE and TERV with $T=1$ fail to detect the coupling direction also for $m_{y}=3$.

## V. Conclusion

The use of ranks of consecutive samples instead of samples themselves in the estimation of the transfer entropy (TE) seems to gain robustness in conditions often met in real world applications, i.e. the presence of noise and the use of large embedding dimensions. This was confirmed by our results in this simulation study. Given that TE based on ranks can be a useful measure of information flow and direction of coupling, we have studied the recently proposed rank-based transfer entropy, termed symbolic transfer entropy (STE), and suggested a modified version of STE, which we termed TERV. The first modification is to use the rank of $y_{t+1}$ (one time step ahead for the response time series) in the augmented reconstructed state vector $\mathbf{y}_{t}$ including also $y_{t+1}$, instead of
considering a whole rank vector for $\mathbf{y}_{t+1}$ as done in STE. We showed that indeed this correction gives accurate estimation of the true entropy of the rank vector derived from the joint vector of $\mathbf{y}_{t}$ and $y_{t+1}$. Further, we suggested to allow the time step ahead to be $T>1$ and use the ranks of all samples at the $T$ future times $\left(y_{t+1}, \ldots, y_{t+T}\right)$ derived from the augmented vector containing the current vector $\mathbf{y}_{t}$ and these future samples. The proposed TERV measure was compared to TE and STE on two synthetic systems, a coupled map and a coupled flow, and the level of detection of the coupling direction was assessed by the area under the receiver operating characteristic curve (AUROC). TERV gave consistently higher AUROC than STE, and when the data were noisy also higher than TE. In particular, the use of $T>1$ improved the performance of TERV.

There are other issues that have not been addressed in this study, such as the use of other settings of state space reconstruction (e.g. delays larger than one and different embedding dimensions for the driver and the response system). Also, there are problems in the estimation of the measures, including TERV, that have not be discussed here, such as the statistical significance of a measures when the systems are uncoupled, and the increase of a measure also for the opposite (wrong) coupling direction when the coupling strength increases. This study is by no means extensive or complete and the measures should also be compared in many different systems (identical and non-identical).
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# Assessing the degree of synchronization in time series using symbolic representations 
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#### Abstract

We extend a recently proposed methodology to characterize synchronization in time series using symbolic representations (R. Monetti et al., Phys. Rev. E 79, 046203 (2009)). In this approach, we define symbols which are expected to contain information of the system at different time scales. Here,, a feature vector is created at every position in the time series using a set of local filters. Every feature vector is subsequently mapped into a symbol through the rank-order of its values. A representation of a time series results after mapping all feature vectors into symbols. The dynamics of coupled systems is analyzed using a transcription scheme which allows us to assess the degree of synchronization. A prototype non-linear system is used as a test bed for our method. This approach is also employed in a longitudinal case study of a child with frontal lobe epilepsy (FLE) and tested against an age-matched control group.


Index Terms-Time Series, Synchronization, Symbolic Representations, Transcription Scheme, Information measures.

## I. Introduction

SYNCHRONIZATION of oscillatory systems is a phenomenon broadly discussed in different fields of science and technology. It is also observed in chaotic oscillators where the states of complete, generalized and phase synchronization have been described theoretically [1]. Experimental observations of the various synchronization states can be found in the cardiorespiratory system [2], in the cells of paddlefish [3] and extended ecological systems [4]. In the human brain, synchronization plays an important role in epileptic seizures and its quantitative description is relevant for diagnostic purposes ([5], [6], [7], [8]). It has been argued that chronic epilepsy modifies the brains state even in interictal periods revealing altered anatomical, biochemical and functional properties [9]. Interictal EEG, even without epileptiform abnormalities, has a number of characteristic differences from the EEG of healthy subjects. These discrepancies should vanish under a successful medical therapy. Hence, an important aspect of interictal EEG assessment is the evaluation of spatio-temporal synchronization.
Here, we introduce a method to characterize synchronization in coupled systems where information measures are obtained using symbolic representations of feature vectors. The present approach is a variant of the methodology introduced in [11]. Section II is devoted to the description of symbolic feature vector representations, the transcription scheme, the concept
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of order classes, and the information measures to quantify the degree of synchronization. The application of the method to a coupled chaotic system and to EEG data in the context of epilepsy is presented in section III.

## II. Method

Let $x$ be a time series and consider a set of operators $\mathcal{F}_{i}$ suitable to extract local features of the signal at different time scales, i.e. $\mathcal{B}=\left\{\mathcal{F}_{\tau_{1}}, \mathcal{F}_{\tau_{2}}, \ldots \mathcal{F}_{\tau_{p}}\right\}$ where $\tau_{i}$ indicates a time scale. Every point in the time series can be represented by a feature vector $\vec{v}_{i}=\left(\mathcal{F}_{\tau_{1}}\left(x_{i}\right), \mathcal{F}_{\tau_{2}}\left(x_{i}\right), \ldots \mathcal{F}_{\tau_{p}}\left(x_{i}\right)\right)$ where local coarse-grained information at different time scales is compiled. Now, a symbol $V$ is defined as the rank-ordered indices of the components of $\vec{v}_{i}$. For instance, for $\vec{v}=$ $(1.6,1.3,1.4,1.5)$, the symbol associated is $V=(3,0,1,2)$. In contrast to the ordinal time series analysis introduced by Bandt et al. [12] and also applied in [11] where sequences of length $p$ extracted from time series are transformed into symbols, the symbolic representation proposed in this work points to describe changes in local features when evaluated at different time scales.

A relevant issue for the application of this method is to obtain representative feature vectors which provide local information of the system at different time scales. Thus, the choice of the operator $\mathcal{F}$ and the time scales must be guided by a previous knowledge of the system under consideration and its typical time scales. Here, we extract from the time series $p$ local features at different time scales using the fourth order Gaussian wavelet $\mathcal{W}$, i.e. the normalized $4^{t h}$ derivative of the Gaussian function. Figure 1 indicates how a symbolic representation of a signal is constructed. The signal (lower curve) is analyzed using a set of fourth order Gaussian wavelet (see Fig. 1 middle curves). Then, for every time $t$ the set of five wavelet coefficients defines a feature vector which is subsequently mapped into a symbol as explained above. The resulting symbolic representation is shown in Fig. 1 (upper curve).

The concept of transcription between symbols $A_{1}$ and $A_{2}$ was already introduced in [11] and refers to the permutation $T$ which satisfies $T\left[A_{1}\right]=A_{2}$, where the operation must be interpreted as a composition. The action of symbol $T$ is defined as follows. Let $A_{1}=\left(j_{0}, j_{1}, \ldots, j_{p-1}\right)$ and $T=$ $\left(k_{0}, k_{1}, \ldots, k_{p-1}\right)$. Then,

$$
\begin{equation*}
T\left[A_{1}\right]=\left(j_{k_{0}}, j_{k_{1}}, \ldots, j_{k_{p-1}}\right) \tag{1}
\end{equation*}
$$

The set of symbols form a finite non-Abelian group of order $p$ ! with operation $T$ known as the symmetric group $S_{p}$.


Fig. 1. Example of a piece of an EEG signal (lower curve), the corresponding five wavelet transform (middle curves), and the symbolic representation (upper curve) for $p=5$ using the fourth order gaussian wavelet at time scales $\tau=0.02$ (full line), $\tau=0.06$ (dotted line), $\tau=0.12$ (dashed line), $\tau=0.2$ (dashed-dotted line), and $\tau=0.4$ (dashed-tri-dotted line).

Thus, for every symbol $T$ in $S_{p}$ an integer number $N$ can always be found such as the composition $T^{N}=I$ where $I=(0,1, \ldots, p-1)$ is the identity symbol (neutral element of $S_{p}$ ). Since $N$ is not unique, we will always refer to $N$ as the smallest integer which satisfies the above mentioned power relation. A group of symbols which satisfy the same power relation defines an order class $\mathcal{C}_{N}$. A detailed discussion about the properties of order classes can be found in [11].
We generate symbolic representations for the time series as explained above and focus on the probability density of transcriptions between symbolic representations (called in the following source and target symbolic representations). The probability density of transcriptions $P_{T}(p)$ can be written as follows

$$
\begin{equation*}
P_{T_{k}}(p)=\sum_{\Omega=\left\{(i, j): T_{k}\left[X_{i}\right]=X_{j}\right\}} P^{C}\left(X_{i}, X_{j}\right), \tag{2}
\end{equation*}
$$

where $X_{i}\left(X_{j}\right)$ is a symbol belonging to the source (target) symbolic representation and $P^{C}\left(X_{i}, X_{j}\right)$ is the joint probability density. Let $P^{(1)}\left(X_{i}\right)$ and $P^{(2)}\left(X_{j}\right)$ be the marginal probability densities of the symbols $X_{i}$ and $X_{j}$, respectively. The matrix $M_{i, j}=P^{(1)}\left(X_{i}\right) P^{(2)}\left(X_{j}\right)$ is the probability density matrix of transcriptions for two independent processes. In this case, the probability density of transcriptions $P_{T}^{e}(p)$ can be evaluated as follows

$$
\begin{equation*}
P_{T_{k}}^{\text {ind }}(p)=\sum_{\Omega=\left\{(i, j): T_{k}\left[X_{i}\right]=X_{j}\right\}} M_{i, j}, \tag{3}
\end{equation*}
$$

The aim is to find an information measure to assess how much $P_{T}$ deviates from $P_{T}^{\text {ind }}$. A natural choice to quantify the contrast between probability densities is the Kullback-Leibler (KL) entropy

$$
\begin{equation*}
E_{K L}\left(P, P^{\text {ind }}\right)=\sum_{i} P_{T_{i}}(p) \log \left(P_{T_{i}}(p) / P_{T_{i}}^{\text {ind }}(p)\right) . \tag{4}
\end{equation*}
$$

Since the $E_{K L}$ is not a symmetric quantity, we use the
following symmetrized form [13]

$$
\begin{equation*}
S_{K L}(p)=\frac{E_{K L}\left(P, P^{i n d}\right) E_{K L}\left(P^{\text {ind }}, P\right)}{E_{K L}\left(P, P^{\text {ind }}\right)+E_{K L}\left(P^{\text {ind }}, P\right)} \tag{5}
\end{equation*}
$$

One can demonstrate that $S_{K L}(p)$ remains always finite and that $S_{K L}(p) \leq \min \left(E_{K L}\left(P, P^{\text {ind }}\right), E_{K L}\left(P^{\text {ind }}, P\right)\right)$. Other properties are discussed in [13]. It can be shown that $T$ and $T^{-1}$ belong to the same order class [11]. Thus, $S_{K L}(p)$ for transcriptions inside a class is a suitable invariant measure under the interchange of source and target time series. In the following, we will refer to $S_{K L}$ obtained using the probability density of transcriptions in order class $\mathcal{C}_{N}$ as $S_{K L}^{N}$.

## III. Applications

We apply the method to a bi-directionally coupled RoesslerRoessler system [10] defined by the following set of equations

$$
\begin{align*}
\dot{x}_{1,2} & =-w_{1,2} y_{1,2}-z_{1,2}+k\left(x_{2,1}-x_{1,2}\right) \\
\dot{y}_{1,2} & =w_{1,2} x_{1,2}+0.165 y_{1,2}  \tag{6}\\
\dot{z}_{1,2} & =0.2+z_{1,2}\left(x_{1,2}-10\right)
\end{align*}
$$

where $w_{1}=0.99$ and $w_{2}=0.95$ are the mismatch parameters. All time series were generated using a fourth-order RungeKutta method with an increment $\delta t=0.001$ and the following initial conditions: $x_{1}(0)=-0.4, y_{1}(0)=0.6, z_{1}(0)=5.8$, $x_{2}(0)=0.8, y_{2}(0)=-2$, and $z_{1}(0)=-4$. Results were saved at intervals $\Delta t=0.01$. This chaotic system exhibits a rich synchronization behavior which ranges from phase ( $k \approx 0.036$ ) to lag ( $k \approx 0.14$ ) and finally complete synchronization as the coupling parameter $k$ is increased [10]. The results presented here were obtained using the $x$-components of the Roessler subsystems. We considered time series of length $L=2^{19}$ ( $\sim 775$ orbits) For every time series, we generate $p$-dimensional feature vectors $\vec{v}_{i}=$ $\left(\mathcal{W}_{\tau_{1}}\left[x\left(t_{i}\right)\right], \mathcal{W}_{\tau_{2}}\left[x\left(t_{i}\right)\right], \ldots, \mathcal{W}_{\tau_{p}}\left[x\left(t_{i}\right)\right]\right)(i=\{0,1, \ldots, L-$ $\left.1-\tau_{p}\right\}$ ) for $p=6$ and then the symbolic representation. We have chosen wavelet scales which approximately cover the time span of one orbit of the Roessler system ( $676 \Delta t$ ), namely $\tau_{1}=10, \tau_{2}=21, \tau_{3}=43, \tau_{4}=87, \tau_{5}=175$, and $\tau_{6}=350$.

Figure 2 shows the Kullback-Leibler entropies for all transcriptions $S_{K L}$ and transcription in different order classes $S_{K L}^{N}$ for $p=6$. For small values of the coupling constant $k$, the time series behave independently since the Roessler subsystems are almost uncoupled. For $k \in[0,0.036]$, all Kullback-Leibler entropies indicate that the actual dynamics hardly deviates from that of the independent processes. All curves increase at $k \sim 0.036$ due to the transition to phase synchronization and display a peak at $k \approx 0.061$ which corresponds to period three window [10]. For stronger coupling $k$, curves increase again rather monotonically till $k \sim 0.11$. For $k \in[0.11,0.145], S_{K L}$, $S_{K L}^{3}, S_{K L}^{5}$, and $S_{K L}^{6}$ display strong fluctuations revealing the presence of 'intermittent-lag-synchronization'. This particular synchronization regime is characterized by synchronization periods interrupted by bursts of non-synchronized activity [10], [11]. The strong fluctuations displayed by these Kullback-Leibler entropies sharply vanish at the onset of lagsynchronization ( $k \sim 0.145$ ). Lag-synchronization is defined


Fig. 2. Kullback-Leibler entropy for all transcriptions $S_{K L}$ and for transcriptions in the order classes $S_{K L}^{N}$ using a sequence length $p=6$. Vertical full lines from left to right indicate transitions to phase-synchronization ( $k \sim$ 0.036 ), intermittent-lag-synchronization ( $k \sim 0.11$ ), and lag-synchronization ( $k \sim 0.145$ ), respectively. Vertical dashed lines at $k \sim 0.061$ and $k \sim 0.11$, and hatched areas $(k \in[0.232,0.256])$ indicate periodic windows. The values of the coupling constant for the onset of phase synchronization and the first periodic window were taken from [10].
through the condition $x_{1}\left(t+\tau_{0}\right)=x_{2}(t)$, i.e. the coincidence of the time series when shifted in time by a constant time lag $\tau_{0}$. Curves increase rather monotonically in the interval $k \in$ [ $0.145,0.30]$ reflecting stronger synchronization. This trend is only interrupted within the coupling range $k \in[0.232,0.256]$ where a period five window occurs. It should be noted that some order classes are better suited than others to reveal particular features of the system as periodic windows (see Fig. 2 ). In this sense, different order classes provide complementary information of the coupled system. The results obtained using this new symbolic approach are in complete agreement with those reported in [10], [11].

## A. Application to EEG

In this study, the single case results of the analysis of several EEG recordings covering two years of a child (patient A) are compared with the outcome of an age-matched control group. The first four EEG of patient A which entered this study, are taken at an age of 12.1 years and the whole follow-up spans a period of almost two years of successful therapy. The age-matched control group consists of three patients whose EEG recordings cover an age range from 10.6 to 14.4 years. All EEG recordings of the control group were classified as normal. These three patients showed seizure freedom for more than five years of follow-up. The positioning of the electrodes followed that of the standardized 10-20-International System of Electrode Placements. Every EEG recording consists of 21 synchronously obtained time series. Our data base is made up


Fig. 3. Time course of the spatial mean of the Kullback-Leibler entropy for transcriptions in order class $2 S_{K L}^{2}$ for an EEG recording of patient A. At about 6.7 min (vertical line) an epileptic seizure starts. The seizure attack is initiated by a loss of synchronization, while during the seizure the correlation is generally increased, thus $S_{K L}^{2}$ values are higher. The horizontal full lines mark the mean values of the cloud of points before and after the epileptic attack and the dashed lines indicate the corresponding standard deviations.
by a number of twenty multichannel EEG recordings: Eight EEG are recorded from patient A (age range 12.06-13.96 y). Twelve EEG are derived from the control group (three patients, age range 10.61-14.37 y). Every EEG record measures brain activity for at least 10 minutes at a sampling rate of 250 Hz and a signal depth of 16 bits. Using the same EEG data sample, Bunk et al. [?] have recently presented a detailed description of interictal EEG in pediatric frontal lobe epilepsy, where the performance of a variety of synchronization measures was compared.
To obtain a time dependent characterization of brain activity the data has been analyzed with a sliding window technique using a window size of slightly more than two seconds. The consecutive windows overlap by half the window size, which results in more than 900 separate windows for a typical EEG recording of 15 minutes and a time resolution of $\sim 1$ second.
In the case study of the patient suffering from frontal lobe epilepsy (FLE) we find that the synchronization level is significantly increased during its clinical manifestation. In fact, Fig. 3 shows the time evolution of the spatial mean of the Kullbak-Leibler entropy $<S_{K L}^{2}>$ for patient A where a seizure episode occurs. The vertical full line in Fig. 3 indicates the onset of the seizure. A comparison of the mean values of $<S_{K L}^{2}>$ before and after the epileptic seizure reveal a stronger synchronization during the seizure attack (see Fig. 3)

Figure 4 shows the temporal mean of the spatial averaged Kullback- Leibler entropies calculated only during interictal activity of the FLE patient and for the control group versus patient age. We define the contrast, i.e. the discriminative power of an information measure $S$ between the control group and the acute phase of patient A as

$$
\begin{equation*}
C=\frac{\left(<S>^{C G}-<S>^{A}\right)^{2}}{\sigma^{C G}(S)^{2}+\sigma^{A}(S)^{2}} \tag{7}
\end{equation*}
$$

The best contrast ( $C=1.85$ ) is obtained using $S_{K L}^{4}$. Figure 4 indicates that after successful medical suppression of the acute epileptic state the clinical picture still points to the


Fig. 4. Mean Kullback-Leibler entropy $<S_{K L}>$ evaluated for transcriptions in different order classes for patient A (acute phase: grey diamonds, non-acute phase: light grey triangles) and control group (black squares). The filled circles denote the averaged mean $\left\langle S_{K L}>\right.$ and the error bars indicate the variability for single EEG recordings. The horizontal lines label the mean $<S_{K L}>$ for patient A and control group and the dashed lines label the respective standard deviations. $C$ indicates the values of the contrast between the acute phase of patient A and the control group.
presence of a frontal lobe syndrome (see grey diamonds). As a consequence of a long term effective therapy these symptoms disappeared. In the course of the two year lasting follow up of the patient, the synchronization measures converge to the values obtained for the members of the control group (see Fig 4 light grey triangles).

## IV. Conclusion

We presented a variant of the methodology proposed in [11] to analyze synchronization in time series using symbolic representations. In this approach, symbols were defined via rank-ordering of a sequence of local features extracted using a suitable operator. The relationship between the time series is studied by means of a transcription scheme applied to the symbolic representations. The synchronization strength is quantified using information measures of the probability density of transcriptions belonging to different order classes. Our results indicate that some order classes may highlight particular features of the coupled system. Thus, they provide complementary information of the synchronization dynamics. We demonstrated the applicability of our method to EEG in the context of epilepsy. The newly introduced information measures proved to be sensitive to changes in the brain activity induced by a effective therapy. Symbolic representations generated using local signal features can easily be generalized to higher dimensional signals and are expected by construction to be robust against noise.
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# Characterization of pre-seizure states by a multi-signal analysis of scalp EEG and ECG signals during slow wave sleep <br> Stavros Nikolopoulos, Mario Valderrama, P. Milani, V. Navarro, Michel Le Van Quyen 

The slow wave sleep (SWS) increases the mean density of electroencephalographic paroxysmal activities whatever the epileptic syndrome. These observations have raised the possibility that SWS, well characterized by slow oscillations ( $0.5-1 \mathrm{~Hz}$ ) in scalp EEG, may provide a new window into preictal modifications in the epileptic brain. In particular, the presence of specific changes in heart rate variability (HRV) during sleep, not correlated with seizures, have been reported by several studies in the past, and both ictal and interictal modifications of heart rate regulation have been described. Here, based on the known interactions between brain and cardiac activities, we combined analysis of scalp EEG and ECG signals during SWS for 8 healthy subjects and 15 epileptic patients suffering from partial epilepsy ( 4 frontal lobe, 8 temporal lobe, 3 cryptogenic epilepsy). Sleep was polygraphically recorded and a series of 5 -min epochs were chosen from sleep stages 3 and/or 4. Electrocardiographic signals were analyzed for automatic detection of R-waves and, subsequently, a series of time- and frequency-domain measures were calculated. Furthermore, HRV and slow EEG waves was also characterized by the approximate entropy and a modified root mean square analysis of a random walk, named detrended fluctuations analysis (DFA), which proved efficacy as a diagnostic tool and advantages over existing linear methods. In a first stage, we compared the measures between healthy subjects and the patients and observed that epileptic subjects tended to show an overall lower HRV in both time-and frequency-domain parameters. Among the different bands, this decrease was most evident for the high-frequency band (HF) absolute power, reflecting altered cardiac vagal activity. In a second stage, we have analyzed ECG and EEG during SWS in continuous long-term recordings during at least 7 days duration including SWS periods and a sufficient number of clinically manifest seizures (a least 4). Each seizure was classified according to subject group, sleep/wake state, and time of day of seizure occurrence based on video-EEG-monitoring. Analysis of spectral and dynamical measures of HRV and EEG slow waves showed variable patient-specific fluctuations across the different nights and, for a majority of patients (10/15), changes were more pronounced during the nights before seizures. In conclusion, our findings suggest that easily obtainable noninvasive EEG-ECG can provide during SWS useful information for detecting relative changes in brain dynamics of epileptic patients. We speculate that the SWS represent a cyclic modulation of cortical gross excitability, inducing neuronal and automomic cardiovascular fluctuations that may provide a new characterization of epileptic seizure susceptibility.

This work is funded by the europeean FP7 project "Evolving Platform for Improving Living Expectation of Patients Suffering from IctAl Events" (EPILEPSIAE) on advanced ICT for Risk Assessment and Patient Safety.

# Complex networks as a tool for nonlinear time series analysis 

Michael Small Member, IEEE, and Xiaoke Xu


#### Abstract

Several algorithms have been recently proposed to generate complex networks from time series. In each case the basic idea is to generate a geometric object that accurately represents certain properties of the dynamics. Then, by estimating features of that geometric object it is possible to learn something about the complex nonlinear dynamics that generated the original time series. We describe the relevant features of these methods and show how they can be applied to real experimental time series. We apply these methods to a time series of Canadian lynx numbers and show that these methods can reliably differentiate and classify dynamics as either chaotic, periodic or noisy.


Index Terms-complex networks from time series, nonlinear time series analysis, chaos, Canadian lynx time series

## I. Introduction

THREE methods have recently been proposed to generate complex networks from time series. The first method, proposed by Zhang and Small [13] maps individual cycles in a pseudo-periodic (i.e. roughly cyclic or oscillatory) time series to nodes in a complex network, with links being drawn between nodes which correspond to cycles which are close. The method was based on earlier work by the same authors [12] and was shown to allow one to differentiate between lowdimensional chaotic flow dynamics and a noisy periodic orbit. Based on this method, Lacasa and colleagues [3] described a new method to map individual time series points to nodes of a complex network with nodes being connected based on a scale invariant "visibility" criterion. By construction, this method was therefore effective in identifying fractal or selfsimilar process. Finally, Xu, Zhang and Small [10] extended their previous work [13] and proposed a more generic method applicable to arbitrary time series. It is this method which will be the focus of the current paper.
In the next section (Sec. II) we describe the basic algorithm and discuss the application of this method to idealised signals. In Sec. III we demonstrate the application of this method to short and noisy experimental population dynamical time series. Finally, in Sec. IV we provide some brief concluding remarks.

## II. Networks

The algorithm proposed in [13] is limited to time series exhibiting a clearly oscillatory dynamics. The method is therefore well suited to situations where low-dimensional chaos is a plausible model of the observed dynamics, but not otherwise. One of the greatest strengths of this method is that by comparing cycles of the time series directly, one need

M Small is with the Department of Electronic and Information Engineering, Hong Kong Polytechnic University, e-mail: small@ieee.org.
X . Xu is with the School of Communication and Electronics Engineering, Qingdao Technological University, Qingdao, China.
not be concerned with embedding and delay reconstruction. In fact, the most obvious ways to compare cycles of such candidate systems are also very robust to (observational) noise [12]. In contrast, the method proposed in [10] is applicable to any time series data, provided a suitable delay embedding can be found. However, the examples given in [10] required extremely long (around $10^{4}$ embedding data) time series and were demonstrated (in the case of chaos) only for situations with minimal noise. In this communication we demonstrate one method to overcome these issues. First we specify the basic principle of the algorithm [10].
We assume that a successful (or at the very least, robust) embedding can be obtained from the time series data. Let $x_{t} \in$ $\mathbf{R}^{d_{e}}$ denote the vector time series of points in the time delay reconstruction. Each point $x_{t}$ maps to a corresponding node $n_{t}$ in the network. The adjacency matrix $A=\left[a_{i j}\right]$ is constructed such that $a_{i j}=1$ iff $x_{i}$ is one of the $K$ closest neighbours of $x_{j}$ or vice versa. In case $x_{i}$ is one of the $K$ closest neighbours of $x_{j}$ and $x_{j}$ is one of the $K$ closest neighbours of $x_{i}$, then we select another node $n_{k}$, corresponding to $x_{k}$ which is the $2 K$-th closest neighbour of either $x_{i}$ or $x_{j}$. In this way, we can ensure that each node contributes $K$ links to the network, and the mean node degree is $2 K$ (because the links are undirected). Of course, the distribution of links between nodes need not be uniform.
This transform from time domain, via an embedding, to the network structure introduces a new assortment of measures related to the adjacency matrix $A$ which we can study to unravel information related to the original dynamical systems. In [10] we examined the motif frequency distribution. That is, we looked at the relative frequency of different sets of $M$ connected nodes, for fixed $M$. In particular for $M=4$ we list all the different ways in which four nodes may be connected to one another (discounting any arrangements with isolated nodes) and then compute the number of times that each arrangement occurs for a specific network. We found that for networks generated from time series which originated from chaotic flows the sequence of motif frequency is distinct from that for hyper-chaotic systems, or for periodic or noisy dynamics. In [10] we detail the varying frequency with which these patterns occur and the dynamical origin of this variability. Of course, there are many other network-based statistics which one could estimate. However, for now we limit our attention to these motif quantities.
In [10] we consider only $M=4$ ( $M=3$ is relatively trivial, and $M>4$ is computationally difficult) and $K=4$ (the choice of $M$ and $K$ are unrelated, and actually we obtain equivalent results for a wide range of values of $K$ ). We then show that this method allows us to consider distinct motif


Fig. 1. The network constructed from a trajectory of the chaotic Lorenz system according to the algorithm described in Sec. II. Each node of the network corresponds to a point in the embedded system, and links are drawn between nodes if the corresponding embedded points are near neighbours. Below this we depict the motif frequency distribution (most to least common from left to right) for motif-4. This same Motif superfamily structure is observed in a wide variety of low dimensional chaotic systems: including all the textbook three dimensional flows.
superfamilies. Two networks (and hence the corresponding time series) are members of the same superfamiliy if different motif of size $M$ (for example, the six different motifs of size 4 are shown in Fig. 1) occur with the same relative frequency. In Fig. 1 we illustrate the results of this method with a depiction of the network constructed from a clean trajectory of the chaotic Lorenz system, along with the motif frequency distribution typical of low-dimensional chaotic dynamics.

A weakness of this method, as presented in [10] is that the algorithm only works for very long $\left(O\left(10^{4}\right)\right)$ time series. In the next section we illustrate the application of this technique, in conjunction with a nonlinear time series modelling routine to study the asymptotic dynamics of models built from a much shorter time series.

## III. LINKS FROM LYNX

Figure 2 depicts the ecological time series data which we analyse in this communication. The data depicts the annual number of Canadian lynx pelts harvested by the Hudson Bay company between 1821 and 1935. Annual reported capture is available for each year excluding the period between 1892 and 1896. For these missing years we complete the data set following an ad hoc procedure detailed in [4]. The raw data therefore consists of 113 observations. The data has then been interpolated, following a procedure described in [4] which
preserves the power spectrum while increasing the sampling rate by a factor of ten. The resultant data was provided to us by the authors of [4] and is shown in Fig. 2.

This data is still insufficient to analyse with the network based methods of [10]. Instead, we build nonlinear models from this data and analyse the dynamics of these models. This provides a form of meta-analysis of the original data. Of course, dynamics observed in the models provide only heresay evidence of the actual dynamics in the data. But, this is to be expected. Any dynamics we infer from the data is based on some a priori assumptions (that is, a model) concerning the expected form of those dynamics. By building models we are only making these assumptions more explicit.

The modelling procedure is detailed in [6]. The scalar time series data $x_{t}$ is subjected to a variable time delay embedding to attempt to capture the various relevant time scales in the system

$$
\begin{equation*}
z_{t}=\left(x_{t}, x_{t-5}, x_{t-10}, x_{t-15}, x_{t-20}, x_{t-25}, x_{t-90}\right) \tag{1}
\end{equation*}
$$

where the pseudo-period of the system is around 96 . The choice of embedding strategy is both ad hoc and arbitrary. Various alternative strategies produced similar results provided that the embedding lags span the same range of values. From the vector time series we employ radial basis models to approximate the function $f$ such that $\left\|z_{t+1}-f\left(x_{t}\right)\right\|$ is


Fig. 2. Annual number of Canadian lynx pelts reported by the Hudson Bay company (1821-1935). Data for the years 1892 to 1896 are missing and filled in following an ad hoc procedure. The data set has been interpolated by a factor of 10 (increasing the amount of available data while preserving the power spectra). The original values are shown as open circles.
minimised subject to a fixed model size $d$

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} \lambda_{i} \phi_{i}\left(\frac{\left\|x-c_{i}\right\|}{r_{i}}\right) \tag{2}
\end{equation*}
$$

where the weights $\lambda_{i}$ are determined by least-mean-squares fit, the nonlinear parameters $c_{i}$ and $r_{i}$ are chosen with a combination of random search and steepest descent, and $\phi_{i}$ is one of the following functional forms:

$$
\phi_{i}=\left\{\begin{array}{c}
\exp \left(-\frac{1}{2} x^{2}\right)  \tag{3}\\
\exp \left(-\frac{1-p}{p}\left|\frac{x}{p}\right|^{p}\right) \\
\left(2 x^{2}-1\right) \exp \left(-x^{2}\right)
\end{array}\right.
$$

that represent Guassian, "tophat" (a modified Gaussian) or a Mexican hat wavelet. The remaining parameter $d$ is selected according to the minimum description length principle. The description length is the computational cost (in terms of number of bits) required to describe a particular model and the model prediction errors of that model, rather than just describing the raw data. The "best" model is deemed to be the one which affords the shortest description of the data (that is, it achieves the greatest compression as measured with the smallest value of description length).

For a fixed model size $d$ the model which minimises the mean-squares prediction error is deemed to be best, but by selecting model size based on description length we avoid overfitting without the need for validation data. The idea behind minimum description length is detailed in [5] and the application to radial basis and neural network models which we utilise here is described in [2], [14], [8], [7]. Note that, since the optimisation problem is nonlinear, and the algorithm is stochastic, repeated application of the modelling procedure will yield a different solution.

From an ensemble of 100 models we generate trajectories of each model for the same initial conditions (taken from the original data). Representative trajectories are illustrated in Fig. 3. For each trajectory we apply the network transform and motif super-family techniques described above to identify the frequency of various motifs of size four. We find that the motif pattern provides an accurate and succinct summary of the underlying dynamics in each case.

In total, from 100 models we identified four distinct superfamilies corresponding to periodic trajectories. In every case the asymptotic dynamics was a dense one dimensional set (i.e. not a periodic map but points on a periodic flow sampled at a frequency incommensurate with the underlying period). We


Fig. 3. Typical trajectories corresponding to different motif superfamilies. The vertical scale is the same as Fig. 2, but not the horizontal axis. In each case a transient of 1000 points has been removed. The first two trajectories (models 60 and 63) correspond to models from distinct periodic superfamilies. The third model (36) is typical of the "almost-periodic" trajectories of a third superfamily (in this case, the model exhibited intermittent "periodic" bursts). The fourth and fifth trajectories (models 7 and 56 respectively) correspond to distinct chaotic superfamilies (the most prevalent among all the models). Finally, all systems which exhibited a stable fixed point (focus or node) are captured in yet another distinct superfamily (represented here by a trajectory of model 85). The numerical identifiers on the $y$-axis correspond to the particular models (see discussion).
find no difference between these trajectories and attribute the distinct groupings to transient dynamics. Trajectories of model 60 and 63 are representative of two of these groups and are shown in Fig. 3. A relatively large proportion of models belong to a separate super-family, typified by apparently chaotic but almost periodic dynamics. A trajectory of model 36 is typical of these as illustrated in Fig. 3. In this case the trajectory exhibited intermittent bursts of almost periodic dynamics (of course, the system state can not be intermittently exactly periodic) and otherwise irregular bounded and aperiodic behaviour.

Trajectories of models 7 and 56 are typical examples of chaotic dynamics and are representative of two separate superfamilies. By far the most commonly occurring superfamily is represented by model 7 and is the same as that identified in Fig. 1: low dimensional chaos. Sample attractors reconstructed from the trajectories in Fig. 3 are illustrated in Fig. 4. In Fig. 5 we contrast the various dynamics of each motif superfamily


Fig. 4. Time delay embedding $\left(d_{e}=2, \tau=20\right)$ of four of the trajectories shown in Fig. 3. Trajectory 63 (top left) is periodic, the other three (36, 7 , and 56) are increasingly disordered and correspond to different motif superfamilies. The third model (36) (of Fig. 3) is typical of the"almost-periodic" trajectories of a third superfamily (in this case, the model exhibited intermittent "periodic" bursts). The fourth and fifth modes (of Fig. 3 , numbered 7 and 56 respectively) correspond to distinct chaotic superfamilies (the most prevalent among all the models). In each plot the horizontal and vertical axes are equal, and each trajectory comes from a completely independent model of the data in Fig. III.
by computing the correlation dimension using the Gaussian kernel algorithm described by Diks [1], [11]. The distinction between the periodic asymptotic behaviour of the various superfamilies, and the corresponding distinction between the different chaotic superfamilies is not clear for estimates of correlation dimension. Nonetheless, the distinction between the various broader dynamical categories is clear.
We note that the motif family groupings are extremely good at classifying the dynamics correctly based on the asymptotic behaviour. Even in cases with a very long and atypical transient the dynamics are correctly identified. For example, in model 85 (See Fig. 3) the system exhibits apparently chaotic behaviour for over $10^{4}$ time steps before converging to a fixed point. Although the first $1.3 \times 10^{4}$ points appear chaotic (i.e. they are deterministic, bounded and aperiodic), this does not taint the motif superfamily classification. Of course, for both periodic and chaotic dynamics we do observe more than one superfamliy, while it is not clear at this stage which family is most appropriate.

## IV. Conclusion

The network construction method introduced in [10] provides a new way to look at time series data. The method relies on one being able to reliably reconstruct the system attractor with a time delay embedding, or some other technique. Nonetheless, from the network structure one immediately has an ensemble of network analysis tools which effectively provide a new set of statistics for the analysis of complex networks. In this paper, and in [10] we have only considered the prevalence of various motifs of size 4 . The choice of this particular statistic was deliberate as it gives a tool to analyse the complex network (and therefore the original time series) which has no clear analogue in nonlinear time series analysis.
Of course, the adjacency matrix of the complex network is in some ways similar to the recurrence matrix produced for recurrence plots. One can therefore consider the tools of complex network analysis as a new set of statistical measures to be applied to time series, in just the same way as recurrence


Fig. 5. Estimates of correlation dimension (results for $d_{e}=10$ and $\tau=2$ are shown, but are representative) for periodic superfamily trajectories (blue, upper panel), chaotic superfamilies (red, upper panel) and the "almost periodic" superfamily as typified by the trajectory of model 36 of Fig. 3 (yellow, lower panel). Similar results were obtained for calculations of correlation dimension with other methods, and from calculations of entropy and complexity.
plots allowed for the introduction of recurrence quantification analysis. However, unlike recurrence quantification analysis, the most commonly applied tools from complex network analysis (measures such as path length, network diameter, degree distribution, betweenness, centrality and so on) are dependent on higher order properties of the adjacency matrix, rather than geometric features of the recurrence matrix (such as the mean length of diagonal and vertical components of the matrix). In the case of recurrence matrix, statistics are computed from the geometric structure of that matrix. For complex networks, it is iterates (or other more complicated functions) of the adjacency matrix which are important.
Although we have yet to fully explore the potential of these network analysis tools, this paper has applied complex network transform of [10] to analyse the motif superfamily behaviour in an ensemble of models of an apparently (or at least "plausibly") chaotic ecosystem. In addition to observing models which exhibit a wide range of interesting dynamic behaviour (which is discussed in more detail in [6]) we show that the models are categorised into one of four basic dynamical behaviours. By comparing the behaviours of these various models, and the corresponding motif superfamilies to data using surrogate type techniques [9] we can now provide an analysis which allows us to determine which dynamical description is most suitable for this data. We can test whether the chaotic dynamics of the models which is apparently plausible is also statistically likely.
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## Non-Gaussian signal processing of biological signals <br> Max Little

Digital signal processing is dominated by concepts from classical linear systems theory first systematically described in the early 20th century. Despite the enormous success of digital signal processing based on these concepts in practical problems, there are many systems and signals for which the linear-Gaussian theory is inappropriate, in particular signals arising from natural contexts such as in biology and biomedicine. Here, we are faced with signals that show unexpectedly common large fluctuations, multimodality, long memory, and discrete transitions. For such signals, non-Gaussian techniques show improvements such as increased precision, sparseness and selectivity. In this talk, I will describe some of the ways in which non-Gaussian signal processing has advanced in recent years, and demonstrate some example applications which have particularly benefited from these advances.
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# A Survey of Connectivity in Mobile Ad Hoc Networks 

Cédric Aboue Nze, Frédéric Guinand

2009

## 1 Introduction

Mobile Ad hoc networks are networks without centralized infrastructures in which stations can move permanently in a given environment. One of the main issues in this domain is evaluation of communication algorithms which are used there. An approach to study this problem consists in studying communication graphs induced by mobile ad hoc networks. In these graphs, stations become nodes and when two stations are able to communicate, an edge is automatically created between the two corresponding nodes. Then, the study of the communication of the ad hoc networks is limited to the study of the connectivity of their connection graphs. Most studies on connectivity of ad hoc networks go in this direction. A graph is connected if there exists at least a way connecting any pair of nodes in this graph. Connectivity is the estimate of this connexity. Several studies on the connectivity of mobile ad hocnetworks have been undertaken for a few years. These studies are mainly divided into two categories.

The first category concerned the study of the K-connectivity of ad hoc networks. According to the theorem of menger, a graph is $k$ - connected if and only if, for any pair of nodes $u, v$, there are $k$ internal ways of disjoined nodes connecting $u$ to $v$. In other words, a graph is K-connected if this graph remains connected after the removal of any subset of $k-1$ nodes. It is possible to not consider nodes but edges of graph. In this case, a graph is K-connected by edges if this one remains connected after suppression of any subset of $k-1$ edges of the graph. K-connectivity gives an additional information about the connexity of the graph in particular the mean degree of node. When $k=1$ the graph is quite simply connected.

The second category of study is the evaluation of the critical transmission range of the signal of stations allowing to guarantee the connexity of the ad hoc network. These studies are used in sensors networks in order to optimize the energy expenditure of the sensors whose the emitted signal power is proportional to the length of the ray of coverage of the signal.

We present in this article a survey of the various studies undertaken on these three fields whose objective is to estimate the connectivity of the ad hoc networks.

## 2 Preliminaries

To study the connectivity in mobile ad hoc networks, we characterize each ad hoc network according to three parameters : environment, signal transmission ray of stations and stations mobility.

The environment is the surface where stations are located. They can be various types according to the size, the form, the dimension of space considered. we classify the environment according to five criteria : the first criterion is the form (square, circle). The second criterion concern the borders quality which can be closed (any station cannot come in or goes out the considered zone ) or opened (the stations can move in or move out the considered zone). The third criterion specifies if the environment is limited (i.e. if the considered zone is a torus) or not. The fourth criterion is the size of the environment. It is limited if it is not infinite and it is not limited in the contrary case. The last criterion is the obstacles. We will specify if the environment contains or not obstacles. An obstacle is a zone of the environment where stations cannot access.

The model of the signal transmission of stations is a very important parameter in the study of the connectivity of connections graphs because results obtained depend directly on the model chosen. Two models were mainly modelled by Hekmat and P. Van Mieghem in [10] in particular the pathloss model and the lognormal model. The Pathloss model simulates the behavior of the signal on large scales. It describes the existing dependence between signal power received by a receiver and distance which separates it of the transmitter. The coverage of the signal of a node is represented by a circle. The lognormal model (more realistic) captures the random variations of the radio signal on average distances to various positions. It presents the fact that the power of the radio signal received at a fixed distance from the transmitter varies considerably according to the positions around the transmitter. The coverage of the signal is deformed. The deformation of the signal can be related to interferences introduced into the model. Connectivity in this last case is evaluated in [10] [11] [15]. The majority of works study the pathloss model because it is easier to model mathematically. We will thus consider only studies using this model and we will specify if the coverage ray of the stations is homogeneous (the same one for all) or heterogeneous and if it signal crosses or not obstacles.

There exist two ways to consider the mobility of stations in order to evaluate the connectivity of the connexions graphs of modile ad hoc networks. In the first, mobility is considered implicitly. The mobility is represented as a change of topology of the graph at every moment what can involve modifications of
connections between nodes. In this case the graph is static and the localization of stations in the environment is obtained by the distribution of density of probability in the environment [3] [2]. The second way to consider the mobility of stations is explicit. When stations move in the environment, the existing edges between each pairs of nodes can disappear and other edges can appear. Then time is important for the evaluation of connectivity in particular by considering periods of connexity and nonconnexity of the graph. Several models of mobility of stations were developed these last years [1] [12]. More studied being the model random waypoint. In this model the stations choose randomly a destination in the environment. They move in straight line of their position towards this destination. Arrived at destination the stations make a pause and the cycle starts again. A large majority of the studies are relate to the first case of figure.

We will specify for each study parameters used to evaluate the connectivity of the considered ad hoc networks

## 3 Study of Connectivity in Mobile Ad Hoc Networks

The studies on connectivity and more generally of K-connectivity on mobile ad hoc networks are especially related to the networks which mobility is supposed to be implicit. The difficulty for explicitly dynamic ad hoc networks (influence of time in the connectivity computation) resides in the fact that to study them they should be simulated before. Consequently the results obtained can to be skewed by parameters of the simulation. The approach commonly used consists in studying the connectivity of the static graphs with a discrete time which corresponds to a sequence of consecutive snapshots studied separately. This approach is divided into two main categories : on the one hand the study of the asymptotic connectivity of connection graph i.e. when the number of nodes in the environment tends to the infinity and on the other hand the study of the connectivity in finite mobile ad hoc networks (when the number of nodes in the environment is weak).

### 3.1 Connectivity in Asymptotic Ad Hoc Networks

### 3.1.1 Connectivity of a paire of nodes

In this study, an environment closed, bounded and limited is considered. The signal coverage is circular (pathloss model) and the network is homogeneous (the length of signal coverage ray is the same for all the nodes). The form of the environment can be a square (or a rectangle) or a circle in order to facilitate computing. As the network is static, a knowledge of the distribution stations in the environment must be known, i.e. the spatial node distribution in the environment. There are many spatial node distributions (uniform, Poisson, Gauss, etc). The most used is the uniform distribution where any node has the
same probability to be at any position of the environment. From the spatial node distribution, we can deduce the probability density function (pdf) for a given environment. This function indicates the probability for a station to be at a precise position in the environment. Thus, at every position of the environment we have thus a probability of presence of stations. Christian Bettstetter et. al. have determined the probability density function of a homogeneous network whose stations move according to the model Random Waypoint [6] [5] and within the framework of a heterogeneous network [4]. Esa Hyytiä et. Al. have widened the field on other forms of environments (circle, polygon and triangle) in [13].

To evaluate connectivity, the probability density function is known in advance [3] [2]. Once the density probability function known, one determines the probability that two stations randomly located are connected. Connectivity between a station $a$ and a station $b$ is only possible if the station $b$ is in the signal coverage area of the station $a$. Thus if the distance between $a$ and $b$ is lower than the ray of the signal transmission, these two stations are connected [2]. The probability that the station $a$ is connected to any other station in the environment equal to the number of stations located in the coverage area of $a$ (the whole of the positions of its coverage area) on the full number of stations of the environment (the whole of the positions of the environment). That corresponds to an integration of the probability density function of the station coverage $a$.

Let $f$ the probability density function of stations in the environment, the probability of connectivity of a station with coverage $a_{0}$ at the position $x$ in the environment is :

$$
p_{0}(x)=\iint_{a_{0}(x)} f(x) d x
$$

There are two manners to apprehend the computation of the connectivity of a static ad hoc network. Firstly, from a local point of view, the connectivity is evaluated on each position of the environment. That corresponds to a distribution of connectivity in each positon of the environnment. Then by an integration on the whole of environment, a global value of connectivity is obtained. Secondly, the ad hoc network can be seen as a total entity. The probability to have a isolated node is computed in the ad hoc network. An isolated node is a node which is connected to none of its neighbors. The connectivity is evaluated by computing the probability that the connection graph does not contain an isolated node.

### 3.1.2 Ad Hoc Networks Local Connectivity

From the local point of view, it is supposed that there are $n$ nodes in the environment and these nodes are independent to each other. As a node can be connected or not to its neighbor, connectivity between two stations can be interpreted like a binary random variable ( 0 or 1 ). In this case the probability
that the node degree at every position $x$ of the environment $\left(d_{x}\right)$ is equal to $k$ ( $k$ is a constant) follows a binomial probability law [3] :

$$
p\left(d_{x}=k\right)=\binom{n-1}{k}\left(p_{0}(x)\right)^{k}\left(1-p_{0}(x)\right)^{(n-1-k)}
$$

The local mean degree $\mu_{0}(X)$ is deducted by computing the degree expectation at each position $x$ of the environment

$$
\mu_{0}(x)=E\left(d_{x}\right)=(n-1) \cdot p_{0}(x)
$$

On the large environments, when $p_{0}$ is very small, the binömiale distribution can be approximated by a the Poisson distribution. Pasi Lassila et. Al. use Binomial and Poisson laws to estimate connectivity in a circular environment, closed, bounded, limited of a homogeneous network [14]. they are obtained :

$$
p\left(d_{x}=k\right) \approx \frac{\mu_{0}(x)^{k}}{k!} e^{-\mu_{0}(x)}
$$

The probability for the node to have in more $k$ neighbors is gived by :

$$
p\left(d_{x} \leq k\right) \approx \sum_{d_{x}=0}^{k} \frac{\mu_{0}(x)^{d_{x}}}{d_{x}!} e^{-\mu_{0}(x)}
$$

It is possible to determine the distribution of K-connectivity in the environment. The probability that the node has at least $k$ neighbors at the position $x$ is:

$$
p\left(d_{x} \geq k\right)=1-p\left(d_{x} \leq k-1\right)
$$

Finally the estimate of K-connectivity (when the connection graph has at least $k$ neighbors) on the whole of environnment is :

$$
p(d \geq k)=\iint p\left(d_{x} \geq k\right) f(x) d x
$$

### 3.1.3 Ad Hoc Networks Total Connectivity

From the total point of view, the ad hoc network is perceived like a single component. The connexity of the graph depends at the same time on the coverage ray $r_{0}$ of stations and the number of stations $n$ in the environment. The study of connectivity (contrary to the local point of view) consists in evaluating the connectivity of the network according to these two parameters. Let $G$ the connection graph resulting from the ad hoc network, the probability that there is no node isolated in the graph is estimated in order to approach the probability of connectivity of the graph $G$ (close to 1 ). The probability that a node is isolated at the position $x$ by using a Poisson distribution is :

$$
p\left(i_{x}\right)=p\left(d_{x}=0\right) \approx e^{-\mu_{0}(x)}
$$

The probability to have a isolated node on the environment is :

$$
p(i)=\iint p\left(i_{x}\right) f(x) d x
$$

The probability that there are no isolated nodes in the graph $G$ is not a sufficient condition to have this graph connected :

$$
p\left(G_{\text {connexe }}\right) \geq p(i)
$$

The probability that a node is isolated among $n$ other nodes is :

$$
p(\neg i)=(1-p(i))^{n}
$$

By approximating with the Poisson law we obtain :

$$
p(\neg i)=e^{-n \iint e^{-\mu_{0}(x)} f(x) d x}
$$

The estimate of K-connectivity (when the graph of connection has at least $k$ neighbors) on the whole of environnment is :

$$
p\left(d_{\min } \geq k\right) \approx(p(d \geq k))^{n} \approx e^{-n p(d \leq k-1)}
$$

### 3.2 Connectivity in Finite Ad Hoc Networks

Results obtained of the asymptotic study of the connectivity of the ad hoc networks are not reliable when the number of nodes in the environment is finite and weak. An other method is to study the connectivity of the ad hoc networks empirically. In the Monte Carlo method in [19], $n$ stations are randomly distributed with a density $D$ in an square, closed, bounded and limited environment. The network is homogeneous. By using the Dijkstra algorithm, it is determined if the network is entirely connected or not. The process is repeated $M$ time including the number of times $m$ that the network is connected. It is deduced the probability of connectivity of the ad hoc network over the whole of the experiment period :

$$
p\left(G_{\text {connexe }}\right)=\frac{m}{M}
$$

In the same idea, Bettstetter approximates connectivity by the path probability computation in [3]. Time is discrete. It is computed the probability $p_{p a t h}$ that two stations chosen randomly in the connection graph $G_{i}$ are connected.

$$
p_{\text {path }}\left(G_{i}\right)=\frac{\text { number of pair of connected nodes }}{\text { number of pair of possible nodes }}
$$

If $p_{\text {path }}\left(G_{i}\right)=1$ then the graph $G_{i}$ is complete and connected and if $p_{\text {path }}\left(G_{i}\right)=$ 0 then all nodes of the graph $G_{i}$ are insolated. The path probability of a graph $G$ over one discretized period omega is :

$$
p_{p a t h}(G)=\lim _{\omega \rightarrow \infty} \frac{1}{\omega} \sum_{i=1}^{\omega} p_{\text {path }}\left(G_{i}\right)
$$

Bettstetter proposes an approximation of the connectivity of the graph $G_{\text {connected }}$ compared to the path probability below :

$$
p_{\text {path }}(G) \geq p\left(G_{\text {connexe }}\right)
$$

Ao Tang and Al propose an empirical formula in [19] to estimate the probability of connectivity of an ad hoc network whose environment is homogeneous, closed, bounded and limited. They are interested to know if the number of stations is finished (no more 125). Their formula is reliable only if the probability of connexity between two stations is closed to zero or one. The probability for the graph to be connected is given below.

$$
p\left(G_{\text {connexe }}\right) \approx \frac{e^{R-R c / E}}{1+e^{R-R c / E}}
$$

$R$ is the stations coverage ray, $R c$ and $E$ are parameters of the model and depend on the length of the environment border.

$$
\left\{\begin{array}{l}
R c \approx\left(1.0362 \sqrt{\frac{\ln (n)}{n}}-0.073\right) L \\
E \approx\left(\frac{0.3743 n-0.3331}{n . \ln ^{2}(n)}\right) L
\end{array}\right.
$$

they propose an upper limit of the probability of connexity of two stations randomly choosen in a square, closed, limited and homogeneous ad hoc network with the stations uniform distribution. If $L$ is the border length of the environnment., $n$ is the number of stations, $r$ is the signal coverage ray of stations and sigma $=l / 3$ then $:$

$$
p \leq 1-e^{-n^{2} r^{2} / 4 \sigma^{2}}
$$

In the same way, Madhav Desai and D. Manjunath in [8] propose an approximation of the limit upper of the probability of connectivity of an entire ad hoc network where the environment is in two dimensions closed, limited, limited uniform distribution according to the ray of cover of the signal $r$, length of with dimensions of the environment and amongst stations in environnment the $n$.

$$
p\left(G_{\text {connexe }}\right) \leq\left(\sum_{k=0}^{n-1}\binom{n-1}{k}(-1)^{k} \frac{(z-k r)^{n}}{z^{n}} u(z-k r)\right)^{2}
$$

When the network is not entirely connected, Ao Tang et. Al. propose an index of connectivity which estimate the connectivity according to the number of connected component in the environment eta and the number of nodes in each component $n_{i}$.

$$
\eta=\frac{\sum_{i} n_{i}\left(n_{i}-1\right)}{\sum_{i} n_{i}\left(\sum_{i} n_{i}-1\right)}
$$

The stations mobility can be taken into account by considering the index of connectivity at each discretized time interval eta $a_{i}$. Then, the probability of connecticity between two stations becomes :

$$
p=1-\prod_{i=1}^{k}\left(1-\eta_{i}\right)
$$

Wang Hanxing, Liu Guilin and Zhao Wei compute analytically the connectivity of an ad hoc networks uniformly distributed in an environment closed, bounded, limited and homogeneous according to a F-node of a connected graph [20]. A f-node is a node of a connected graph whose the deletion returns the graph disconnexe and divides it into several components. Wang Hanxing et. Al. compute the probability of connexity of two stations in this graph according to the number of connected component and show that this graph is composed of more five components.

## 4 Study of Critical Transmission Range for connectivity

The second way studied is the critical transmission range (critical coverage ray) necessary to the stations to connect the whole network. Two options are possible : the case where the ad hoc network coverage is homogeneous and the case where it is heterogeneous. However the way currently studied concern the homogeneous ad hoc networks.

### 4.1 Critical Transmission Range of asymptotic connected Networks

P. Gupta and P.R. Kumar [9] have determined a sufficient condition on the coverage ray of stations $r$ to connect the whole ad hoc network when the number of nodes tends to the infinity. The environment is normalized, limited, closed, bounded and without obstacles. The stations are uniformly and independently distributed in the environment. Two stations can communicate only if the distance separating them is lower or equal to the coverage ray $r$. If $\operatorname{pir}^{2}(N)=\frac{\log n+c(N)}{N}$ then the graph $G(n, r(n))$ is asymptotically connected with a probability 1 when n tends to the infinity if and only if $c(n)$ to + infty. Mobility is not taken into account however it can be perceived as a change of topology of the ad hoc network in which computations are repeated when the topology change.

Paolo Santi and Douglas Mr. Blough have extended the result for square environment in 1,2 or 3 dimensions [18]. They suppose that if $n$ nodes uniformly and independently distributed are in an area $R=[0, l]^{d}$ with $d=2$ or $d=3$, if $r^{d} n=k l^{d} l n(l)$ for any constant $k>0, r$ very small compared to $l, n$ very
large compared to 1 , then if $k>d . k_{d}$ or $k=d . k_{d}$ with $r$ very large compared to $1\left(k_{d}=2^{d} d^{D / 2}\right)$, then the communication graph is connected when $n$ tends to infinity the

According to Penrose et. al. in [16], the value of common minimal transmission such as the communication graph is connected is equivalent to the longest edge length of an Euclidean minimal spanning tree. Paolo Santi has established that this longest edge of a minimal spanning tree depends only on the minimal value of the probability density function [17]. If $M$ is a model of mobility of nodes in a square environment standardized $R=[0.1]^{2}$, closed limited and without obstacles. By supposing that the probability density function of nodes in the environment $f_{m}$ is continuous on borders and the minimum of $f_{m}$ on $R$ is higher than zero, then when the constant $c G e 1$ we have :

$$
\lim _{n \rightarrow \infty} r_{M}=c \sqrt{\frac{\ln n}{\pi n}}
$$

In the preceding formula, the problems consist in evaluating the constant $c$ when $n$ tends to the infinity. However it is possible to compute probability density function of the nodes moving according to random waypoint mobility model within an environment closed, bounded, limited and without obstacles [17]. The critical range of transmission depends on pause time $p$ of the stations and their travel velocity $\left(v_{\min }=v_{\max }=v\right)$. The minimal value of the probability density function is reached on the borders of the environment. It is equal to the pause probability of $P_{p}=\frac{p}{p+\frac{0.521405}{v}}$ and the critical coverage ray of stations is :

$$
\lim _{n \rightarrow \infty} r_{p}^{w}=\left(\frac{p+\frac{0.521405}{v}}{p}\right) \sqrt{\frac{\ln n}{\pi n}} \quad \text { si } p>0
$$

Evaluation of the probability of pause of stations moving according to the Random Waypoint mobility model was studied in [5] :

$$
p_{\text {pause }}=\frac{E\left[t_{\text {pause }}\right]}{E\left[t_{\text {pause }}\right]+E\left[t_{\text {deplacement }}\right]}
$$

Guanghui Zhang et Al. compute the probability of pause $p_{p}$ according to the pause time $t_{\text {pause }}$, maximum speed $v_{\max }$ and minimal speed $v_{\min }$ in order to measure the effects of the mobility on the critical transmission range for connectivity of ad hoc networks [21].

$$
p_{\text {pause }}=\frac{t_{\text {pause }}\left(v_{\max }-v_{\min }\right)}{t_{\text {pause }}\left(v_{\max }-v_{\min }\right)+0.521\left(\ln v_{\max }-\ln v_{\min }\right)}
$$

### 4.2 Critical transmission range of Finite Ad Hoc Networks

A fundamental result in the study of critical signal coverage of nodes in finite ad hoc networks wa presented by Penrose and Al in [16]. Indeed, the common
minimal transmission value such as the communication graph is connected is equivalent to the length of the longest edge of Euclidean minimal spanning tree. Miguel Sanchez et al. in [7] use this idea in order to compute the critical transmission range of ad hoc networks by considering different types of mobility models (Random Waypoint, Random Gauss-Markov, Random direction model). Their results obtained show that there does not exist strong dependence between the mobility model and the critical coverage ray of the station.

## 5 Conclusion

We have presented in this article different studies undertaken these last years on connectivity for stations in the ad hoc mobile networks. Two fields were mainly studied. the probability computation of connectivity of a graph and the computation of critical transmission range of the signal of stations. The propagation model of the signal is supposed to be circular, however recent studies propose a model of the signal propagation which integrates the interferences (model lognormal). This model remains difficult to formalize mathematically as well as the interferences of environnment. Another field which was not studied in this article concern the heterogeneous ad hoc networks. However, certain articles tackled the subject. Although most these studies concern the static ad hoc networks, the ad hoc networks integrating the stations mobility explicitly start to show interest. Connectivity is very dependant of environment. however, the majority of the studies presented in this article does not integrate the obstacles in the environment (except borders).
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# On the use of social agents for image segmentation 
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#### Abstract

In the literature, there are a lot of methods for image segmentation. Unfortunatelly, they are often limited in their capacity to treat image odtained by an acquisition system (Optical, X-Ray, IRM, ...). Thus, many of them are dedicated to particular solutions and there is no generic method for solving the image segmentation problem. In this paper, we present a way to implement segmentation methods which use models coming from biology: social spiders and social ants which are implemented by a multi-agent system. After a presentation of the principles of these two methods, we will quickly present two another ones: Region Growing and Otsu thresholding methods, in the aim to compare their results. The simulation of these methods shows results that are promising. Some perspectives have been retained in order to overcome agent-based methods for having a robust segmentation technique.


Index Terms-Image segmentation, Social spiders, Social ants, Multi-agent system, Articial life.

## I. Introduction

IMAGE SEGMENTATION consists on partitioning an image into a set of regions that covers it. After this process, each pixel is affected to a region and each region corresponds to a part of the image. The discontinuity between the regions constructs the contour of the object. The segmentation approaches can be divided into three major classes [6]. The first one corresponds to pixel-based methods which only use the gray values of the individual pixels. The second one is the edge-based methods which detect edges, for example, this can be done by computing a luminacy function. The last one, the region-based methods which analyze the gray values in larger areas for detecting regions having homogeneous characteristics, criteria or similitude. Finally, The common limitation of all these approaches is that they are based only on local information. Sometimes, only a part of the information is necessary. Pixel-based techniques do not consider the local neighborhood. Edge-based techniques look only for discontinuities, while region-based techniques only analyze homogeneous regions. Robust, automatic image segmentation requires the incorporation and efficient utilization of global contextual knowledge. However, the variability of the background, the versatility of the properties of the regions to be extracted and the presence of noise make it difficult to accomplish this task. Considering this complexity, one often applies different methods during the segmentation process according to the specifities of the images.

A MAS ${ }^{1}$ is composed of heterogeneous unembodied agents carrying out explicitly assigned tasks, and communicating via symbols. On the contrary, many extremely competent natural
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${ }^{1}$ Multi-Agent System.
collective systems of multiple agents (e.g. social spiders and social ants) are not knowledge based, and are predominantly homogeneous and embodied; agents have no explicit task assignment, and do not communicate symbolically. A common method of control used in such collective systems is stigmergy, the production of a certain behavior in agents as a consequence of the effects produced in the local environment by previous behavior [11].
Social insects like ants are one of the most diverse and ecologically important organisms on earth. As superorganisms, they live in intricately governed societies that rival our own in complexity and internal cohesion. For example, they are particularly well suited to post-genome biology age because they can be studied at multiple different levels of biological organization, from gene to ecosystem, and much is known about their natural history [19].

Social spiders belong to spider species whose individuals form relatively long-lasting aggregations. Whereas most spiders are solitary and even aggressive toward conspecifics, hundreds of species show a tendency to live in groups and to develop collaborations between each other, often referred to as colonies. For example, spiders of 5 mm in body length are capable to fix silks up to a volume of $100 \mathrm{~m}^{3}$ [2]. This technique is used to trap preys having big forms.

Ramos et al. have explored the idea of using a digital image as an environnement for artificial ant colonies. They observed that artificial ant colonies could react and adapt appropriately their behavior to any type of digital habitat [17]. He also investigated ant colonies based data clustering and developed an ant colony clustering algorithm which he applied to a digital image retrieval problem. By doing so, he was able to perform retrieval and classification successfully on images of marble samples [10]. Liu et al. have conducted similar works and have presented an algorithm for grayscale image segmentation using behavior-based agents that self reproduce in areas of interest [12]. Hamarneh et al. have shown how an intelligent corpus callosum agent, which takes the form of a worm, can deal with noise, incomplete edges, enormous anatomical variation, and occlusion in order to segment and label the corpus callosum in 2D mid-sagittal images slices in the brain [13]. Bourjot et al. have explored the idea of using social spiders as a behavior to detect the regions of the image. The principle is to weave a web over the image by fixing silks between pixels [8].

In this paper, two methods based on an Ant System and a Spider System are described and compared with two classical methods. The first method consists on travelling on the pixels of the image and lays down a pheromone where each pixel validates our criteria: morphologic gradient. The second is a region-based technique which tries to fix silks between homogeneous pixels to construct webs.

This paper is organized as follows. Section II describes
the two types of MAS with an explanation of the usage of such systems in the image segmentation domain. Section III presents the experimentation of our implementation by using comparison criteria with two segmentation techniques: Region Growing and Otsu thresholding. Finally, our implementation is discussed and we conclude with further expected improvements and perspectives for these systems.

## II. Segmentation with social agents

A MAS is a distributed system composed of a group of agents, which interact between themselves through an environnement. Agents are classified into two categories: cognitive and reactive. Cognitive agents have a global view of the environment, they know the task for which they work. Conversely, reactive agents only know a restricted part of the environment. They react to environment stimulus and can modify this environment by adding or removing informations. Reactive agents do not know the complex task for which they work: they have a restricted set of simple features and they only apply them. Spiders or ants colonies are an example of reactive agents: each one knows locally what it has to do, but no one knows the more complex task for which they work.
Multi-agent systems are composed of an environment and a set of agents. For segmentation purpose, environment is created from a given grayscale picture: it is a matrix of gray pixels. The system and its agents have a life cycle. A cycle of the system consists in executing the life cycle of each agent. This life cycle is transposed to a step. The number of steps to be executed is given by the user. Two methods will be presented here: social ants and social spiders.

## A. First MAS model: social ants

As previously mentioned, ants are social insects. They exhibit very good organization and construction abilities by colony behaviors. One of the important ones is their object searching behavior, in particular, how they can find the path to the object of interest from their nest. While walking from their nest to the object to be detected, ants leave on the way a kind of substance called pheromone whose concentration becomes weaker with time due to evaporing, forming in this way a pheromone trail. During their route, ants smell the pheromones deposited and when choosing their way, they tend to choose the most pheromoned direction. And the more the ants choose the same direction, the stronger the pheromone concentration is. Thus, this pheromone concentration helps the ants in choosing their shortest movement to the object of interest. Such algorithm is called $\mathrm{ACO}^{2}$ algorithm [7] [18] [5]. In image segmentation domain, lots of proposed multi-agent methods have been inspired from this concept to elaborate a robust edge-based method [4] or region-based method [3].
For segmentation purpose, from the behavior explained above, we have chosen to use the act of deposing pheromones to perform our image segmentation task. This segmentation uses a number of ants that are injected randomly through the environnement and guides them with a morphological

[^32]gradient. The kernel used here to compute the gradient is a $3 \times 3$ pixels as shown in figure 1 . If the pixel passes the test then an ant leaves a pheromone on it and steps to the pixel having the highest gradient in its neighborhood.


Fig. 1. Gradient computation kernel.
The pixels in the environnement are classified into three categories: marked, visited and free. Figure 2 shows an example of the environnement having these categories and where an ant is trying to move to another pixel. Firstly, each ant computes the morphological gradient on its own pixel. Then, the pixel is classified as visited or marked depending on the condition established by the user. This ant has the capability to move on its 8 -neighborhood. Thus, an ant looks to the free pixels and moves to the one having the highest gradient. If not, the ant in question passes to an impasse status.


Fig. 2. Ants movement.
Algorithm 1 presents the description of the conditions presented above. The user has to fix three parameters: the percentage of pixels visited, the morphological gradient threshold and the number of agent. After that, the process begin trying to visit the percentage done by the user and marking pixels which passed the gradient condition. The complexity of this algorithm is $O($ Nbagent $* N b T)$ where Nbagent is the number of agents fixed by the user and $N b T$ is the number of times the process passes the condition in line 2.

1) Optimization: In order to optimize the number of parameters to be delivered by the user, we have decided to fix the percentage of pixels to $100 \%$ to ensure that all the pixels were evaluated. For the morphological gradient threshold, we compute it as the minimum difference between two locals maxima of the histogram of the image having the highest distribution of pixels between them. The number of agent depends linearly from the maxima. Therefore, there is no absolute optimum value for the Nbagent parameter but this problem can be bypassed by a numerical solution such as injecting one hundred times the number of local maxima.

## B. Second MAS model: social spiders

Social spiders have been defined by the biologists to present stigmergic process like social insects. The characteristics of these societies and the importance of the silk in the various

```
Algorithm 1 Ants method
Require: Pixels: Matrix of pixels \(\in \mathbb{N}^{2}\), PerV: Percentage of
    pixels visited and Grad: Morphological gradient threshold
    \(\in \mathbb{R}\) and Nbagent: number of agents \(\in \mathbb{N}\).
    \(\mathrm{NbVisited} \leftarrow 0\).
    while \(\operatorname{PerV}>\operatorname{Per}(\mathrm{NbVisited})\) do
        for Each agent s do
            \(G_{1} \leftarrow\) ComputeGrad(Pixel(s)).
            if \(G_{1} \geq\) Grad then
                \(\operatorname{Mark}(\operatorname{Pixel}(\mathrm{s}))\).
            end if
            \(G_{2} \leftarrow\) ComputeGrad(Neighborhood(Pixel(s))).
            Move(s, Position( \(\left.\operatorname{Max}\left(G_{2}\right)\right)\) ).
            \(\mathrm{NbVisited} \leftarrow \mathrm{NbVisited}+1\).
        end for
    end while
```

behavior have created a different model from the social insects one. During their cycle, social spiders have the abilities to fix silks, move forward and move back. This model have characteristics which sufficiently distinguishes the levels of the realized spots, the society organization and the communication supports. Indeed, social spiders correspond to an interest model for three reasons [9]:

1) social spiders do not present any specialization in morphology and ethology;
2) an isolated social spider presents behavioral characteristics very close to lonely species;
3) social spiders show spectacular organization and cooperation forms, in particular, the web construction and the prey capture or its transportation phenomenon.

As mentioned before, Bourjot et al. have proposed a method using social spiders as a model of behavior to detect the regions of the image [8]. Its principle is to weave a web over the image by fixing silks between pixels using probabilistic movement. This method has been implemented and evaluated by Bourjot et al. and Moussa et al. [1]. It has given good results on synthetic images but failed on more complex images such as $\mathrm{MRI}^{3}$ images. Thereby, we have decided to built a new method by using some ideas from that described above.

Following the model previously described, we can design spiders as agents. Spiders are reactive agents. They are defined by an internal state composed of a set of parameters values, a current position and the last pixel where a spider has silked. These spiders have also an ability to move in the environnement, to fix a silk ${ }^{4}$ and to come back ${ }^{5}$. Spiders which detect the same region can be grouped in a set called a colony. Spiders of a same colony share the same set of parameters values.

Spiders try to move through their 8-neighborhood, they prioritize the non-silked pixels and try to fix silks on them. If they fail, they move back to the last fixed silk. At the end of the process, groups of spiders are formed and are called

[^33]regions. Figure 3 presents an example where a spider try to fix a silk or move back using the intensity variation as a condition.


Fig. 3. Spiders movement.

Algorithm 2 performs as follow: for a number of steps delivered by the user, agents try to move through pixels for fixing silks and therefore detecting regions. The number of agents is also fixed by the user and a threshold allowing the spider to fix a silk and therefore to move forward or to move back. Its complexity is about $O(N b a g e n t * N b i t)$ where $N$ bagent is the number of agents fixed by the user and Nbit is the number of steps that the spiders should do.

Algorithm 2 Spiders method
Require: Pixels: Matrix of pixels $\in \mathbb{N}^{2}$, Nbagent: number of agents $\in \mathbb{N}$, NbIt: Iteration number $\in \mathbb{N}$ and Thres:
grayscale Threshold $\in \mathbb{N}$.
while Ite $->0$ do
for Each agent a do
$\mathrm{T} \leftarrow \operatorname{computeInt}(\operatorname{Pixel}(\mathrm{a}))$.
if $T \leq$ Thres then
Move(a, Position(Pixel(T))).

LastFixedSilk(a) $\leftarrow \operatorname{Pixel}(\mathrm{a})$.
else
Moveback(a, LastFixedSilk(a)).
end if
end for
end while

1) Optimization: In this case, only the threshold has been optimized. Its computation consists on the minimum variation of two locals maxima. But for the other two parameters, at present, we are not able to compute them automatically due to their dependency between each other.

## III. METHODOLOGY USED FOR COMPARISON

In this section, we compare the social spiders method with other segmentation methods while the social ants method is interpreted separately. We do not search for counting the contours but to evaluate the result of the social ants segmentation. These comparisons allow us to determine whether the social spiders and ants methods brings something positive compared to traditional segmentation methods.

We use these comparisons on two other methods:

- a classification method by thresholding: the Otsu method [15];
- a region-based method: the Region Growing method [16].

To compare these methods, we need to establish criteria to be used on all test images. We compare the results on several points:

1) the number of regions;
2) correspondence between the regions of the model and the segmentation result;
3) execution time.

Definition Let $\Gamma$ be an image and $\Delta$ its segmentation result. We call $\Gamma_{i}$ the region i of the image and $\Delta_{j}$ the region j of the result.

The number of regions allows us to determine whether the method considered detects a number of regions close to reality. In the case of noisy images, it is possible that some methods detect regions with insignificant size. That is why we add to the total number of regions, the number of regions having insignificant size. For our output segmentation, we consider a region as insignificant if its size is less than 10 pixels.

The computation of the number of regions is done on the segmentation method result on which a labeling is added to the connected components to consider the regions connected.

The correspondence between initial image and its result enables us to determine if the regions identified by the method correspond to the regions defined in the initial image. This is only possible in the case of synthetic images.

To compute the accuracy, it is necessary to determine which region $\Delta_{j}$ matches the most the region $\Gamma_{i}$. This region is determined by:

$$
\begin{align*}
n^{i} & =\frac{\text { the total number of pixels }}{\text { the pixels of } \Gamma_{i}} \\
n_{j} & =\frac{\text { the total number of pixels }}{\text { the pixels of } \Delta_{j}}  \tag{1}\\
n_{j}^{i} & =\frac{\text { the total number of pixels }}{\text { the common pixels between } \Delta_{j} \text { and } \Gamma_{i}}
\end{align*}
$$

Thus, it is possible to compute $\delta_{i, j}=\frac{n_{j}^{i}}{n^{i}}$ and $\gamma_{i, j}=\frac{n_{j}^{i}}{n_{j}}$ representing respectively the proportion of pixels of $\Gamma_{i}$ belonging to $\Delta_{j}$ and the proportion of pixels of $\Delta_{j}$ belonging to $\Gamma_{i}$. We have two ways to choose the region that corresponds to $\Delta_{j}$ corresponding the most to $\Gamma_{i}$ :

1) $\Delta_{k}$ as the value of $\delta_{i, k}$ is maximum: in this case, we prefer the fact that $\Gamma_{i}$ and $\Delta_{j}$ have a maximum of pixels in common;
2) $\Delta_{k}$ as $\delta_{i, k}+\gamma_{i, k}$ is maximum: same as above, but we add the requirement that $\Delta_{k}$ must have a minimum of pixels in other regions than $\Gamma_{i}$.
In our results, we indicate two points, accuracy $y_{\delta}$ and accuracy ${ }_{\delta+\gamma}$, which corresponds respectively to the two choices of $\Delta_{k}$ described above. In both cases, the accuracy will be the average values for all regions of the model.

## A. Region Growing

The Region Growing method consists on building a region from one chosen pixel and then adding recursively neighbors whose grayscale difference with the original pixel is below a threshold [16].

This method tries to grow an initial region by adding to this region the connected pixels that do not belong to any region. These pixels are the neighborhood pixels already in the region and whose grayscale is sufficiently close to the area. When it is not possible to add pixels, we create a new region with a pixel that has not been selected yet, then we grow the region.
The method ends when all the pixels were chosen by a region.

## B. Otsu

Otsu has developed a multi-level thresholding method [20]. Its aim is to determine, for a given number of regions, the optimum values of different thresholds based on the variance of subdivisions created.

The basic method consists on separating the foreground from the background. In this case, we search the optimal threshold to split the pixels in two regions. For a threshold t , it is possible to compute the between-class variance $\sigma^{2}(\mathrm{t})$. This measure is derived from the average intensity $\mu_{1}, \mu_{2}$ and $\mu$ of classes $[0 ; \mathrm{t}],[\mathrm{t}+1 ; \mathrm{L}]$ and $[0 ; \mathrm{L}]$ where L is the maximum intensity.

The Equation 2 introduce the computation of $\sigma^{2}$, where $w_{1}$ and $w_{2}$ represent the proportion of pixels in the class $[0 ; \mathrm{t}]$ and $[\mathrm{t}+1 ; \mathrm{L}]$ compared to the total number of pixels.

$$
\begin{equation*}
\sigma^{2}(t)=w_{1}(t)\left(\mu_{1}(t)-\mu\right)^{2}+w_{2}(t)\left(\mu_{2}(t)-\mu\right)^{2} \tag{2}
\end{equation*}
$$

The Otsu method shows that the optimal threshold $t^{*}$ is obtained for a between-class variance. The method consists on computing the variance for all possible thresholds $(t \in\{1$; $\ldots ; \mathrm{L}-1\}$ ) and determining its maximal value.

This method could be extended easily to the computation of M classes with M-1 thresholds $\left\{t_{1} ; t_{2} ; \ldots ; T_{M-1}-1\right\}\left(t_{1}\right.$ $\left.<t_{2}<\ldots<t_{M-1}\right)$. The between-class variance is defined then as follows:

$$
\begin{equation*}
\sigma^{2}\left(t_{1}, \ldots, t_{M-1}\right)=\sum_{M-1}^{M} w_{k}\left(\mu_{k}-\mu\right)^{2} \tag{3}
\end{equation*}
$$

where $w_{k}$ represent the proportion of pixels in the class [ $\left.t_{k-1} ; t_{k}\right]^{6}, \mu_{k}$ the intensity average of this same class and $\mu$ the intensity average of the class $[0 ; \mathrm{L}]$.

For each M-1-uplet, we compute thresholds of the betweenclass variance. The optimal thresholds, $\left(t^{*}, \ldots, t_{M-1}^{*}\right)$, correspond to the maximum value of the between-class variance.

Chen et al. propose an algorithm that minimizes the number of necessary computation to obtain a faster algorithm [15]. This method had been implemented for our evaluations tests.

## C. Experimentations

Now, we will present the results of the experimentation on 2D images with and without noise. Firstly, we will see the results of segmentation obtained with a non-noisy image to ensure the functioning of the different methods, then we will see the results on a noisy-image to determine the noiseresistance of the spiders and ants methods. For the spiders

$$
{ }^{6} t_{0}=0 \text { and } t_{M}=\mathrm{L} .
$$

method, the non-detected pixels are colored. Therefore, they will be seen as a noise in the image segmentation results.
The execution time to be given comes from the simulation of the methods on a machine equipped with an Intel Quad Q9550 ( 4 cores having 2.83 GHz ) and 4 GB of RAM. The operating system of this machine is a Linux kernel $2.6 .21 \times 86 \_64$. The synthetic and the brain images are respectively composed of 10 and 94 regions. The size of the test images is $256 \times 256$ pixels.
Figure 4 and 5 presents respectively the results of the different image segmentation techniques applied on a non-noisy synthetic and brain image. Their informations are explored in table I and II.


Fig. 4. 2D segmentation of synthetic image: a) Original image b) Social spiders, c) Social ants, d) Region Growing, e) Otsu.

|  | Social spiders | Social ants | Region Growing | Otsu |
| :---: | :---: | :---: | :---: | :---: |
| Region | 11 | x | 10 | 10 |
| Region $>$ 10px | 11 | x | 10 | 10 |
| Accuracy $_{\sigma}$ | $98.3 \%$ | $95.5 \%$ | $100 \%$ | $100 \%$ |
| Accuracy $_{\sigma+\gamma}$ | $98.3 \%$ | $93.2 \%$ | $100 \%$ | $100 \%$ |
| Time | 318 s | 0.2 s | 0.4 s | 15 s |
| TABLE I |  |  |  |  |
| 2D RESULTS: SYNTHETIC IMAGE WITHOUT NOISE. |  |  |  |  |



Fig. 5. 2D segmentation of Brain image: a) Original image b) Social spiders, c) Social ants, d) Region Growing, e) Otsu.

|  | Social spiders | Social ants | Region Growing | Otsu |
| :---: | :---: | :---: | :---: | :---: |
| Region | 223 | x | 8670 | 1703 |
| Region $>$ 10px | 56 | x | 456 | 376 |
| Accuracy $^{2}$ | $71.4 \%$ | $95.1 \%$ | $65.5 \%$ | $91.2 \%$ |
| Accuracy $_{\sigma+\gamma} \gamma$ | $65.8 \%$ | $92.6 \%$ | $59.7 \%$ | $89.7 \%$ |
| Time | 323 s | 0.3 s | 0.5 s | 14 s |
| TABLE II |  |  |  |  |
| 2D RESULTS: BRAIN IMAGE WITHOUT NOISE. |  |  |  |  |

For the synthetic image, the results of Region Growing (threshold $=25$ ) and Otsu (thresholds $=60,127,178$ and 204) methods have a maximum accuracy with a number of regions that corresponds to the image. The spiders method (iterations $=100000$, spiders $=10000$ and threshold $=25$ ) has a region that corresponds to the extra pixels that have been detected by any spider. This region is not connected, the pixels that compose it are scattered throughout the image. These pixels are merged with the most likely region. The processing time is bigger than the other methods with less accurate results. The ants method (ants $=10000$, gradient $=51$ ) has delivered a good accuracy for the detection of the contours with the same number of contours for the original image. The supplement region discussed above on the segmentation image obtained by social spiders is composed of scattered contours. These contours are found by the social ants segmentation with a good precision and a fast computation time.

In the case of the brain image, the Region Growing method (threshold $=13$ ) has the lowest accuracy and the biggest number of regions. Otsu method (thresholds $=15,44,76$ and 95 ) produced the highest number of insignificant regions which leads an oversegmentation of the image. Same as above, The social spiders method (iterations $=100000$, spiders $=$ 10000 and threshold $=25$ ) has pixels not selected by any spider (ie. they are colored by black in the image and spreaded like noise). It is therefore possible to perform a post-treatment that would link these pixels to the colony that have a strong presence in their neighborhoods. Its accuracy is better the the other methods. As for the social ants method (ants $=$ 10000 , gradient $=26$ ), it has approximatively recovered all the contours with good accuracy.

Despite the fact that the difference between region-based segmentation methods is small, the accuracy of the results of the spiders and the ants methods are worse than the other methods for the synthetic image case and better for the brain case. However, as the spiders and the ants methods are stochastic methods, we do not expect to get maximum accuracy. Let us test that this accuracy will remain stable when adding noise.

For that, we added noise to the original images ( $20 \%$ ). The results of the different image segmentation techniques applied on the synthetic and brain noisy images are respectively presented in figure 6 and 7 . Their statistics are mentioned in table III and IV.


Fig. 6. 2D segmentation of synthetic image with noise: a) Original image b) Social spiders, c) Social ants, d) Region Growing, e) Otsu.

|  | Social spiders | Social ants | Region Growing | Otsu |
| :---: | :---: | :---: | :---: | :---: |
| Region | 425 | x | 89 | 3096 |
| Region > 10px | 51 | x | 10 | 580 |
| Accuracy $_{\sigma}$ | $84.6 \%$ | $75.2 \%$ | $99.9 \%$ | $50.1 \%$ |
| Accuracy $_{\sigma+\gamma}$ | $81.5 \%$ | $73.3 \%$ | $99.9 \%$ | $34.6 \%$ |
| Time | 327 s | 0.2 s | 0.5 s | 18 s |
| TABLE III |  |  |  |  |

2D Results: Synthetic image with noise.

(a)

(b)

(c)

(d)

(e)

Fig. 7. 2D segmentation of Brain image with noise: a) Original image b) Social spiders, c) Social ants, d) Region Growing, e) Otsu.

|  | Social spiders | Social ants | Region Growing | Otsu |
| :---: | :---: | :---: | :---: | :---: |
| Region | 223 | x | 1846 | 3096 |
| Region $>$ 10px | 56 | x | 93 | 580 |
| Accuracy | $75.3 \%$ | $60.2 \%$ | $65.4 \%$ | $72.2 \%$ |
| Accuracy $_{\sigma}+\gamma$ | $70.1 \%$ | $59.4 \%$ | $43.3 \%$ | $65.9 \%$ |
| Time | 388 s | 0.4 s | 0.5 s | 15 s |
| TABLE IV |  |  |  |  |
| 2D RESULTS: BRAIN IMAGE WITH NOISE . |  |  |  |  |

In the case of synthetic noisy image, adding noise caused a decrease in the accuracy of the results of all methods except Region Growing (threshold $=50$ ) which presents a robustness to noise. The result of the spiders method (iterations $=100000$,
spiders $=10000$ and threshold $=50)$ has decreased in term of accuracy. Furthermore, the difference between the accuracy of the non-noisy image and the noisy one is minimal for the spiders method. These two points allow us to say that the spiders method is less sensitive when adding noise to the image. The number of regions has increased for the three methods compared to the non-noisy image segmentation. However, a number of regions rather high can be explained by a number of pixels non-detected more important, leading to disconnection of the regions. We note that the Otsu method (thresholds $=15,64,134$ and 200) produces the most regions. This method, unlike Region Growing and social spiders method, have produced an important number of insignificant regions which implies oversegmentation of the image. As for the social ants method (gradient $=102$ ), the accuracy has decreased due to noise effect.

For the noisy brain image, the Region Growing (threshold $=25$ ) and the Otsu (thresholds $=17,52,90$ and 117) have oversegmentated the image despite the fact that the Region Growing method obtained a number of significant region closer to the reality. The accuracy of the social spiders method (iterations $=100000$, spiders $=10000$ and threshold $=25$ ) has decreased the less and became the best one in term of performance. The accuracy of the social ants method (gradient $=84$ ) has made an important decrease due to noise effect.

The execution time of all methods remained stable. Therefore, it appears that the social spiders segmentation is robust to noise effect. This robustness has however led to a light oversegmentation of the image without influencing the time process.

## IV . Conclusion and perspectives

In this paper, we have presented two methods of segmentation. The first corresponds to a contour-based technique, the social ants, which has produced a good segmentation where the method has recovered the contours of the non-noisy images. As for the noisy ones, the contours are scattered for an accuracy less important. On the contrary, the social spiders method, a region-based method, has produced a non neligeable time processing in the case of non-noised image with a result less important than the others. And when noise is added, the processing time remained stable but with a better accuracy than for the other region-based methods. Note that the results of social spiders method are influenced by the repartition of the agents on the matrix and the number of step to do.

We have made comparisons between the results of the social spiders, social ants, Region Growing and the Otsu methods. These comparisons focused on the accuracy, the number of regions produced and the time processing of the methods. They are not exhaustive comparisons where all aspects of segmentation are not taken into account.
Through these comparisons, we have put forward some drawbacks on the social spiders method. Particularly, we have seen that this method produced a significant number of areas and that the execution time was particularly long as discussed above.

As we can see from the results in table $I$, the social spiders method produces a new region constructed by pixels
non-silked. These pixels are composed of scattered contours. Therefore, the social spiders and the social ants have complementary roles and merging the two methods will produce a new segmentation having accurate contours on the resulting images.
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#### Abstract

The aim of this talk is to present a mathematical framework for the modeling of agent networks called dynamical system based on dynamic graphs. The agents have local interactions and their behavior obeys a dynamical system. The network evolves, during time. Agents and links between agents can be added or removed thanks to local deterministic transformation rules. This framework have been implemented in the software called DynSys.


## I. Introduction

A dynamical system is a fixed rule that describes what future states follow from the current state. Its evolution is described by a fixed phase space and it is supported by a static graph.

But in many applications, including communication networks, embedded systems or biological behaviors (such as collaboration or communication between ants, behavior of a set of cells which share local information, etc.) graphs are subject to discrete changes, such as additions or deletions of agents or links. In the last decade there has been a growing interest in such dynamically changing graphs [1]. The difficulty of such structures is to deal, simultaneously, with the evolution of a number of agents (or nodes), the number of links between agents, the states of agents, and eventually, the states of links.
For biological problems, specific particular models have been developed such as L-systems [6], [7], adaptive dynamics [3], TreeGCS (hierarchical Growing Cell Structures) [2] and DS2 (Dynamical System with a Dynamic Structure) [4]. On the other hand, for robotic problems, graph grammar theory has been used [5].
In this paper, we propose a framework called Dynamical system based on dynamic graphs such that agents and links between agents correspond, respectively, to nodes and edges of a graph.

- Each node of the graph obeys a dynamical system.
- Each edge of the graph obeys a dynamical system.
- The evolution of nodes and edges is determined thanks to the state of there neighborhood.
- Under specific conditions, the graph evolves Nodes and edges can be added to or removed from the graph.
The graph evolution is determined thanks to local transformation rules. Our aim is to model agent reactions due to local informations. Consequently, transformation rules are function of a node and its neighborhood, or, of an edge and its neighborhood.

We have implemented the framework of Dynamical system based on dynamic graphs in a program called DynSys.

First we define the framework of dynamical systems based on dynamic graph. Secondly, the graph dynamic is presented. Finally, the DynSys program is shortly presented and an example is proposed.

## II. Modeling of a dynamical system based on DYNAMIC GRAPH

Let $G=\left(V_{G}, E_{G}\right)$ be a graph. $V_{G}$ is the set of vertices of $G$ and $E_{G}$ the set of edges. $n\left(V_{G}\right)$ and $n\left(E_{G}\right)$ respectively denote the cardinal of $V_{G}$ and $E_{G}$. Let us suppose that the values of the nodes and the edges of $G$ belong to some sets respectively $\mathcal{V}$ and $\mathcal{E}$ ( $\mathcal{V}$ and $\mathcal{E}$ could be a finite set, a finite field, $\mathbb{R}$, etc).
$S(G)$ is the state space of the system and is equal to $S(G)=$ $\mathcal{V}^{n\left(V_{G}\right)} \times \mathcal{E}^{n\left(E_{G}\right)}$. A dynamic on $G$ will be described by a flow

$$
\begin{gathered}
\Phi_{G}: \mathbb{R} \times \mathbb{R} \times S(G) \rightarrow S(G) \\
t, t_{0}, X_{G}\left(t_{0}\right), Y_{G}\left(t_{0}\right) \rightarrow X_{G}(t), Y_{G}(t)
\end{gathered}
$$

Now, in order to define dynamical system based on dynamic graphs, we introduce some subsets of $S(G)$ where we can applied $\Phi_{G}: \mathcal{D}\left(G, \Phi_{G}\right) \subset S(G)$ is the subset where $\Phi_{G}$ is the legal dynamic. Of course $\left(X_{G}\left(t_{0}\right), Y_{G}\left(t_{0}\right)\right)$ has to belong to $\mathcal{D}\left(G, \Phi_{G}\right)$.

The dynamical system based on dynamic graphs mechanism is as follow :

- While $\left(X_{G}(t), Y_{G}(t)\right) \in \mathcal{D}\left(G, \Phi_{G}\right)$ apply $\Phi_{G}$
- If $\left(X_{G}\left(t_{1}\right), Y_{G}\left(t_{1}\right)\right) \notin \mathcal{D}\left(G, \Phi_{G}\right)$ then apply a discrete transition
A discrete transition arises from a set of rules. It depends on the exiting point of the domain.

We denote $\mathcal{F}$ the set of flows and we denote $\mathcal{P}\left(\mathcal{E}^{\infty}\right)$ the set of parts of $\mathcal{E}^{\infty}$. $\left(\mathcal{E}^{\infty}=\cup_{n \in \mathbb{N}} \mathcal{E}^{n}\right.$.) A discrete transition is defined by:

$$
\begin{gathered}
T: \mathcal{G} \times \mathcal{V}^{\infty} \times \mathcal{E}^{\infty} \rightarrow \mathcal{G} \times \mathcal{V}^{\infty} \times \mathcal{E}^{\infty} \\
G, X_{G}\left(t^{*}\right), Y_{G}\left(t^{*}\right) \rightarrow G^{\prime}, X_{G^{\prime}}\left(t^{*}\right), Y_{G^{\prime}}\left(t^{*}\right)
\end{gathered}
$$

the discrete transition induces a dynamic on the graph. The new graph $G^{\prime}$ can have a different size and connections can change.

## III. GRAPH DYNAMIC

## A. Basic definitions

Basic graph-theory definition are reminded in this section.
Let $G$ be a connected graph with vertices $u$ and $v$. The distance $d(u, v)$ between $u$ and $v$ is the length of a shortest $u-v$ path in $G$. The eccentricity $e(v)$ of a vertex $v$ is the distance from $v$ to a vertex furthest from $v$. The radius of $G$ is $\min \{e(v) ; v \in V(G)\}$, while the diameter of $G$ is $\max \{e(v) ; v \in V(G)\}$.

Notation III.1. Let $\mathcal{G}_{1}$ be the set of graphs of radius equal to 1. Let $\mathcal{G}_{2}$ be the set of graphs of diameter less or equal to 3 .

For any nonempty subset S of vertices in G , the induced subgraph $<S>$ is the maximal subgraph of $G$ with the vertex set S .

Let $\sigma_{i}$ be the set of neighbors of node $i$ and $\overline{\sigma_{i}}=\sigma_{i} \cup\{i\}$.
The sub-graph of $G$ centered on the node $i$ is the subgraph $\Delta_{i}$ such that: $V_{\Delta_{i}}=\bar{\sigma}_{i}$ and $E_{\Delta_{i}}=\left\{(j, k) \in E_{G}, j \in\right.$ $\left.V_{\Delta_{i}}, k \in V_{\Delta_{i}}\right\}$.

The sub-graph of $G$ centered on the edge $(i, j)$ is the sub-graph $\Delta_{(i, j)}$ such that : $V_{\Delta_{(i, j)}}=\bar{\sigma}_{i} \cup \bar{\sigma}_{j}$ and $E_{\Delta_{(i, j)}}=$ $\left\{(j, k) \in E_{G}, j \in V_{\Delta_{(i, j)}}, k \in V_{\Delta_{(i, j)}}\right\}$.
$\Delta_{i}$ belongs to $\mathcal{G}_{1}$ and $\Delta_{(i, j)}$ belongs to $\mathcal{G}_{2}$.

## B. Local transformation rules

The graph dynamic models agent reactions based on local informations. Consequently transformation rules are function of a node and its neighborhood, or, of an edge and its neighborhood.
The neighborhood of a node $i$ not only means the nodes of $\sigma_{i}$ but also the edges of the induced sub-graph $<\sigma_{i}>$. Consequently, $\Delta_{i}$ is the neighborhood of $i$. In the same way, $\Delta_{(i, j)}$ is the neighborhood of the edge $(i, j)$.

We propose two kinds of local transformation rules, the first one based on a node and the second one based on an edge.

Notation III.2. Let $H$ be an induced subgraph of $G, X_{H}$ is the dynamic state of the nodes of $V_{H}$ and $Y_{H}$ is the dynamic state of the edges of $E_{H}$.
Definition III.3. A local transformation rule based on a node is a function:

$$
\begin{array}{ll}
R_{n}: \quad \mathcal{G}_{1} \times \mathcal{V}^{\infty} \times \mathcal{E}^{\infty} & \longrightarrow \mathcal{G} \times \mathcal{V}^{\infty} \times \mathcal{E}^{\infty} \\
\Delta_{i}, X_{\Delta_{i}}\left(t^{*}\right), Y_{\Delta_{i}}\left(t^{*}\right) & \longrightarrow N, X_{N}\left(t^{*}\right), Y_{N}\left(t^{*}\right)
\end{array}
$$

such that $\sigma_{i} \subset V_{N}$.
A rule $R_{n}$ is applicable to a subgraph $\Delta_{i}$ if a constraint of the following type is verified:

$$
F_{R_{n}}\left(X_{\Delta_{i}}, Y_{\Delta_{i}}\right)=\text { true }
$$

This constraint corresponds to one of the boundary of the subset $\mathcal{D}\left(G, \Phi_{G}\right)$.

When $R_{n}$ is applied to a sub-graph $\Delta_{i}$ of $G, G$ is transformed to a new graph $G^{\prime}=\left(V_{G^{\prime}}, E_{G^{\prime}}\right)$ defined by:

- $V_{G^{\prime}}=\left(V_{G} \backslash V_{\Delta_{i}}\right) \cup V_{N}$
- $E_{G^{\prime}}=\left(E_{G} \backslash E_{\Delta_{i}}\right) \cup E_{N}$
- The node states and edge states of $N$ are determined by reset function $Z_{\Delta_{i}}$ included in $R_{n}$ :

$$
\begin{aligned}
Z_{\Delta_{i}}: & S\left(\Delta_{i}\right) \\
& \longrightarrow S(N) \\
X_{\Delta_{i}}, Y_{\Delta_{i}} & \longrightarrow X_{N}, Y_{N}
\end{aligned}
$$

The node states of $V_{G} \backslash V_{\Delta_{i}}$ remains unchanged. The edge states of $E_{G} \backslash E_{\Delta_{i}}$ remains unchanged also.
Definition III.4. A local transformation rule based on an edge is a function:

$$
\begin{array}{cc}
R_{e}: & \mathcal{G}_{2} \times \mathcal{V}^{\infty} \times \mathcal{E}^{\infty} \longrightarrow \mathcal{G} \times \mathcal{V}^{\infty} \times \mathcal{E}^{\infty} \\
& \Delta_{(i, j)}, X_{\Delta_{(i, j)}\left(t^{*}\right)}, Y_{\Delta_{(i, j)}}\left(t^{*}\right)
\end{array} \longrightarrow N, X_{N}\left(t^{*}\right), Y_{N}\left(t^{*}\right) ~ \$ ~ \$
$$

such that $\sigma_{i} \subset V_{N}$ and $\sigma_{j} \subset V_{N}$. This kind of transformation rule occurs when a constraint of the following type is verified:

$$
K_{R_{e}}\left(X_{\Delta_{(i, j)}}, Y_{\Delta_{(i, j)}}\right)=\text { true } .
$$

When $R_{e}$ is applied to a sub-graph $\Delta_{(i, j)}$ of $G, G$ is transformed to a new graph $G^{\prime}=\left(V_{G^{\prime}}, E_{G^{\prime}}\right)$ defined by:

- $V_{G^{\prime}}=\left(V_{G} \backslash V_{\left.\Delta_{(i, j)}\right)} \cup V_{N}\right.$
- $E_{G^{\prime}}=\left(E_{G} \backslash E_{\Delta_{(i, j)}}\right) \cup E_{N}$

The node states and edge states of $N$ are determined by the reset function $Z_{\Delta_{(i, j)}}$ included in the rule:

$$
\begin{array}{cc}
Z_{\Delta_{(i, j)}}: & S\left(\Delta_{(i, j)}\right) \longrightarrow S(N) \\
X_{\Delta_{(i, j)}}, Y_{\Delta_{(i, j)}} \longrightarrow X_{N}, Y_{N}
\end{array}
$$

The node states $V_{G} \backslash V_{\Delta_{(i, j)}}$. remains unchanged and the edge state of $E_{G} \backslash E_{\Delta_{(i, j)}}$ remains unchanged also.
The discrete transition $T$ is a composition of local transformation rules.

## IV. The DynSys program and an example

DynSys is a program dedicated to the modeling and the simulation of dynamical systems based on dynamic graphs.

Each agent and link of the graph obeys a dynamical system which depend on there neighborhood.

Agents and links between agents can be added to or removed from the graph thanks to transformation rules described below.

Let us consider a simple example. The state of nodes and edges are one-dimensional variables, $X$ and $Y$ respectively. The dynamic function of the nodes is $\dot{X}_{i}=\frac{6}{\sharp \sigma(i)}$ where $\sharp \sigma(i)$ denotes the number of neighbors of the node $i$. Let $Y_{i j}$ be the age of the edge $(i, j)$. Its dynamic is $\dot{Y}_{i j}=1$.

At a given time $t^{*}$, a node $i$ and one of its neighbors $j$ create a new node $k$ (see figure 1 ) when the constraint $X_{i}\left(t^{*}\right)+$ $X_{j}\left(t^{*}\right) \geq 12$ is verified.


Fig. 1. Local transformation
The value of $X_{k}\left(t^{*}\right)$ is defined and the values of $X_{i}\left(t^{*}\right)$ and $X_{j}\left(t^{*}\right)$ are modified thanks to the reset functions: $X_{k}\left(t^{*}\right)=$ $\frac{X_{i}\left(t^{*}\right)+X_{j}\left(t^{*}\right)}{2}, X_{i}\left(t^{*}\right)=\frac{X_{i}\left(t^{*}\right)}{2}$ and $X_{j}\left(t^{*}\right)=\frac{X_{j}\left(t^{*}\right)}{2}$. The edge $(i, j)$ tenses and the nodes $i$ and $j$ merge when the constraint $Y_{i j}\left(t^{*}\right) \geq 5$ is verified. The reset function of the node $i$ is then $X_{i}\left(t^{*}\right)=\frac{X_{i}\left(t^{*}\right)+X_{j}\left(t^{*}\right)}{2}$.

At each step, DynSys specifies the time variable $t$, the number of nodes $N_{s}$, the number of edges $E_{s}$, the maximal degree of the graph $d$ and the number of local transformation rules which have been applied $T_{r}$.

Four steps of the example are drawn bellow thanks to DynSys.


Fig. 2. $t=0, N s=2, E s=1, d=1, \operatorname{tr}=0$.


Fig. 3. $t=4.625, \mathrm{Ns}=18, \mathrm{Es}=33, \mathrm{~d}=6, \mathrm{tr}=13$.


Fig. 4. $\mathrm{t}=6.2093, \mathrm{Ns}=29, \mathrm{Es}=53, \mathrm{~d}=7, \mathrm{tr}=28$.

Fig. 5. $t=11.0242, \mathrm{Ns}=153$, $\mathrm{Es}=289, \mathrm{~d}=38, \mathrm{tr}=188$.
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# Dynamic graph as a new type of graphs 

## Mounira NEKRI
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The graphs are generally used to model systems. They make it possible to highlight the deep structures of such systems. Hence the complexity of the graph depends directly on the complexity of these systems. The changing nature, of some systems, gives rise to dynamic graphs (which we add or delete vertices and/or edges over time). Thus, a dynamic graph is a graph which is structurally unstable making it difficult to be handled especially when it has an important number of nodes and edges.

Explicitly, A dynamic graph G is a collection of graphs $\mathrm{G}=\left\{G_{i}=\left(V_{i}, E_{i}, t_{i}\right) / t_{i} \geq 0, \quad i \in A \subseteq N\right\}$ such that:
$G_{0}=\left(V_{0}, E_{0}, t_{0}\right)$ is called initial graph.
$G_{i+1}$ is obtained from $G_{i}$ by performing one of the following operations:

- Addition of nodes $\left(V_{i} \subset V_{i+1}\right)$
- Deletion of nodes $\left(V_{i+1} \subset V_{i}\right)$
- Addition of edges or arcs $\left(E_{i} \subset E_{i+1}\right)$
- Deletion of edges or $\operatorname{arcs}\left(E_{i+1} \subset E_{i}\right)$
$t_{i}$ is a positive real number relating to the situation of $G_{0}$ after the ith operation.
Between $t_{i}$ and $t_{i+1}$ the dynamic graph has the structure of the graph $G_{i}, \forall$ $i \in A$.
F. Harary and G. Gupta suggest two approaches to study a dynamic graph:

1. Modelling a dynamic graph as a sequence of static graphs and studying the properties of this sequence.
2. Modelling a dynamic graph using a logic programming. The properties of dynamic graph can be determinate by executing the logic program that models it.
We can also study the dynamic graph by specifying the classes of graphs that remain invariant with time. For example let G be a $C_{4}$ (cycle of length four)
to which we added a vertex connected to all the vertices of $C_{4}$.
By deleting any edge from G , the resulting graph contains a $C_{5}$.
our approach is based on the following observation:
Generally $G_{i}$ and $G_{i+1}$ have not the same properties. For instance, let $G_{i+1}=G_{i}-x_{0}$. If $G_{i}$ is connex and if $x_{0}$ is an articulation point then $G_{i+1}$ is not connex. Hence the idea to transform G to H such that H is more stable than G. The procedure of transformation consists in reducing the sets of the nodes and edges. The graph, thus obtained, is an edge weighted graph. The introduction of the new graph makes it possible to use matric techniques in order to study the properties of a graph G through those of its reduced graph H. In particular the shortest paths and Matching problems.
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## ICCSA

June 29 - July 02
3rd International Conference on
Complex Systems and Applleattons

The first International Conference on Complex Systems and Applications (ICCSA) was held in Huhhot during June 15-18, 2006. The second ICCSA was held in Jinan, China, during June 8-10, 2007. These two first ICCSA were huge successes. The third ICCSA is held in France, Normandy, Le Havre on the Seine river estuary, during June 29 - July 2, 2009.

This conference provides a unique international forum, where exciting interactions and communications take place among researchers, and it brings fruitful cooperation and collaborations to the world community. The third ICCSA focuses on recent advances in complex systems and applications in all fields of science and engineering. There are several invited expository addresses covering recent trends and many invited lectures on problems of current interest and important applications in various disciplines.
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