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Abstract Scanning tables use collimated gamma-ray
sources to perform full volume characterization of po-
sition sensitive detectors. One of such tables is hosted
at IPHC Strasbourg. It was designed and built within
the AGATA collaboration. It exploits the Pulse Shape
Comparison Scanning (PSCS) technique to build data-
bases of pulses used to characterize the response of high
purity germanium (HPGe) detectors and perform R&D
on such crystals. Ultimately, measured databases could
be used by the pulse shape analysis (PSA) algorithms
employed in AGATA experiments. The table can per-
form full volume scans of large volume detectors in short
times, with a good spatial resolution and at different en-
ergies. Lately, the table was upgraded with a new *2Eu
source, which emits gamma rays in cascades of different
energies. A scan with such source is performed for the
first time. It allows to build different energy databases
in one single scan. The present work aims at testing
the performances of the PSCS technique with a multi-
energetic source and verifying some assumptions of the
Shockley-Ramo theorem which are at the base of the
PSA algorithms used for gamma-ray tracking arrays.

Keywords HPGe detectors - Full volume charac-
terization - Pulse Shape Analysis (PSA) - AGATA -
Scanning table - *2Eu source

1 Introduction

The Advanced GAmma Tracking Array (AGATA) [1, 2]
is a new generation array of high-purity germanium
(HPGe) segmented detectors. Designed and built in the
framework of an European collaboration, it will be com-
posed by 180 large-volume, encapsulated, asymmetric,

2e-mail: bart.decan@gmail.com

36-fold segmented detectors covering a solid angle of
~ 80% of 4m. Presently, the array is composed by 40
detectors in operation in GANIL [3] and since 2010
the array is used in experiments to study the structure
of atomic nuclei as a function of angular momentum,
isospin, and temperature.

The main feature of AGATA is the ability to recon-
struct the history of the interactions of a gamma ray
scattering in the array, which is possible thanks to ded-
icated tracking algorithms [4-8]. The reconstruction of
the gamma-ray trajectories makes obsolete the use of
BGO Compton shields. Moreover, it allows a more pre-
cise determination of the first interaction which leads
to a substantial improvement of the Doppler correction
and therefore of the in-beam energy resolution. Track-
ing also allows the measurement of the linear polariza-
tion of gamma rays [9], which is useful for the determi-
nation of the parity of the nuclear states of interest.

The first step for the tracking algorithm is to de-
termine the positions of each interaction of the gamma
rays in the array. This is performed with pulse-shape
analysis (PSA) algorithms [10-16] that, for a given in-
teraction, compares the experimental pulse shape with
a database of calculated pulse shapes associated with
spatial coordinates within the volume of the detector.

Databases of pulses are presently obtained numer-
ically using the AGATA Detector Library (ADL) [11]
leading to good tracking performances. However, some
characteristics of the detectors such as the real impu-
rity distribution and the thickness of the dead layers
are not always correctly known and their implementa-
tion is subject to uncertainties. A novel approach to
database construction is the implementation of full vol-
ume characterization of the detectors via three-dimen-
sional scans realized with dedicated tools called scan-
ning tables [17-20].
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A first kind of such tables [17, 18] performs scans
of germanium detectors by irradiating them from below
with a collimated gamma-ray source. Then the databases
are built with the interacting gamma rays that un-
dergo a 90° Compton scattering and that are detected
in coincidence by surrounding scintillator crystals, col-
limated by narrow slits. The double collimation grants
to these tables a great geometrical precision (with vox-
els of about 8mm?) at the cost of having a low counting
rate due to the imposed coincidence condition (~ 100
signals in total per point).

A second kind of scanning tables [19, 20] make use
of the two 511 keV gamma rays emitted back-to-back
from the 81 decay of a 22 Na source to determine pre-
cisely the emission direction with an imaging detector.
The scanned germanium detector is exposed two times
from two orthogonal directions and the database is built
by reconstructing off-line the position of crossing inter-
acting gamma rays (voxels of ~ 8 mm?).

The former technique enables to obtain a ~ 2000
points database of an AGATA detector in about one to
two months, whereas the latter performs a full volume
scan in few days.

A scanning table, realized within the framework of
the AGATA collaboration, is based at the IPHC of
Strasbourg [21]. This scanning table is designed to per-
form three-dimensional scans with a large amount of
scanned points and relatively short running times im-
plementing the Pulse Shape Comparison Scan (PSCS)
technique [22]. The PSCS technique allows to measure a
database by comparing two datasets of pulses obtained
by performing two two-dimensional scans, in which the
detector is oriented in two different directions perpen-
dicular to each other (e.g. vertical and horizontal). With
such technique it is possible to scan an AGATA crys-
tal with a 2mm pitch in about two weeks, obtaining a
database of 45000 to 48000 points depending on the de-
tector geometry (there are four different AGATA crys-
tal geometries). Thus, the IPHC scanning table com-
bines the advantages of both coincidence and imaging
scanning tables as it is relatively fast and precise. More-
over, it allows the use of different gamma-ray sources
with different energies, leading to versatility in the char-
acterization process as low energies can be used to ex-
plore the detector surface while the full volume can be
scanned at higher energies.

Currently, three collimated sources are available for
the scans. Sources of 2! Am and '37Cs were already
tested with the scanning table [21, 23]. Recently a new
152 Fuy source was acquired. As the source emits gamma-
rays with different energies, this opens the possibility to
characterize the detector response at different energies
with just one scan. A three-dimensional scan of a sym-
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Fig. 1: Dimensions of the S001 detector (units in mm).
The figure shows the numbering of the slices (1 to 6,
on the left) and the labeling of the sectors (A to F,
on the right) in which the detector is segmented. The
blue lines show the reference frame used in the following
discussion for PSCS technique results presentation.

metrical AGATA (S-type) detector was performed us-
ing the 152 Eu source and five different-energy databases
were built. This unique measurement is performed for
the first time and it aims to explore the new tech-
nique and to verify, by comparing the different energy
databases, that the pulse shapes are independent of the
energy of the gamma ray interaction that generates
them. This principle asserted by the Shockley-Ramo
theorem [24-26] is at the base of the AGATA PSA al-
gorithms implementation but has never been demon-
strated experimentally. In the first part of this paper
the experimental setup is described. Subsequently, the
data treatment is discussed followed by the experimen-
tal results. Conclusions and perspectives are given in
the last section.

2 Experimental setup
2.1 S001 detector unit

The measurements described in this work are realized
on the S001 AGATA detector unit which is a 36-fold
segmented, closed-end, coaxial, n-type HPGe crystal
with a tapered hexagonal geometry and a symmetric
shape (S-type) [27, 28]. The crystal geometry and its
segmentation are represented in figure 1 and described
in detail in reference [29].

From the detector, 36 segment signals plus 1 total-
energy signal are collected, the former on the boron seg-
mented contacts and the latter on the central contact
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Fig. 2: Example of signals coming from a S-type
AGATA detector plotted as a supertrace (see text for
details).

(core). The signals are collected by 37 charge-sensitive
preamplifiers [1, 30-32] characterized by low noise per-
formances, large dynamic range for energy detection
(0 —5.7MeV or 0 — 20 MeV) and fast response time
of ~ 25ns. A large bandwidth ensures good resolution
for pulse-shape analysis and good timing properties.

Figure 2 shows an example of a signal generated
by a 662 keV gamma ray (37C's source) interacting in
segment E3. The signal is presented as a supertrace, de-
fined as a compact, continuous representation of all the
leading edges coming from the 36 segments and the core
of the detector. The signal is normalized with respect
to the core signal amplitude. The signals corresponding
to the core segment and the hit segment are defined as
net charge signals, while the signals corresponding to
other segments are called transient signals. The shapes
of the net charge and transient signals depend on the
position where the interactions take place, thus giving
the detector position-sensitive properties.

Fig. 3: Schematic view of the scanning table.

2.2 The PSCS technique and the IPHC scanning table

The PSCS technique [22, 29] allows to characterize the
full volume of a position sensitive detector, such as
the S001 unit. This is done by irradiating the detector
from two different positions with a collimated gamma-
ray source. The detector is put at first in vertical po-
sition and irradiated at different points with a given
step forming a regular vertical grid. For each point a
dataset of pulses generated along the gamma-beam di-
rection is acquired. The detector is then put in horizon-
tal position and the procedure is repeated ensuring that
the horizontal grid intersects the vertical grid. Subse-
quently, a x? algorithm (later described in section 3)
selects the most similar pulse shapes of two given in-
tersecting datasets, that is the ones that are generated
by the interactions happening around the intersection
point. The algorithm is applied to all the couples of in-
tersecting datasets and a database of pulses is created.

The technique above described is implemented by
the IPHC scanning table [21, 23, 28], shown in figure 3,
which was designed with the aim of performing scans in
short times, with good spatial resolution and variable
energies.

The table is formed by two metallic plates that hold
the detector in vertical or horizontal position. The de-
tector is actually placed in an adjustment frame that
allows precise alignment on the table. Underneath, a
cylindrical, metallic collimator sits on two motorized
axes that allows its planar movement. The central part
of the collimator is swappable allowing to choose col-
limation diameters of 1mm, 0.5mm and 0.2mm. The
collimator can be opened from below allowing the in-
sertion of three source capsules. The characteristics of
these sources are given in table 1.
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Table 1: Characteristics of the sources used by the
IPHC scanning table. Branching ratios (BR) are found
at [33]. The BR of the 52 Eu source are normalized with
respect the total BR of the branches with the highest
decay probability. The three sources have cylindrical
shape. The dimension of the 24! Am and '37C's sources
are 3mm for both the diameter and height. The %2 Eu
has a 3.2mm diameter and a 2.3 mm height.

Source  Activity(GBq) E(keV) BR
241 Am 1.5 60 0.36
S for 1.85 662 0.851
152 py 0.74 122 0.286
245 0.076
344 0.265
779 0.129
1408 0.210

The data acquisition is done with TNT2 cards [34],
developed at IPHC. These cards cover both the dig-
itizing and pre-processing of the signals done by the
standard AGATA electronics [1]. As each card has 4
channels, 10 cards are used for scanning an AGATA
detector unit, 9 for the 36 segments and one for the
core signal used as trigger. Each channel samples the
incoming signal with 14 bit resolution and 100 M Hz
rate. Subsequently, the energy is measured applying a
moving window deconvolution algorithm [35, 36]. For
the measurements shown in this work, the signals were
sampled in a time window of 1.2 s (120 samples) and
a 5.95 us shaping time was used for the moving window
deconvolution algorithm [28].

3 Data acquisition and treatment
3.1 Performed scans

Before proceeding with the scans, the detector is aligned
on the scanning table by performing several preliminary
scans and precise adjustments. The alignment ensures
that the measured tilt of the detector, with respect to
the reference frame of the scanning table, is at maxi-
mum 0.05°. A detailed description of the general align-
ment procedure can be found in [21, 23, 28].

For the work here presented, two three-dimension-
al scans of the S001 detector were performed with the
137Cs and 2 FEu sources. Both scans were performed
with a pitch of 2mm and the 1 mm diameter collima-
tor. The '37C's scan had a duration of 2.5 minutes per
point, leading to a total duration of 6.7 days (2.5 days
for the vertical acquisition and 4.2 days for the hori-
zontal acquisition, including the nitrogen refill pauses).

As the PSCS technique using a '37C's source has been
already tested and validated [21, 23], this scan is used
as a reference.

The acquisition times for the ®2Eu scan, instead,
were significantly longer due to the fact that the source
intensity (0.74 GBgq) is 2.5 times lower than the one
of the ¥7C's source (1.85GBq) and is divided among
its different emitted gamma rays. Among the peaks of
interest for the analysis (122 keV, 245 keV, 344 keV,
779 keV and 1408 keV all gated in a +2keV window)
the 779 keV has one of the lowest branching ratio. In
order to obtain similar statistics between the events at
this energy and the ones at 662 keV', an acquisition time
of 60 minutes per point was used. To lower the global
scanning times, only one single sector (sector B) was
scanned. Nevertheless, the total scan duration was 54
days (14 days for the vertical acquisition and 40 days for
the horizontal acquisition, including the nitrogen refill
pauses).

The ®2Fu events, which are acquired in a single
scanning procedure, are sorted and prepared in five sep-
arated datasets, one for each energy, and treated inde-
pendently by the x2 selection algorithm, described in
section 3.2, leading to the construction of five different
databases. For each dataset, only 1-fold events are se-
lected, that is the events in which a gamma ray interacts
in a single segment. Moreover, the pulse shapes coming
from each segment are normalized and then aligned to
their 7°°, the time at which the pulses reach 50% of
their maximum amplitude. In particular the transient
pulses are normalized and aligned with respect to the
signal of the hit segment.

For the 245 keV and 344 keV databases, data from
the last slice of the detector (slice 6) was not taken into
account. In fact, it is observed that the peak to total
ratio relative to these energies drops below 70% [28] to-
wards the back of the detector. The same considerations
are applied to the 122 keV database and only the data
in the first two slices of the detector (slice 1 and 2) are
considered. Finally, figure 1 shows the reference frame
in which the results of the analysis will be presented.

3.2 The x? algorithm

The acquired datasets are processed with a code that
implements the pulse-shape comparison algorithm. The
comparison between two pulses is performed by calcu-
lating the x? value with equation

2 ZsegGM sz:m (Useg,i - hseg7i)2 (1)
X M - (iy — o)
where seg is the segment index, M is the M dimen-
sioned ensemble of segments formed by the Core seg-
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ment, the hit segment and the neighboring segments of
the hit segment (4 segments if the hit segment is in the
middle of the detector or 3 segments if the hit segment
is at the top or bottom of the detector) and v; and h;
are the samples of the vertical and horizontal signals,
respectively. Finally, the comparison is performed on a
subset of samples in the window [ig, i] containing the
leading edge of the pulse.

Only the signals produced by events happening in
the same segment are compared. Each pair of events
compared is inserted in a y2-value-ordered list. For a
given point, the number of pulses in the compared ver-
tical and horizontal sets are typically of the order of
~ 10? (this number depends on the detector geometry
and on the relative source position), leading to about
~ 108 couples of pulses. To ensure both a strict selec-
tion and sufficient statistics, at the end of the proce-
dure only the 200 couples with the lowest x? values
are selected. Among these, some events may have been
selected more than once. The duplicates are discarded
from the list before the mean pulse-shape refinement is
applied. This procedure (described in detail in [29]) uses
again the pulse-shape comparison to reject the most di-
verging pulses, with respect to the average pulse, giv-
ing a more coherent final selection of events. About 140
pulses are finally selected for each coordinate of the
pulse shape database.

The remaining pulses are re-aligned and averaged
following the so-called difference minimization algorithm
(see section 5.3.2 of reference [37]) and the resulting
pulse is inserted in the database. The algorithm acts as
follows. A first signal is aligned to a fixed point. Sub-
sequently, each other signal is shifted and compared to
the first one by calculating the root mean square (RMS)
difference. The RMS is calculated in the 77\ time win-
dow (defined as the time interval in which the ampli-
tude of the considered signal goes from 10% to 90% of
its maximum amplitude) of the signal. Although, in the
case of the 122 keV database the RMS is calculated in
the T52 time window due to lower signal to noise ratio.
The shift relative to the minimum RMS is then used
as the new alignment point for the signal. All the so
aligned signals are then averaged and the procedure is
repeated using this preliminary mean signal as the first
signal. At the end of the procedure a new average signal
is calculated and the resulting pulse is inserted in the
database.

Once the database is created, it is important to note
that some pulses calculated by the algorithm are as-
sociated to points that lay outside the volume of the
detector. Such cases can exist because the y? selection
algorithm is blind of the geometry of the detector. Since
on average the x? values associated to these pulses is

higher than the x? values of the pulses selected inside
the detector, it is possible to set a threshold in order to
filter them and clean the database.

The overall procedure is resumed by the following
steps:

1. Two intersecting datasets, corresponding to a given

detector coordinate, are selected and their pulse shapes

are compared through a y2-like formula:

2. The 200 best-matching couples are selected.

Duplicate events are rejected.

4. The remaining pulses are treated with the mean
pulse-shape refinement. ~ 140 pulses are finally se-
lected.

5. The pulses are re-aligned and averaged with the dif-
ference minimization algorithm.

6. Steps 1 through 5 are repeated until completion of
the database.

7. The database is cleaned from unphysical points.

®

4 Experimental results
4.1 Comparison of databases of different energies

As a first test, the 662 kel and 779 keV databases are
compared, since they are close in energy. It is possible to
make a first comparison of the two databases by looking
at the distribution of parameters such as the T} and
the left /right image charge anisotropy (IC'4;/,) which
both depend from the shape and characteristics of the
considered signals. The T7) is defined as above (section
3.2) and the left/right ICA is defined as [23]
Il N Ir
I+ 1,
where I; and I, are the integrals of the transient signal
of the left and right neighboring segments. The +1 is
an offset to make the ICA value range in [0,2]. The
ICA parameter give an indication on the location of the
interaction relative to the neighboring segments. The
distributions of the T7; and ICA;;, values are shown
in figures 4 and 5 for both the 662 keV and the 779 keV
databases. Distributions at three database slices (Z¢ =
6 mm, 48 mm, and 80 mm) are presented. They are very
similar, hinting that the two scans are comparable.
Indeed, if two pulses with the same coordinates are
compared, as in figure 6, it can be seen that they are
almost identical as it is shown by the residual values be-
tween the two traces (in green). In the example shown in
figure 6 the maximum residual value among the two su-
pertraces is ~ 0.8% of the maximum amplitude reached
by the net charge signal. As the maximum residual
value is a tool that quantify the maximum amplitude
difference of two given pulses, it can be used as an index

ICA, = +1 (2)
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Fig. 4: Distributions of the 75y in three slices of (a) the 662 keV database (the histograms include part of sector
A and sector B) and (b) the 779 keV database (sector B). The color scale is in nanoseconds. The 2 mm-thick (1
grid unit) slices considered are at Zc = 6 mm, 48 mm and 80 mm.
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Fig. 5: Distributions of the IC'A;/, in three slices of (a) the 662 kel database (the histograms include part of
sector A and sector B) and (b) the 779 keV database (sector B). The 2mm-thick (1 grid unit) slices considered
are at Z¢ = 6 mm, 48 mm and 80 mm.
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36 Fig. 7: Distributions of the maximum residuals (see text and figure 6), in percent of the full energies, between the
37 pulses of the 662 keV and 779 keV databases. The data are relative to the 2 mm-thick (1 grid unit) database slices
38 at Zo = 6mm, 48 mm and 80 mm.
39
40
41 to observe where and how much two databases diverges  slight value increases are observed. The same analysis
42 the most. Thus, the comparison can be extended to all  is performed by taking into account only the transient
43 the points of the 662 keV and 779 keV databases. The  pulses. The graph, in figure 8b, shows that the aver-
44 distributions of the maximum residuals, in percent, for = age maximum residual between transient pulses is lower
45 three database slices are shown in figure 7. The dis-  with respect to the net charge signals, ranging in the
46 tributions are quite homogeneous in each slice despite  interval 1% to 3%. The bars in figures 8a and 8b show
47 some points having high values (dark red) which ap-  the standard deviation of the maximum residual distri-
48 pear to be concentrated near the core contact and the  bution for database slices at the front, center and back
49 segmentation lines. of the detector. They show a quite large spread, mostly
?1) The average value for each database slice can be due to single or.clusters of points whic.h exhibit large
. values (as seen in figure 7). These points are mostly

52 calculated and the results plotted as a function of Zg . .

. concentrated along the segmentation surfaces, where it
53 as in figure 8a (.red markfers). The graph shons that has been observed [28, 29] that the PSCS technique
54 the average maximum residual per database slice has o
55 a value of 2% to 3% toward the front of the detector presents some limitations.
56 and increases slightly towards the back of the crystal The above analysis is performed comparing the re-
57 where it reaches values up to 6% at the back. Moreover, maining measured databases in pairs. At first, the 1408 keV'
58 in correspondence of the segment separation surfaces  database is compared with the 662 keV and 779 keV
59 (Ze = 14mm, 22mm, 36 mm, 56 mm and 74mm)  databases. The results are represented in figure 8 (blue
60
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Fig. 8: Average maximum residual, as a function of Z¢.
Each point represents the mean value of the maximum
residual distribution corresponding to a given database
slice (see figure 7). The graphs refers to the compar-
ison, pair by pair, between the 662 keV, 779 keV and
1408 keV databases. In (a) the maximum residuals are
calculated with the whole supertrace while in (b) only
the transient pulses are used.

and green markers, respectively) and show a similar
trend, with comparable values, of the average maximum
residuals, with respect to the 662 keV and 779 kel com-
pared databases.

Due to their similarity, the three graphs are grouped
in a single, average data series and reported with red
markers in figure 9. The same operation is performed
for the data series corresponding to the comparison be-
tween the database of a given energy with the ones
of higher energy (i.e. 344 keV versus 662 keV', 779 keV
and 1408 keV). It is, in fact, observed that these data
series are comparable as seen for the previous case (i.e.
comparison among databases with energies larger than

O

0o 10 20 30 40 50 60 70 80 ?0‘
Z.[mm]
(b)

Fig. 9: Average maximum residual, as a function of Z¢.
Each point represents the mean value of the maximum
residual distribution corresponding to a given database
slice (see figure 7). The graphs refers to the com-
parison, pair by pair, between the 122 keV, 245 keV,
344 keV 662 keV, 779keV and 1408 keV databases.
The data series corresponding to the comparison be-
tween a database of a given energy and all the databases
of higher energy are regrouped and averaged (see text
for detail). In (a) the maximum residuals are calculated
with the whole supertrace while in (b) only the tran-
sient pulses are used.

500 keV'). This choice is taken mainly to ease the read-
ability of the results, represented in figure 9.

The data series relative to the 344 kel database
(green markers) follow the same trend of the high end
energy ones until Z¢ = 46 mm. From there on, the
344 keV database and the high end energy databases
start to diverge. For Zo > 56 mm the average maxi-
mum residuals reach values around 7% , which is more
than a factor 2 larger than the ones for the high end
energy data series.
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Similarly, the 245 keV database is comparable with
all the databases with E., > 245 keV (light blue mark-
ers) in the first two slices of the detector (Z¢ < 24 mm)
then it starts to diverge reaching values for the average
maximum residuals which are over 10% towards the
back of the detector.

Finally, the blue markers in figure 9 show the com-
parison between the 122 keV and the other energy da-
tabases. These data series don’t follow any of the trends
previously discussed as the total average maximum resid-
uals have values of ~ 5% in the front slice of the database
and then increase to over 10% toward slice 2 of the de-
tector.

4.2 Discussion

The analysis presented above indicates that, for gamma-

ray energies larger than 500 keV', the pulse shapes are

independent of the energy of the interaction. The corre-

sponding databases match, in average, within 3% with

maximum values around 5%. For energies lower than

500 keV discrepancies appear. The 344 keV and 245 keV
databases follow the same trend of high energy databases
until Zo = 46 mm and Zo = 24 mm respectively, while

the 122 keV database presents overall large inconsisten-

cies.

The observed discrepancies for energies below 500 keV'

are not a prove that the pulse shapes differ with the en-
ergy of the interacting gamma-ray. They may rather be
related to limitations of the pulse-shape selection and to
the PSCS implementation, especially when approaching
segmentation or segment slice borders.

As a first hypothesis one can think that the discrep-
ancies are due to the gamma-ray absorption that lowers
the statistics of vertical datasets. However, this alone
can’t be the cause of the phenomenon. In fact, by an-
alyzing the events distribution per slice of the vertical
datasets it can be seen that the available statistics for
the back slices of the detector is larger for the 344 keV
scan with respect to the 779 keV and 1408 keV ones
[28]. This is due to the higher branching ratio of the
344 keV gamma ray which compensates for the absorp-
tion in the germanium.

Another factor that can cause discrepancies is the
noise level of the pulses used for the y? selection. For
example, the noise amplitude of the 122 keV pulses is
measured [28] to be in average ~ 5keV and ~ 2keV
for the core and segment contacts, respectively, which
correspond to ~ 6% and 2% of their maximum am-
plitude. The transient signals amplitudes are generally
small with respect to the amplitude of the net charge
signal. In fact, apart from the segment border where

they may rise up to ~ 30%, they are generally limited
to ~ 15 — 10%, or less, of the net charge signal am-
plitude. These amplitudes are to be compared with the
2% noise amplitude, which therefore certainly affect the
pulse shape as shown in figure 10. Such distortion can
influence the x? selection. High levels of noise can also
lead the time alignment to fail as the 7°° value can be
incorrectly shifted due to the noise and the x? selec-
tion would then be performed on events that are not
properly aligned.

The analysis evidenced that the larger discrepan-
cies between signals are found on the net charge signals
rather than on the transient signals (figure 9). It has to
be noticed, however, that the transient signals are nor-
malized to the maximum amplitude of the net charge
signals. Since the amplitude of transient signals is in
relation smaller, it may mean that actually the differ-
ence between the transient pulses has a more relevant
impact on the database comparison.

Finally, it should be mentioned that effects due to
the energy of the detected interaction were observed
and analyzed in [38]. In that work, in-beam events ac-
quired with the first AGATA triple cluster (3 crystals)
were reconstructed with the PSA and tracking algo-
rithms used for on-line data treatment and off-line data
analysis. The results showed that the spatial resolution
improves linearly in the range ~ 250 keV to 1500 keV
as the energy increases and remains constant at higher
energies. Although a simple, direct comparison among
the results shown in the present work and the ones in
[38] is not possible, it is worth to note that the AGATA
PSA algorithm uses a similar factor of merit formula
to the one used for the PSCS technique (see equation
1) with an optimized exponent. Thus, it is expected
that the PSA algorithm may present problems similar
to the PSCS ones for events which energies are below
500 keV and may be less and less precise with decreas-
ing energy. This phenomenon may partially explain the
spatial resolution deterioration at low gamma-ray en-
ergy evidenced in [38].

5 Conclusions and Perspectives

Three-dimensional scans were performed with the 7Cs
and 152 Bu sources. Due to the low activity of the source
and the branching ratio of the transitions of interests,
the 2 Fu scan was restricted to one sector of the detec-
tor (sector B). The 152 Eu scan allowed to construct five
different databases of pulses, with different energies and
at exactly the same points, in a single measurement.
Databases were built for the energies 122 keV', 245 keV/,
344 keV 779 keV , 1408 keV (2 Eu) and 662 keV (137Cs).
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Fig. 10: Examples of pulses used for the x? selection interacting in segment B1. The pulse shown in (a) and (b)
are relative to the 122 keV and 1408 keV datasets, respectively. The noise in the 122 keV” signal is non-negligible,
especially for the transient signals, while it has no influence on the 1408 keV" signal.

A comparison was made within each database, and
the maximum residual value between two signals asso-
ciated to the same point of the database was chosen as
comparison parameter. The databases with an energy
> 500 keV proved to be comparable within each other,
with differences varying along the crystal length from
around 3% (front) up to 5% (back), in average. Some
discrepancies were instead found with the 344 keV da-
tabase for Zo values larger than 46 mm. The residual
values appeared to diverge by a factor 2 towards the
back of the detector. The same behavior was found for
the 245 keV database which starts to diverge for Z¢ val-
ues larger than 24 mm. Finally, the 122 keV database

proved to be strongly divergent from the other databases.

It was supposed that the reasons behind these diver-
gent behaviors are to be attributed to the PSCS tech-
nique that somehow is not efficient at low energies. It
is hypothesized that the major cause for this lays in
the noise level which, for low amplitude signals, can

have an impact on the pulse alignment and can distort
the transient signals, leading to a loss of information.
The impact of the gamma ray absorption on the input
statistics was also considered among the discrepancies
causes, although this may have only a minor impact.

It was remarked that the parameters shown in the
present work share a similar trend to the spatial res-
olution of the AGATA detectors which deteriorates as
the energy of the interacting gamma ray decreases, as
observed in [38]. This points out that the PSA algo-
rithms may be less precise for interaction energies be-
low 500 keV'. Further investigations on the phenomenon
are necessary.

Some improvements on the PSCS technique could
lead to better performances. For example, the use of
noise filtering techniques, such as the Fourier transform
noise canceling, could be evaluated, especially for low
energy pulses where the PSCS appears to be more af-
fected. In order to enable measurements with low en-
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ergies in a full sector volume using the 1°2Eu source,
a horizontal-horizontal scanning configuration could be
tested. It would reduce statistics issues for low energy
gamma-ray beams towards the back of the detector.

Finally, as a further analysis, it would be interesting
to compare the databases obtained by the IPHC scan-
ning table with the ones measured with other scanning
tables exploited by the AGATA collaboration by us-
ing the same capsule mounted in a given test cryostat
moved from one place to the others. Such measurement
is foreseen in the near future.
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