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Abstract

Recent advances in deep learning have allowed Artificial Intelligence (AI) to reach near
human-level performance in many sensory, perceptual, linguistic or cognitive tasks.
There is a growing need, however, for novel, brain-inspired cognitive architectures. The
Global Workspace theory refers to a large-scale system integrating and distributing infor-
mation among networks of specialized modules to create higher-level forms of cognition
and awareness. We argue that the time is ripe to consider explicit implementations
of this theory using deep learning techniques. We propose a roadmap based on unsu-
pervised neural translation between multiple latent spaces (neural networks trained for
distinct tasks, on distinct sensory inputs and/or modalities) to create a unique, amodal
global latent workspace (GLW). Potential functional advantages of GLW are reviewed,
along with neuroscientific implications.

1 Cognitive neural architectures in brains and ma-
chines

Deep learning denotes a machine learning system using artificial neural networks with
multiple “hidden” layers between the input and output layers. Although the underlying
theory is more than 3 decades old [1, 2], it is only in the last decade that these systems
have started to fully reveal their potential [3]. Many of the recent breakthroughs in AI
(Artificial Intelligence) have been fueled by deep learning. Neuroscientists have been
quick to point out the similarities (and differences) between the brain and these deep
artificial neural networks [4–9]. The advent of deep learning has allowed the efficient
computer implementation of perceptual and cognitive functions that had been so far
inaccessible. Here, we aim to extend this approach to a cognitive framework that has
been proposed to underlie perception, executive function and even consciousness: the
Global Workspace Theory (GWT).

The GWT, initially proposed by Baars [10, 11], is a key element of modern cognitive
science (Figure 1A). The theory proposes that the brain is divided into specialized mod-
ules for specific functions, with long-distance connections between them [10, 11]. When
warranted by the inputs or by task requirements (through a process of attentional selec-
tion), the contents of a specialized module can be broadcast and shared among distinct
modules. According to the theory, the shared information at each moment in time—the
global workspace—is what constitutes our conscious awareness. In functional terms,
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the global workspace can serve to resolve problems that could not be solved by a single
specialized function, by coordinating multiple specialized modules.

Dehaene and colleagues [12–16] proposed a neuronal version of the theory, Global
Neuronal Workspace (GNW), which has become one of the major contemporary neuro-
scientific theories of consciousness. According to GNW, conscious access occurs when
incoming information is made globally available to multiple brain systems through a
network of neurons with long-range axons densely distributed in prefrontal, parieto-
temporal, and cingulate cortices (Figure 1B). A neural signature of this global broadcast
of information is the ignition property: an all-or-none activation of a broad network of
brain regions, likely supported by long-range recurrent connections (Figure 1C).

Here, we argue that the time is ripe to consider a deep learning implementation of
global workspace theory. While Y. Bengio has explicitly linked his recent “conscious-
ness prior” theory to GWT [17], his proposal focused on novel theoretical principles in
machine learning (e.g. sparse factor graphs). Our approach is a complementary one, in
which we emphasize practical solutions to implementing a global workspace with cur-
rently available deep learning components, while always keeping in mind the equivalent
mechanisms in the brain. We hope that some of the ideas developed here will assist neu-
roscientists in interpreting brain data in a new or different light, and in developing novel
empirical evaluations of the key operations at play in the global workspace framework.

2 Roadmap to a deep learning Global Latent Workspace

The following is a step-by-step attempt at defining necessary and sufficient compo-
nents for an implementation of the global workspace in an AI system. Together, these
steps define a roadmap towards achieving this goal, and highlight important issues and
predictions for neuroscience research. A major point to emphasize is that all of the de-
scribed components already exist individually, and often reach or surpass human-level
performance in their respective functions. The value of our proposal is, therefore, to
identify the appropriate components and the manner in which they should interact, so
as to optimize functionality while remaining truthful to neuroscience findings. As in any
theoretical proposal, some of the details will likely be flawed; in addition, there might
be multiple ways to implement a global workspace. Nonetheless, we believe that the
strategy outlined below is most likely to be successful.

• Multiple specialized modules. The first ingredient of GWT is a number
(N ≥ 2) of independent specialized modules (see Glossary), each with their
own high-level latent space. In deep learning, a latent space is a representation
layer trained to encode the key elements of an input domain. This information
corresponds to high-level conceptual representations such as visual object features,
word meaning, chunks of action sequences, etc. (Figure 2). The modules could
be pre-trained neural networks designed for sensory perception (visual or auditory
classification, object segmentation...), natural language processing (NLP), long-
term memory storage, reinforcement learning (RL) agents, motor control systems,
etc. The choice of these specialized modules, of course, is critical since it deter-
mines the capabilities of the full global workspace system, and the range of tasks
it may perform; however, it does not affect the remaining principles laid out below.

In theory, connecting together N feed-forward discriminative networks (each
trained to classify inputs from their specific domain according to category) could
suffice to build a multi-modal workspace (e.g. to preactivate the “tiger” visual
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Fig. 1. Global workspace in the brain. A. Schematic illustration of GWT. Concentric
circles depict peripheral (e.g. sensory inputs, motor outputs) vs. more central processes, with
the global workspace at the center. Specialized modules process information independently
from each other. Their outputs, when selected by bottom-up (saliency-based) or top-down
(task-related) attention, can enter the global workspace. There, information processing is
characterized by strong long-distance interconnectivity, such that incoming information can
be broadcast to other modules. At any given time, a subset of the specialized modules is
mobilized into the workspace in a data-dependent and task-dependent manner. The contents
of the global workspace reflect our fluctuating consciousness. Redrawn from [10]. B. Mapping
of GWT onto the (monkey) brain. Visual information can propagate through the visual system
and activate certain frontal regions controlling behavioral output in a feed-forward way—in
this case, information remains unconscious (left). When inputs are sufficiently strong or task-
relevant (right), they activate local recurrent connections, resulting in “ignition” of the global
workspace (a highly non-linear, all-or-none process, characterized by global recurrence across
a network of long-range connections). Reproduced, with permission, from [15]. C. In certain
experimental situations, the same sensory stimulus sometimes reaches consciousness (top row),
and sometimes remains unconscious (bottom row). In human magneto-encephalography (MEG)
recordings, the main signature of consciously perceived inputs is a late all-or-none activation (or
“ignition”) of frontal regions, accompanied by sustained activity in sensory regions. Adapted,
with permission, from [18].

recognition units when one hears the word “tiger”). In practice, however, there are
many reasons why including generative networks would be beneficial—networks
that produce motor or language outputs, but also sensory systems with a gen-
erative top-down pathway such as (variational) auto-encoders, GANs or predic-
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Fig. 2. Examples of deep learning latent spaces: a low-dimensional space that captures
the relevant structure and topology of an input domain or task. In discriminative models, it is
often considered to be the last feature layer, and the first layer for generative models. Examples
(projected to 2D for visualization) include: A. latent space of the MNIST digit dataset. Each
image from the dataset is a point in the space on the left, colored according to digit class.
Regularly sampling this space in a 2D matrix produces the image reconstructions on the right
(created using the UMAP inverse transform [19]). B. Word embedding space (Word2Vec
algorithm [20]). Different parts of the latent space focus on distinct semantic domains (e.g.
”sea” in the inset). C. Latent space of the ImageNet natural scene dataset derived from the
BigGAN generative model [21]. Each row samples different points along a single vector in the
256-D latent space. D. Face latent space from a VAE-GAN model [22]. In each column, a
point is sampled from the latent space, then varying amounts of a pre-computed “smile” or
“age” vector are added to it. It must be emphasized that latent representations are essentially
vectors of neural activation, which can be meaningfully interpolated (as in panels A,C), but
also extrapolated and more generally, manipulated with algebraic operations (as in panel D).

tive coding networks. This top-down pathway is trivially required if the global
workspace is intended to influence the system’s behavioral output. It is also nec-
essary (though certainly not sufficient) in order to endow the system with creative
or “imagination” abilities (e.g. generation of mental images), and more generally,
to perform mental simulation, planning or ”thinking” by iteratively conjuring up
a possible future state or counterfactual state [23]. Finally, a recurrent top-
down pathway may be key to account for the global ignition property observed
in the brain, when an input reaches consciousness and the corresponding module
is mobilized into the conscious global workspace (Figure 1B,C).

• Global Latent Workspace (GLW). The GLW, amodal by nature, is an inde-
pendent and intermediate shared latent space, trained to perform unsupervised
neural translation between the N latent spaces from the specialized modules
(Figure 3, Key Figure). Although there are numerous examples of supervised
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multi-modal translation in deep learning [24–38], here we emphasize cycle con-
sistency as the major unsupervised training objective for neural translation (see
Box 1). In brief, the translation system is optimized such that successive trans-
lation and back-translation (e.g. a cycle from language A to B, then back to A)
always returns the original input. Using this strategy, the GLW can potentially
transcribe between any pair of modules, even those for which matched data is
unavailable (for example, there is no smell systematically associated with a spe-
cific video game state; yet we can intuitively recognize when the player’s situation
becomes odiferous). Of course, it will be most advantageous if the default un-
supervised neural translation strategy can also be complemented by supervised
objectives [39] whenever joint data is available (e.g. watching an animal while
hearing the corresponding sound). The dimensionality of this intermediate space
is expected to be on par with or perhaps higher than the dimension of each of
the input latent spaces, but much lower than their sum. This bottleneck ensures
that only relevant information is encoded at each moment in time, and forces the
system to prioritize competing inputs with attention.

• Attention. In the brain, attention determines what information is consciously
perceived, and what is discarded [40] (although attention and consciousness can
be dissociated [41, 42]). Similarly, in the original GWT, attention selects the infor-
mation that enters the workspace. In deep learning, attention has recently taken
the spotlight [43], most particularly the transformer architecture used widely in
NLP [44] and computer vision [45–48]. Although the term “attention” is the same,
there are important differences between the neuroscience and machine learning us-
age of the notion [49]. In the transformer and related networks, attention is defined
as a match between queries emitted by one network layer and keys produced by
another one (possibly the same layer, in the ”self-attention” case); the matching
score determines what information is passed on to the next stage. Similarly, we
can envision a key-query matching process to select inputs that reach the GLW
and accordingly, to break existing connections or create new ones. If the workspace
includes a latent representation of the current task [50, 51], this signal can serve
to emit a top-down attention query, compared against the current “key” vectors
from all the candidate inputs to the workspace: whenever the latent space of an
input module produces a matching key, the module is connected and the relevant
information is brought into the workspace. In the absence of a clear task, or in the
presence of exceptionally strong or surprising inputs, bottom-up attention capture
can prevail: in the above terminology, salient information has a “master key” that
supersedes all queries, i.e., that can grant access to the workspace regardless of
the current query. The attention mechanism for producing keys and queries in
a data-dependent and task-dependent way must be optimized via training with a
specific objective function (see Outstanding Questions).

• Internal copies. When a specific module is connected to the workspace as a
result of attentional selection, its latent space activation vector is copied into the
GLW. This internal copy serves the role of a bidirectional connection interface
between the corresponding module and the GLW.

• Broadcast. The incoming information is then immediately broadcast, that is,
translated (via the shared latent space) into the latent space of all other modules.
This translation process is automatic: there is no effort involved in consciously
apprehending our inner and outer environment. It is how conscious inputs acquire
“meaning”, as they suddenly connect to the corresponding linguistic, motor, vi-
sual, auditory (etc) representations. This only means that the relevant information
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in the relevant format is “available” to these systems (as an internal copy within
the workspace), not necessarily that it will be used (i.e., effectively transferred into
the corresponding module). One does not always visualize the details of a conjured
mental image; one does not always verbalize their thought or inner speech; one
does not always act on a motor plan, etc. What determines if this information is
used by those systems is whether they are themselves currently connected to the
workspace (e.g. by virtue of their task-relevance). The many latent representa-
tions that are automatically formed when broadcasting conscious inputs inside the
workspace, without being consciously perceived themselves (because their corre-
sponding module is not currently connected to the workspace) may correspond to
what Crick and Koch described as the penumbra of consciousness [52].

3 Global Latent Workspace in action

To clarify the inner workings of the proposed workspace, let us follow its step-by-step
operations during a standard scenario (as illustrated also in Figure 3B). Before any
stimulus appears, the prior state of the system, including the current task setting or
instructions, can preset some modules to be connected to the GLW, while others re-
main disconnected (Step 0 in Figure 3B). “Connected” means that the latent space
of the module is temporarily clamped, in a bidirectional way, to its internal copy in
the workspace. If a stimulus appears in a disconnected module, it will not reach the
workspace directly; but it may still affect the attentional system (not represented in
Figure 3B), which may eventually result in the connection of the relevant module (ei-
ther because the corresponding key matches the top-down attention query; or because
it is a bottom-up “master key”). If a new stimulus appears in a connected module, the
latent activity is immediately transferred to the corresponding “internal copy” inside
the workspace (Step 1 in Figure 3B). Hence starts the broadcast, that is, an automatic
translation to all other domains: via the shared latent space, each internal copy (no
matter whether its module is connected or not) receives a translation of the new input
in its own “language”. In turn, the activation from each internal copy will return to
the shared latent space and potentially modify it, reverberating ad infinitum inside the
GLW. This might be what “ignition” means (Figure 1C): long-range and long-lasting
recurrent interactions between the latent spaces of the different modules. The shared
latent space can use the translations and corresponding “back-translations” from all
modules to compute its “cycle-consistency” error, required to train or fine-tune the un-
supervised neural translation system (e.g. via error backpropagation).

What will modules do with the broadcasted information they receive on their internal
copy (Step 2 in Figure 3B)? If the module is disconnected, the broadcast only reaches
the internal copy, but not the actual module. Still, this can be helpful for grounding and
affordance, as described more fully in the next section. If the module is connected, that
is, if its latent space is clamped to the internal copy, the broadcasted information reach-
ing the internal copy will also modify the latent space and potentially the inner layers of
the module (for a generative module). For a language network, speech may be produced;
for a movement network, an evasive action or a break-dance move may be launched; for
a generative visual network, an image reflecting the contents of the workspace may be
summoned, etc. This is what it means for a network to be “recruited” in the workspace:
because of the bidirectional connection, the inner network activity directly affects the
GLW, but is also directly affected by activity changes in the workspace.
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Box 1. Unsupervised neural translation via cycle-consistency.
In Natural Language Processing (NLP), a neural translation system is a ma-
chine translation algorithm that uses neural networks. Standard (neural) ma-
chine translation is learnt from matched exemplars (words, sentences) in the
source and target languages. However, since all languages refer to a common
physical reality in the outside world (the so-called language grounding prop-
erty), their associated semantic representation spaces are likely to share a similar
topology: for example, the words “cat” and “dog” are likely to be found close
together, while the word “machine” would be more distant (see Figure I). There-
fore, it is theoretically possible to learn to align linguistic representations in two
(or more) languages based solely on the geometry of their semantic representa-
tion spaces, without access to matched corpora (Figure I). This is referred to as
unsupervised neural translation. One recently proposed method relies on
a cycle-consistency training objective: language alignment is successful when
the successive translation from language A to language B, then back from B
to A returns the original sentence [39, 53, 54]. Similar methods have been ap-
plied to neural translation between varied domains, e.g. unpaired image-to-image
translation [55–57], text-to-image translation [28, 31, 58] or touch-to-image
translation [36]. Domain alignment via cycle-consistency training is also at the
heart of a recent surge of studies investigating unsupervised domain adaptation
and transfer learning tasks [59–64].
We suggest that the core challenge for any artificial system based on GWT is
in fact a problem of unsupervised neural translation: learning and retrieving ap-
propriate correspondences between elements of distinct domains or modalities,
which may not always directly co-occur in the environment. Accordingly, our
framework places a strong emphasis on cycle-consistency as an objective func-
tion for training the translation mechanism at the heart of the Global Latent
Workspace.

Figure I. Alignment between linguistic representations. Latent spaces from any two
languages X and Y (here, French and Japanese) share a similar topology, and can be
aligned to a shared latent space Z through a transform W (adapted from [65]).

4 Functional advantages of a Global Latent Workspace

A major testable property of the proposed GLW architecture is that the whole should be
more than the sum of its parts (i.e., its individual modules). In other words, the added
functional properties of GLW, specified below, should result in improved performance
across the entire range of modules that are connected to it. Beyond these pre-existing
individual tasks (and leaving aside the possible emergence of conscious experience, which
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we address in the next section), the global workspace also opens up the possibility of
combining modules to perform entirely novel tasks.

To begin with, the automatic multimodal alignment of representations in GLW is
an ideal way to accomplish information grounding. Sensory inputs or motor out-
puts, instead of meaningless vectors in their respective latent spaces, become associated
with corresponding representations in other sensorimotor domains, as well as with rele-
vant linguistic representations: this promotes semantic grounding of sensorimotor data.
Conversely with sensorimotor grounding of semantic information, linguistic embedding
vectors that merely capture long-range statistical relations between hollow “language
tokens” are transformed by association with relevant parts of the sensory environment
or the agent’s motor and behavioral repertoire [66]. This notion of sensorimotor ground-
ing is thus strongly related to the Gibsonian concept of affordance, and more generally
to Gibson’s ecological approach in brain science [67]. Ultimately, grounded latent rep-
resentations can confer increased performance to every module connected to the global
workspace. We thus predict that GLW should result in performance improvements,
particularly in terms of robustness to out-of-distribution samples (including so-called
“adversarial” attacks [68]).

While grounding and affordance are immediate and automatic consequences of infor-
mation entering the global workspace, such a system is capable of much more, granted
time and effort. Indeed, the ability to transiently mobilize any combination of mod-
ules into the workspace in a task-dependent manner is exactly what is required of a
general-purpose cognitive architecture. This way, the system can compose more general
functions from specialized modules, by deploying one module’s abilities onto another
module’s latent representation. This transfer learning enables agents to adapt to new
environments and tasks by generalizing previously learned models, and is considered a
core component for implementing intelligence [69, 70]. When enough diverse modules
are available, their possible combinations are virtually limitless. The price of this flex-
ibility is time and effort: mentally composing functions is a slow, sequential process,
requiring iterative calls to top-down attention in order to recruit the relevant modules,
one function at a time [71]. This is what Kahneman, and after him Bengio, have dubbed
system-2 cognition [17, 72].

One of the major functions that such a flexible mental composition system can pro-
duce is counterfactual reasoning, or the ability to answer “what if?” questions. In
this context, a particularly useful module could be a “world model”. This is an internal
model of how the environment reacts to one’s actions, which can be queried iteratively
as a “forward model” to predict future states of the world given an initial state and
possible action [73, 74]. This function is at the core of many emblematic attributes of
high-level cognition: imagination and creativity, planning, mental simulation, iterative
reasoning about possible future states [23].

Arguably, the cumulative advantages listed here may capture the function of con-
sciousness in humans and animals, as well as a path towards general intelligence in
machines.

5 Does GLW entail artificial consciousness ?

In the original GWT, a necessary and sufficient condition for conscious perception is
that the information is broadcast through the global workspace. This raises the ques-
tion of whether an artificial network equipped with a global latent workspace would
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Fig. 3. Schematic of a deep learning “Global Latent Workspace” (A) and its
operation (B). A. Specialized modules are arranged in the periphery. These can be pre-
trained networks for any variety of tasks: sensory (object recognition, detection, segmentation,
speech recognition...), motor (robotic arm control, speech production...), linguistic (text com-
prehension, machine translation, text-to-speech...), memory storage, or higher-level cognition-
and behavior-related functions (intuitive physics engine, RL policy, task embedding, world
model...). Each module is connected to the GLW (schematically represented at the center) via
an internal copy of the module’s relevant latent space, effectively acting as a connection inter-
face.. Through extensive training using a cycle-consistency objective, the workspace learns to
translate between the latent space representations of any two modules, in a mostly unsupervised
fashion, i.e. without or with very little need for paired data (red arrows). B. When bottom-up
or top-down attention (not represented here) selects inputs from one module (Step 0), its latent
space activation is copied into the GLW, and immediately translated into representations suit-
able for each of the other modules (Step 1). However, only a handful of these modules, those
currently mobilized into the workspace, will effectively receive and process the corresponding
data. For example, upon recognizing a tiger in the visual scene, the corresponding NLP word
embedding for “tiger” and a flight-oriented motor plan would arise in the workspace (Step 1);
but the flight would only be initiated (Step 2), or the word “tiger” pronounced (Step 2alt.),
if the corresponding module (motor output, text-to-speech) was effectively recruited in the
workspace at this instant.
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necessarily express (a minimal form of) consciousness. In philosophy of mind and in re-
lated neuroscientific theories of consciousness, two aspects of consciousness are usually
distinguished [75]: phenomenal consciousness is the immediate subjective experi-
ence of sensations, perceptions, thoughts, wants and emotions; access consciousness
requires further consolidation, and is used for reasoning and executive control of actions,
including language. GWT does not explicitly distinguish between these two forms of
consciousness, but other authors have suggested that local recurrence could be sufficient
for phenomenal awareness, while global recurrence is a hallmark of access conscious-
ness [41, 76]. In this view, the global workspace ignition that produces global recurrence
of brain activity would more naturally map to access consciousness. Indeed, the func-
tional advantages that we highlight in terms of flexible cognitive control seem in line
with the definition of access consciousness, and do not critically depend on the emer-
gence of phenomenal consciousness. Still, there are two aspects of GLW that may be
conducive to a form of phenomenal consciousness. First, the grounding and affordance
properties could account for the emergence of implicit associations between different
sensorimotor properties of an object as well as the associated declarative knowledge
(e.g., the word that comes on the tip of the tongue, the different ways we know that
we could grasp an object if we decided to, etc). Second, the recruitment of a sensory
module into the workspace could explain the vivid and detailed nature of our sensory
phenomenal experience: as the connection between the module and its internal copy
is bidirectional, the workspace can access sensory information but can also modify it
and enrich it with semantically grounded information. Thus, on the one hand, GLW
could reasonably be viewed as a way to endow an artificial system with phenomenal
consciousness. On the other hand, our position is that this question is an empirical one,
which cannot be addressed without committing to a specific measure of consciousness.
The answer, therefore, could heavily depend on the chosen measure: integrated infor-
mation [77], non-trivial information closure [78], synergistic mutual information [79], etc.

Finally, it is worth noting that the global workspace focuses on the “information broad-
cast” property of awareness. According to Dehaene et al. [80], there is an additional
self-monitoring aspect that is important to capture human and animal consciousness,
and that a GLW system as we describe here might be missing. Of course, this self-
monitoring itself is likely amenable to a deep learning implementation, but we defer this
question to future work.

6 Implications for Neuroscience

A global workspace using unsupervised neural translation to broadcast information be-
tween internal copies of every modality-specific latent space—if it exists in the brain—
should have a number of telltale signatures that could be explored by neuroscientists.
An internal copy, for example, would correspond to a population of neurons having a
clear preference for a specific sensorimotor domain or modality, but whose response is
heavily influenced by high-level, semantic or multimodal information (the grounding
and affordance properties). While there are many candidate high-level or multimodal
regions in the brain, the concept of internal copy further implies that the activation of
this neural population (i) could happen without stimulation of its preferred modality,
yet (ii) would be systematically coupled to a global ignition of the entire workspace.

Training the translation mechanism by optimizing cycle-consistency may be relatively
straightforward to implement with biological neurons, by making the networks mutually
predictive of each other. In this sense, cycle-consistency could be envisioned as a form
of “predictive coding”, a well-studied framework in neuroscience [81, 82]. Broadcast
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implies a recurrent loop between translations, back-translations and error estimations,
resembling the prediction error mimimization objective of predictive coding. As this
sort of error minimization loop is also known to be a source of brain oscillations [82,
83], we further suggest that internal copy neurons in the brain could be characterized
by oscillatory responses at a specific frequency.

A dedicated attention system is required to control the workspace inputs and out-
puts. In our framework (inspired by the deep learning transformer architecture [44]),
the workspace constantly emits context-dependent attention queries, each module emits
attention keys, and the match between keys and queries determines the module’s con-
nection status. In the brain, this would correspond to endogenous attention systems,
particularly the dorsal part of the frontoparietal network responsible for top-down at-
tention control [84]. As we explained, it would be advantageous if the modules with
especially salient inputs had the ability to emit “master keys” to force their recruitment
into the workspace, regardless of the current query. This is a form of bottom-up atten-
tion capture, reminiscent of the “circuit-breaking” property of exogenous attention in
the brain [84, 85]. Finally, while the workspace requires a dedicated and unified atten-
tion system, this does not preclude the existence of other independent attention systems
within each module. Similarly in the brain, there are global forms of attention to select
entire modalities while inhibiting others, but also more “local” forms of attention oper-
ating within each modality, e.g. to highlight one object among others [86]. For optimal
performance, these multiple attention systems should be allowed to interact [87], for
instance by sharing queries. The resulting widespread network of within- and between-
modality attention systems could correspond to the so-called frontoparietal attention
network [84, 88].

Common neuronal or cognitive phenomena may be revisited in the light of our proposed
framework. For instance, the suppression of consciousness during general anesthesia has
been linked to a specific impairment of long-range connections [16, 89], which are cru-
cial for the normal operation of the global workspace—specifically for ignition, broadcast
and translation. A model like the one we propose could serve to perform pre-clinical
studies, e.g. to evaluate how various aspects of consciousness depend on certain anes-
thetic drug targets. Just like anesthesia may reflect impaired translation mechanisms,
synesthesia could be related to hyperactive translation. Humans show the ability to
discover patterns through analogical reasoning, as well as a natural tendency to con-
nect seemingly unrelated stimuli in a consistent manner–a tendency that culminates in
the arbitrary and mandatory cross-modal associations of synesthesia [90]. Yet neuronal
mechanisms for such phenomena have been elusive. The unsupervised neural translation
we discussed here offers a possible algorithmic method to establish such alignment of
high-level representations across modalities, and could thus help understand the origins
of synesthesia.

7 Concluding remarks

Having a roadmap towards GLW does not imply that this goal is easy to reach—actual
implementation will involve much trial-and-error, and as yet unknown computational
resources. Of course, it is not the first time that a computer implementation of GWT
is suggested [17, 91–95]. What sets our stance apart is the conjunction of two fac-
tors. First, we capitalize on modern deep learning-compatible components, most of
them validated in state-of-the-art neural network architectures. Second, we contem-
plate the underlying neuronal bases and the neuroscientific implications of the proposed
scheme. Correspondingly, we hope that this work may serve two purposes. Firstly, from
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a cognitive neuroscience standpoint, considering how to effectively implement the global
workspace theory forces us to be very concrete about each component of the theory,
and thereby gives us an opportunity to refine the corresponding notions. In turn, these
refined notions could help formulate new hypotheses that may be empirically tested us-
ing neuroscientific methods. Secondly, in the context of artificial intelligence, the main
implication of our effort is to show that inspiration from neuro-cognitive architectures
may have important functional benefits. GLW could serve to improve specific machine
learning tasks or benchmarks by augmenting existing architectures, thanks to the added
robustness conferred by the grounding of representations inside the workspace. But
GLW could also be a way to develop entirely novel architectures capable of planning,
reasoning and thinking through the flexible reconfiguration of multiple existing modules.
This may bring us one step closer to general-purpose (system-2) artificial cognition.

Outstanding questions

• A global workspace serves to flexibly connect neural representations arising in
multiple separate modules. Is there a minimal number of modules feeding into
the workspace? When does bimodal, trimodal, multimodal integration become
a “global workspace”?

• Can we identify neurons, e.g. in frontal regions, that incarnate copies of the
various latent spaces? This may explain the numerous reports of sensory and
multimodal neuronal responses in frontal cortex.

• Is cycle-consistency implemented in the brain? If yes, does it correspond to a
form of predictive coding?

• Could synesthesia be the consequence of an exaggerated or overactive trans-
lation between domains, crossing the threshold of perception instead of acting
as a background process?

• How does attention learn to select the relevant information to enter the GLW?
What is the corresponding objective function? Many candidates exist and
could be tested: self-prediction, free energy, survival, reward of a RL agent,
metalearning (learning progress), etc.

• How can newly learned tasks or modules be connected to an existing GLW?
Requirements include: a new “internal copy” with a new (learned) attention
mechanism to produce keys for the latent space, new (learned) translations to
the rest of the workspace.

Glossary
Our terminology is borrowed from different fields, with the same term sometimes
taking distinct meanings across the fields. To alleviate any confusion, we begin
each definition by indicating whether the term is employed in a way traditionally
associated with Cognitive Neuroscience (Neuro) or AI (AI).

• affordance: (Neuro) objects and events are interpreted according to the op-
tions they offer an observer in terms of available uses (including mental usage)
and possible actions: their affordances

• attention: (AI) bottom-up or top-down selection of information to enter the
workspace, by means of matching query and key vectors

12
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• broadcast: (AI) automatic translation of incoming information from one se-
lected module into a format suitable for the latent space of all other modules

• counterfactual: (Neuro/AI) resulting from simulation of possible situations,
without a direct connection to reality or facts

• cycle-consistency: (AI) objective function for translation between two do-
mains A and B, whereby successive translations from A to B and from B back
to A should retrieve the original input

• discriminative/generative network: (AI) a neural network in which infor-
mation flows from the external environment towards the latent space is called
discriminative, and generative for the opposite direction; some networks can
be both (with bidirectional information flow)

• grounding: (Neuro) how representations from one domain acquire “mean-
ing”, by associating them with other related (and possibly unrelated) domains

• internal copy: (AI) the GLW contains an internal copy of each module’s
latent space, used for automatic translation and broadcast; recruiting a module
into the workspace amounts to effectively connecting this internal copy to the
corresponding latent space

• latent space: (AI) low-dimensional space that captures the structure and
topology of an input and/or output domain (for discriminative or generative
networks, respectively)

• module: (AI) a specialized system, operating independently of the GLW, but
capable of connecting to it when needed (to achieve this, the module’s latent
space gets clamped to its internal copy in the workspace)

• neural translation: (AI) machine translation algorithm that uses neural
networks

• objective function: (AI) the measure that a network aims to optimize via
training

• penumbra: (Neuro) according to Crick and Koch, the ensemble of neural
activity produced by the current conscious state, yet not strictly part of it

• phenomenal/access consciousness: (Neuro) the immediate subjective ex-
perience of sensations, emotions, thoughts (etc.) is called phenomenal con-
sciousness; access consciousness denotes information used for reasoning and
executive control of actions, including language

• supervised/unsupervised learning: (AI) training a network with/without
a desired output corresponding to each input

• system-2: (Neuro/AI) cognitive architecture capable of deliberate planning
and reasoning, typically slow and effortful compared to immediate perceptual
awareness, well-practiced tasks or reflexive behaviors

• transfer learning: (AI) application of a model trained on one problem to a
distinct but related problem. Domain adaptation tasks are a subset of transfer
learning

13
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Highlights

• In recent years, deep learning has steadily improved the state-of-the-art in
artificial intelligence, but mainly for single, well-defined tasks or challenges

• Novel advanced neural network architectures, possibly inspired by Neuro-
science, are needed to create more general-purpose AI systems with flexible
and robust capabilities

• The 30-year old Global Workspace Theory proposed such an architecture; we
now consider its implementation in a deep learning framework

• The Global Workspace accounts for conscious information processing in the
human brain, but its associated functional advantages could generalize to ar-
tificial systems

• In turn, considering an artificial global workspace can help constrain neurosci-
entific investigations of brain function and consciousness
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Thoughts

(this section will be deleted before submission, let’s use it as a notepad).
Potential [readers]/reviewers: [A. Seth, N. Tsuchyia, T. Serre, Sid Kouider, D. Ha], P.
Roelfsema, A. Torralba, A. Cleeremans
To mention somewhere:

• What’s the dimensionality of the GLW? 1,000-2,000 dims sounds about right.

• As in most modern deep learning approaches, we focus here on functional ob-
jectives that can be optimized via back-propagation. This learning strategy is
efficient, but its biological plausibility has been questioned (refs).

• We could also cite the very recent paper by Hill et al (Deepmind) on ”Grounded
langugage learning fast and slow”, the architecture has a lot of similarity with
GWT: text+visual encoders, joint latent embedding, separate decoders with re-
construction loss, etc. (although they don’t mention GWT at all). Maybe in the
section on grounding? On the other hand, it’s on arXiv, no proper reference yet.

• Kaiser et al (2017): one model to learn them all. I had completely forgotten about
this model. It’s definitely relevant...

20



REFERENCES Opinion - Paper under review

Resolved comments Ryoya’s comments are in blue Rufin’s comments are in purple
In this opinion paper, we employ the notion of latent space in deep learning liter-

ature and adapt it to interpret the function of global workspace. Specifically, we view
the global workspace as a latent space shared across functionally specialized neural net-
works. With a shared latent space (e.g. modalities such as vision and audition in the
brain), information coming from various specialised networks are interpreted in the same
format and can be used for solving novel problems via transfer learning or combining
existing neural networks. This view offers more concrete ideas as to how the function
of a global workspace is implemented by modern deep learning methods.

There are at least two ways to implement global workspace. One is to train multiple
modules simultaneously to obtain joint distributions of events and instances from those
specialized modules. The other is to align the relational structures of events encoded by
distinct modules to match each other (e.g. [39]). The first one requires parallel/matched
data to estimate the joint distribution, the second one doesn’t. However, there is no
reason to choose, and both of them can happen in the same system, depending on the
availability of joint data. Similarly, the ”unsupervised neural translation” approaches
do work without parallel data, but they work much better when there is (a little) su-
pervision data. The cycle consistency objective (relational structure alignment) is what
you do by default, when you don’t have joint data.

Shared latent space within the same modality (e.g. image-to-image) and across
modalities (e.g. text-to-image). Is there such a representation between tasks and sensor
information? Could you expand/clarify? I’m not sure to understand.It’s about the task
embeddings.

Do the systems need to be generative, e.g. auto-encoders, predictive coding, etc., or
can discriminative networks suffice? I think in the original GWT any architecture could
do. But to explain the ”ignition” properties of GNWT, recurrence seems necessary,
and therefore we should favor generative models? Also, how does the GW influence the
specialized systems if there is no top-down route? Maybe this is a point to discuss: if
you just want to create a multimodal workspace, e.g. to pre-activate the ”tiger” visual
recognition units when you hear the word ”tiger”, then discriminative models are suffi-
cient; but if you want this activation to ”recruit” the entire visual recognition hierarchy
(something like the ”blackboard” idea of Lamme, Bullier etc), then a generative/recur-
rent model seems necessary
RK:This is a difficult question and depends on how we interpret ignition. My interpre-
tation is that ignition as the process of entering the global workspace corresponds to
attention gating, i.e. key-query matching in the transformer network. Regarding how
generative models are used in the context of global workspace, I interpret generative
models as a simulator. The state vector from the global workspace can be used as an
input to a generative model, which generates a specific image (generated data in sensor
space) and this is re-encoded into the global workspace. This can be useful when we
perform ”thinking” by obtaining a possible future state (or counterfactual state) via
iteration.
1. Agreed, ignition in our model doesn’t need recurrence, it’s just what happens when
inputs enter the workspace (because they were selected by attention). I meant that in
the brain, it seems that recurrence is the key factor that determines whether ignition
takes place or inputs are ”lost”. At least that’s the standard view of Dehaene, Lamme,
etc. It’s also how they obtain ignition in their GNWT implementation (using the recur-
rent connections). But you’re right, this should not get confused with the question of
feedback generative circuits in our model.
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2. Regarding the ”simulation” aspect: does it make sense to say (as I will argue a bit
later) that the global workspace ”prepares” a translation of conscious inputs from one
modality into the latent space of every other modality; but this only gets ”used” if the
corresponding modality or network gets recruited into the workspace (via attention).
In that case, the prepared latent vector is copied into the corresponding network; in
the case of the generative network, this results in a ”simulation” in sensor space, as
you suggest. So, a generative model is not necessary here, but it presents additional
advantages (simulation, thinking, counterfactual reasoning, etc.)?

RK: I think there are two ways to align embedding spaces. One is from co-occurrences
such as visual and auditory events. The other method is unsupervised neural translation,
which allows mapping between two specialized modules that learned to encode inputs
independently. The former seems to occur automatically both in deep learning and in
the brain, but the latter seems to require additional optimization processes. This should
be a slow process, and may correspond to cognitive processes that require some mental
effort (i.e. system 2). For the 2 methods, see my response above: they are not mutually
exclusive, but rather complementary, depending on the availability of joint data. For the
automatic/effortful aspect of the translation, see my response below: I want to argue
that both methods can be automatic. (Consciousness happens without effort. What
is ”effortful” in the sense of Bengio’s or Kahneman’s system 2 is recruiting the right
networks/task modalities into the workspace in a flexible way so that novel tasks can
be performed.) effortful <= iterations

RK: Another question is whether the unsupervised neural translation needs to be per-
formed on an ad hoc basis or is continuously performed as part of learning. (Perhaps this
is for the outstanding questions) I agree this is a fundamental question, and we should
probably be on the same page on this. My intuition is that the translation does/should
happen all the time, but in the background: that’s how conscious inputs acquire ”mean-
ing”, because they suddenly ”connect” to the corresponding language representation,
motor representation, audio representation etc. However, this ”automatic” translation
only happens for consciously perceived inputs (those that enter the global workspace
because they were selected by attention); and it is only a translation between high-level
(unimodal) latent representations, not all the way to the (sensory) input level.
To be practical (at the risk of being wrong): If you think of the architecture in our
Figure 3, each separate ”modality” (object recognition, speech recognition, NLP, etc.)
has its own high-level latent space (e.g. the highest feature layer of a ResNet, the output
layer of a BERT, etc.). The global workspace ”automatically” translates between these
high-level spaces (using the cycle-consistency objective). If the visual input is selected
by attention, (a copy of) its ResNet activation vector enters the workspace, and gets
immediately translated, via a shared latent space, into (copies of) all the other high-
level latent vectors. These don’t actually connect into the corresponding modalities,
unless the modalities are themselves recruited in the workspace. So, for example, my
visual feature vector gets translated into a high-level latent speech representation, but
that’s just a copy of the text-to-speech latent space, so no speech needs to be generated.
On the other hand, if the text-to-speech network is recruited in the global workspace,
then the latent speech ”translation” from the visual image is actually copied into the
text-to-speech network, and speech is effectively produced.

Is embedding mapping (i.e., unsupervised translation of one representation to another)
performed in the brain? If so, what might be the neural mechanism? I’m confused
by the question. If we assume that this translation IS what makes the global latent
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workspace happen, then aren’t we also proposing that it does happen in the brain?
Doesn’t the question contradict the entire paper?What would be the brain equivalen-
t/neuronal implementation of translation via cycle consistency? Can we identify neu-
rons, e.g. in frontal regions, that represent copies of the latent space? (there are sensory
and multimodal neurons in frontal cortex, maybe that’s what they are for?).

Why haven’t we built this yet? What more do we need? Just compute?
“what we need is a set of criteria that an artificial global workspace should satisfy.
Demonstration of flexibility is one thing. But if we could find a few other key properties
that an artificial global workspace should have, that would be great”

Comments from Andrea ALAMIA (post-doc in my group)
Overall congrats, really cool paper! it reads very easily, and it’s definitely clear in its
overal goal and ideas. yet there are few specifics points that I didn’t get completely. I
listed them below more or less in order of appearance in the text.

1. It is unclear whether the GWS speaks its own language, or whether it acts simply
as a translator (or a bridge) between modules. From the text, I would understand
you intend the second case, as suggested by the cycle consistency. However, it’s
unclear how it would be able to generate top down predictions (such as the cre-
ative or imagination abilities that u mention in the ’multiple specialized module’
paragraph) if it’s just a ‘bridge’ between modules? From which language -if not
its own- it’s translating its own internal top-down predictions down to the mod-
ules? This part I found it quite unclear. (this gets even more confusing in the 5th
outstanding question, where you link -interestingly- predictive coding and cycle
consistency. I’m lost there).

2. the query-key system is intruiguing. However, I don’t understand whether the
query emitted by the GLW has to match all the keys from all the lower modules
at any given moment in time (or whenever a new key is produced, which may be
very often given a rapid stimulation). Also, when would the GLW emit queries?
Only when is actively doing something (a task), or all the time? Are these related
with top-down activity, such as imagination/dreaming?

3. ”a copy of the latent space activation vector is brought into the GLW.” in practice
what does it mean? that it is translated in the GLW language? (but does it have
one?)

4. brodcast. ”What determines if this information is used by those systems is whether
they are themselves currently connected to the workspace (e.g. by virtue of
their task-relevance).” but aren’t all modules always connected? you rather mean
whether their keys are matching the current task-related queries? I found some
discrepancy with Deahene 2006 paper. In my possibly wrong understanding of his
paper, things are framed a bit differently than as you write. In your case -if I got it-
one is conscious of things that are actually used by the module (effectively copied
in the module). But if I understood Dehaene paper correctly (paragraph ”Dis-
tinguishing accessibility from access”), being ’accessible’ (i.e. in the workspace)
is already enough to be conscious, the information doesn’t need to actually be
accessed by any specific module. Differently, he defined a ’preconscious’ state
(distinct from the subliminal) in which the activation has enough strength to en-
ter the workspace, but doesn’t get top-down amplification (you could say, in your
words, that the key doesn’t match the query).
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5. Functional advantages: I found great the link to Gibson and the idea of ’affor-
dance’, and the counterfactual reasoning argument in line with the slow system
2. But I personally found the bottom-line -as described at the very beginning- a
little weak: ”.. should result in improved performance across the entire range of
modules that are connected to it.” It’s not very convincing to me. It reads as if the
goal of the GWS is eventually just to perform better at each individual module,
by sharing information together. This is most likely true, but I would have put
the emphasis on this question from a different perspective (guess what.. predic-
tive coding!). That is, an integrated workspace does a better job at representing
a coherent and multimodal model of the world, from which it’s possible to make
predictions and -at the end of the day- maximize your chances of survival. So for
me it wouldn’t be about improve the performance of each module individually,
but rather improve the behavior of the whole system/agent.

6. In the bit about artificial consciousness, which I endorse fully in both ideas and
cautiousness, it would be cool to mention that a self monitoring system could
be simply a model of the world complex enough that it has included itself in it
(Higher Order Theory of consciousness - Rosenthal 2002). Btw, this intuition is
beautifully suitable for a predictive coding system..

7. In teh concluding remarks you mentione that you ”contemplate the underlying
neuronal bases and the neuroscientific implications of the proposed scheme”. I’m
not sure I see where exactly you discuss -or mention- the neuronal bases, if not
briefly in describing the original idea of the GWS (like in figure 1). Quite minor,
but when discussing the need for recursion (’Multiple specialized modules’) an
additional interesting point could be found in the information integration theory,
which indeed states that a FF network can’t be conscious (as measured by phi).
Maybe an IIT-friendly reviewer would appreciate the pointer.

8. peanuts details: figure 1C why is the FB arrow bigger from frontal to Parietal than
anywhere else? I’m not very clear about figure 1C but mostly figure 1D, which is
not well explained nor contextualized in the main text/legend.

Comments from Benjamin DEVILLERS (PhD in my group)
As Andrea I found the article very interesting and easy to read. I think the stance makes
perfect sense, and I particularly agree with the importance of cycle consistency. It also
gave me some clear context on my current work and where it could potentially lead.

1. Besides, I would like to compare your stance in section 3 of composing general
function from modules with François Chollet’s opinion on the architecture of an
intelligent system (https://arxiv.org/pdf/1911.01547.pdf, p.28 - II.2.1 Intelligence
as skill-acquisition efficiency). With the generation of a “skill program” to solve
a particular task. His paper is not at all on how to implement but rather on how
to measure the capabilities of an intelligent system. Also, it only focuses on the
tasks and not on how to gather and merge the different sensory information.

2. Finally, I have 2 questions: On grounding. I’m not sure I fully understand how
grounding is working. I initially thought that the grounded vectors are the amodal
representation of the GW, however you say “Ultimately, grounded latent repre-
sentations can confer increased performance to every module connected to the
global-Workspace”. Does it mean that the pre-trained expert modules continue
to learn concurrently with the GW and that the modules’ representations are
grounded by means of cycle-consistency?
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3. On temporality / memory. From such a system, it seems that 2 timelines arise.
One is the world’s time, i.e. the continuous flow of input. The other one comes
from the current task that is being processed, that could need information from
what the expert modules were processing in the past. Should the GW have access
to some sort of short-term memory? For example, can a several attentional query
vectors be applied to the same set of keys?

Comments from Milad MOZAFARI (Postdoc in my group)
Just finished reading the paper. Easy to follow and very interesting ideas that truly
make sense. Andrea’s first and third points were also my questions specially the section
that talks about the ”copy of latent activation”.

• But my own concern (in my opinion) is that reinforcement learning or a reward
system is a crucial part to learn broadcasting/gating strategies while dealing with
tasks like planning and decision making. I am saying this based on my early-phd
research on the working memory and the gating role of the basal ganglia in infor-
mation flow across the cortex. I acknowledge that my knowledge is not up-to-date
anymore but at that time the literature mostly agreed on the role of brain reward
system in learning gating strategies. In the beginning of your roadmap, I can see
you have mentioned RL but I think it is worth elaborating more on it (maybe in
a similar way that you talked about the discriminative and generative networks).
The attention mechanism that you have mentioned might be the substitution for
my point however I believe reinforcement learning should be involved to make it
a general purpose attention mechanism.
All in all, in my opinion working memory is important in consciousness and coordi-
nation/regulation of modalities and brain reward system is important for making
working memory work! Again, thank you for sharing this interesting work with
us.

• PS: I just saw you are posing my point as question in the end.

Comments from Thomas SERRE
I enjoyed reading the article. To be honest I had never heard of GWT and the article
nicely introduced it for me in a clear and concise way. I dont have any major feedback
— just a few small points.

I know that Tsotsos has done a lot of work including recent reviews on cognitive archi-
tectures. Below are 2 links that I found after a quick googling. Not necessary but might
not hurt to add at least 1-2 citations for reviews on alternative architectures?

https://www.frontiersin.org/articles/10.3389/fpsyg.2014.01260/full

https://link.springer.com/article/10.1007/s10462-018-9646-y

I thought Fig 1 which is key could be improved. No idea what Par is and I did not
have the faintest idea what panel D shows.

My main comment would be that there is a lot of work on multi-modal learning these
days and it might be helpful to add a couple of FAQs at the end addressing briefly 1)
how different this proposal is from other cognitive architectures or 2) work on multi-
modal learning in ML. 3) possibly address how you could even start evaluating the
proposal from an AI perspective. . . is it that you would already expect that the ind
modules would start outperforming specialized approaches simply because of the rich-
ness of training or we would need to come up with new challenges to evaluate progress
(in which case do you have any such proposal?)
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