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John B. Goodenough won the Nobel Prize in Chemistry in 2019 with Stanley
Wittingham and Akira Yoshino for their fundamental contributions to the development
of lithium-ion batteries. Calls for recognition for John’s pioneering work on lithium-ion
batteries had been launched at the Nobel Committee for many years and finally the calls
were answered! This was wonderful, though long overdue, news for the communities
of solid-state chemistry and materials sciences. John impacted these areas of research
greatly via his constant desire to account for the physical properties of solids through the
discussion of their local crystal structures and their chemical bonding. Let us notice that,
on this special occasion, John also set the record for being the oldest person, at 97, to receive
this prestigious honor!

John is a world-renowned outstanding scientist who won the Nobel Prize not only
for his pioneering work on lithium-ion batteries, but also for his profound influence on
solid-state chemistry, paving the way into the 21st century toward the modern approach
to materials sciences where physics and chemistry are intimately related. Very early in
the sixties of the last century, he demystified solid-state physics for solid-state chemists by
developing qualitative tools with which to discuss and predict in two areas of transition-
metal oxides: (i) he showed how to understand the magnetism of transition-metal oxides
in terms of spin exchanges between transition-metal magnetic ions bridged by a common
main-group ligand atom, providing the qualitative rules known as the Goodenough–
Kanamori rules, and (ii) he related the metal versus insulator behaviors of transition-metal
oxides to whether the interactions between adjacent transition-metal atoms dominate over
those involving individual transition-metal atoms. In both areas of research, John showed
how the seemingly complex problems can be reduced to the level of chemical bonding and
local structure–property relationships, thereby strongly inspiring generations of scientists!

During the International Conference organized by Paul Hagenmuller in Bordeaux in
1964, which gathered the most influential solid-state physicists and chemists from Europe
and North America involved in the study of transition-metal oxides, John clearly demon-
strated the importance of solid-state physics in understanding the physical properties of
solids with a view to using them for applications. From that moment on, John became a
mentor and a guide for many of us in the discipline of solid-state chemistry. Throughout
his stays in Europe and Bordeaux in particular, John inspired people around him by his
vision and his fruitful intuition. John was a pioneer not only in lithium-ion batteries
but also in developing phenomenological mechanisms useful in explaining a variety of
physical properties of transition-metal oxides. For further discussion, see the article of M.
Pouchard [1].

John Goodenough is one of those rare scientists whose impact on our daily lives is not
only obvious, but also essential. His contributions have appreciably changed the way we
live and, in a world always in search of new and better energy solutions, point towards
promising directions for the future. Even at the age of 99, he still continues to develop
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new polymers and battery concepts with researchers in his laboratory. He is now largely
focused on developing fully solid-state batteries with many challenging requirements such
as low cost, long cycle life, high volumetric density and fast rates of charge and discharge.

John is probably one of first to establish a strong link between basic and applied
research, which is of prime importance for our society. John showed an insatiable desire
to interpret observations of extended solid-state compounds by developing conceptual
tools based on local bonding and local structures. With this Special Issue dedicated to John
Goodenough, we salute him for his long and illustrious career, significantly advancing the
discipline of solid-state chemistry and materials sciences. For all of us, John is clearly an
example to follow.

John Goodenough has a warm personality and he often said that, to live one’s life to
the fullest, one should be able to interact with people who want to interact with you. All
our discussions with John, professional or private (see in Figure 1), were extremely rich in
a friendly and relaxed atmosphere punctuated by his legendary and contagious laughter!
John enjoyed traveling all over the world and sharing scientific discussions with people
from almost every country in the world.
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1. Special Issue Dedicated to Professor John B. Goodenough

After the introduction by Michel Pouchard [1] that spotlights the outstanding con-
tributions of Professor John B. Goodenough to solid-state chemistry, this Special Issue
consists of 14 contributions representing two areas of research John worked on, namely,
nine contributions on lithium-ion batteries and five on magnetic properties.

From a theory describing the physical properties of a system, we often demand
two things that are often incompatible with each other. One is to demand a conceptual
framework with which to organize what is observed and predict qualitative trends. The
other is to demand a quantitative tool with which to describe with numerical accuracy.
The Goodenough–Kanamori rules, formulated in the late 1950s, provided a conceptual
framework with which to discuss whether spin exchange interactions between transition-
metal magnetic ions M present in M-L-M bridges, formed by sharing a common main
group ligand atom L, are antiferromagnetic or ferromagnetic. The conceptual picture given
by the Goodenough–Kanamori rules has greatly influenced the thinking of chemists and
physicists for many decades.

The 2019 Nobel Prize in chemistry to John B. Goodenough, underlines another impor-
tant scientific field of interest of John, namely, the development of lithium-ion batteries that
are now indispensable in our lives (smartphones, laptops, electric vehicles, etc.). Goode-
nough was particularly credited for the choice of LixCoO2 and then LixNiO2 materials as
positive electrodes in batteries, which truly revolutionized the field of electrochemistry.
He also showed that the potential delivered by a battery can be increased by replacing
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oxide anions by polyanions (LiFePO4), and continues to develop solid electrolytes with
high conductivity of ionic species. All these materials or their derivatives are now used in
commercial batteries.

In what follows, we briefly comment on the main points of each contribution.

1.1. Contributions in the Area of Spin Exchanges and Magnetism

In the following, the first four papers are invited contributions.
(1) In the late 1990s and early 2000s, it became increasingly clear that spin exchange

interactions between magnetic ions do occur even if they do not share a common ligand.
They are M-L . . . L-M and M-L . . . A . . . L-M type interactions with A as a d0 (i.e., S = 0)
cation. They reflect that the magnetic orbitals of a cation M forming an MLn polyhedron
with surrounding ligands are given by d-states of MLn, in which the p-orbitals of L are
combined out-of-phase with the d-orbitals of M, and that all types of spin exchanges are
governed largely by the ligand p-orbitals of the magnetic orbitals. The qualitative aspects
of spin exchanges were reviewed by Myung-Hwan Whangbo, Hyun-Joo Koo and Reinhard
K. Kremer [2], in which they discuss how the qualitative trends in spin exchanges are
related to the arrangements of the magnetic orbitals, providing the structure–property
relations with which to understand the magnetic properties of complex magnetic solids.

(2) Interactions between spins of a magnetic system are very weak and are very small
in energy scale. This necessitates the use of a spin Hamiltonian defined in terms of several
phenomenological parameters (e.g., spin exchanges, Dzyaloshinskii–Moriya interactions,
etc.) to have quantitative predictions on magnetic properties. How to estimate the numer-
ical values of such parameters systematically and accurately has been a challenge for a
long time, which eventually led to an energy-mapping analysis based on first-principles
DFT+U and DFT+hybrid calculations in the early to mid-2000s. To determine the param-
eters defining a model spin Hamiltonian, one analyzes the relative energies of a set of
broken-symmetry ordered spin states using two different Hamiltonians; one generates the
relative energies by using the model Hamiltonian made up of the parameters to determine
and also by performing DFT+U or DFT+hybrid numerical calculations. Then, the two
energy spectra are mapped to determine the numerical values of the desired parameters.
This energy-mapping analysis is generalized in the review written by Xueyang Li, Hongyu
Yu, Feng Lou, Junsheng Feng, Myung-Hwan Whangbo and Hongjun Xiang [3]. This review
examines the origin of various possible interactions and shows how to compute the values
of these interactions. Having such a quantitative tool is crucial because the purpose of using
a model spin Hamiltonian is not to include all possible phenomenological parameters, but
to include the minimal number of parameters needed to describe the observed physical
properties. The quantitative tool allows one to sort out which parameters are essential.

(3) The spin exchange parameters can be estimated by using a method different from
the energy-mapping method. For instance, when non-spin-polarized DFT calculations
are employed to describe a magnetic solid of transition-metal magnetic ions, there oc-
cur partially filled d-state band(s) so that the solid is predicted to be metallic instead of
magnetic insulating. Nevertheless, one can determine the parameters of a tight binding
approximation that can reproduce the calculated d-state electronic band structure. From
such parameters, the spin exchange parameters necessary for discussing the magnetic
properties can be determined. Tanusri Saha-Dasgupta analyzed the d-state band structures
in terms of the N-th order muffin orbital-downfolding technique to determine the spin
lattices appropriate for a number of insulating magnetic oxides. Saha-Dasgupta provided a
review on her studies based on this method in [4].

(4) In each layer of a layered compound MPS3 (M = Mn, Fe, Co, Ni), the metal ions
M2+ form a honeycomb arrangement with a molecular anion P2S6

4− located at the center
of every hexagon of M2+ ions. Thus, the spin exchange between M2+ ions is mediated
by the symmetry-adapted group orbitals of P2S6

4−. Hyun-Joo Koo, Reinhard K. Kremer
and Myung-Hwan Whangbo [5] probed the spin exchanges of MPS3 (M = Mn, Fe, Co, Ni)
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by DFT+U calculations and analyzed their trends to find several unusual types of spin
exchanges unknown from other types of spin exchanges known so far.

(5) The contribution by Samir Matar and Jean Etourneau [6] examined the chemical
bonding and electronic structures of interstitial boron suboxides Bi12O2X (X = B, C, N, O)
using first-principles DFT calculations to find that Bi12O2X has unpaired electrons on X for
X = C and N with moments of 1.9 and 1 µB, respectively, in the ferromagnetic ground state.

1.2. Contributions in the Area of Lithium-Ion Batteries

In the following, the first eight papers are invited contributions.
(1) The article by Julia H. Yang, Haegyeom Kim and Gerbrand Ceder [7] perfectly illus-

trates the philosophy of Goodenough concerning his pursuit to understand the structure–
property relationship, rationalize experimental observations and improve the characteris-
tics of a studied material or device. On the basis of DFT calculations, the authors evidence
how the topology of layered structures impacts the electrochemical performances. In a
more general way, the article demonstrates how crucial first-principles calculations are
in accounting for the properties of materials and how they help to select new promising
candidates for electrodes.

(2) Atsuo Yamada [8] provided a short review on polyanion positive electrode materi-
als, which can generate high-voltage generation batteries with high-density energy. This
paper gives a general overview of cell voltage monitoring vs. transition element electronic
configuration. Currently, a challenging problem is to find cations other than those derived
from Ni, Co and V, three transition elements that are still commonly used but are too
expensive. As alternative possibilities, investigations were carried out with Fe3+/Fe2+ and
Cr4+/Cr3+ redox couples, and sulfate and phosphate as the framework structure with Li+

or Na+ as mobile species.
(3) High-voltage multi-electron reactions in alkali-ion batteries using vanadium phos-

phate positive electrodes are described by Edouard Boivin, Jean-Noël Chotard, Christian
Masquelier and Laurence Croguennec [9]. They clearly showed how the vanadyl distortion
affects the reversibility of the intercalation/de-intercalation mechanism, the voltage of
the battery and the number of exchange electrons per transition metal, and how these
parameters can be modified by controlling the local chemical environment of vanadium,
i.e., by an appropriate change in the composition (e.g., fluorine/oxygen exchange) of the
material.

(4) Lithium–sulfur batteries can provide a higher energy density than classical Li-ion
batteries at a lower cost, and they are environmentally friendly. Here, Sang-Kyu Lee, Hun
Kim, Sangin Bang, Seung-Taek Myung and Yang-Kook Sun [10] show how the addition
of WO3 nanowires mixed with carbon nanotubes at the separator/cathode interface may
improve the performance of such a device.

(5) Until recently, batteries and specifically positive electrodes were made from
inorganic materials. Margaud Lécuyer, Marc Deschamps, Dominique Guyomard, Joël
Gaubicher and Philippe Poizot [11] report the electrochemical performance of Li-based
metal batteries involving indigo carmine, an insoluble organic salt, as the positive electrode.
This opens the possibility toward inexpensive and renewable materials, a desired goal that
future batteries must achieve.

(6) In this article devoted to a perovskite-type Li-ion conductor, Guowei Zhao, Kota
Suzuki, Masaaki Hirayama and Ryoji Kanno [12] focus on a (LixLa1−x/3)ScO3 solid solution
prepared under high pressure and doped with Ce4+ and Zr4+ or Nb5+ to achieve a high
ionic conductivity.

(7) This is another article devoted to a perovskite-type Li-ion conductor. Jinhua Hong,
Shunsuke Kobayashi, Akihide Kuwabara, Yumi H. Ikuhara, Yasuyuki Fujiwara and Yuichi
Ikuhara [13] studied (LixLa1−x/3)NbO3 to examine the structural defects, such as point
defects and grain boundaries, that may significantly perturb the migration of Li+ ions.
Controlling such structural defects is essential in constructing solid electrolyte batteries

4
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and their all solid-state variants. This study presents new very-high-resolution electron
microcopy techniques.

(8) This contribution by Seona Kim, Guntae Kim and Arumugam Manthiram [14] is
concerned with rechargeable metal–air batteries. As an example of cost-effective electrocat-
alysts with effective bifunctional activity for both oxygen reduction and oxygen evolution,
they discussed a hybrid catalyst, Co3O4-infiltrated La0.5Sr0.5MnO3-δ, to demonstrate that
hybrid catalysts are a promising approach for oxygen electrocatalysts for renewable and
sustainable energy devices.

(9) In the last contribution [15], Jan L. Allen, Bria A. Crear, Rishav Choudhury, Michael
J. Wang, Dat T. Tran, Lin Ma, Philip M. Piccoli, Jeff Sakamoto and Jeff Wolfenstine examined
Li-stuffed spinels with a high conductivity of Li as a material for a fully structured all
solid battery. Their work provides a useful concept for enabling a single-phase fully solid
electrode without interphase impedance.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: High-voltage generation (over 4 V versus Li+/Li) of polyanion-positive electrode materials
is usually achieved by Ni3+/Ni2+, Co3+/Co2+, or V4+/V3+ redox couples, all of which, however,
encounter cost and toxicity issues. In this short review, our recent efforts to utilize alternative
abundant and less toxic Fe3+/Fe2+ and Cr4+/Cr3+ redox couples are summarized. Most successful
examples are alluaudite Na2Fe2(SO4)3 (3.8 V versus sodium and hence 4.1 V versus lithium) and
β1-Na3Al2(PO4)2F3-type Na3Cr2(PO4)2F3 (4.7 V versus sodium and hence 5.0 V versus lithium),
where maximizing ∆G by edge-sharing Fe3+-Fe3+ Coulombic repulsion and the use of the 3d2/3d3

configuration of Cr4+/Cr3+ are essential for each case. Possible exploration of new high-voltage
cathode materials is also discussed.

Keywords: cathode; polyanion; high-voltage

1. Introduction

Polyanion-positive electrode material for lithium batteries was identified by Del-
mas, Goodenough, and their co-workers for the NASICON M2(XO4)3 framework in the
1980s [1–3]. Later on, Padhi, Nanjundaswamy, and Goodenough discovered a very promis-
ing positive electrode material, LiFePO4 [4], which is now widely commercialized for sta-
tionary use or a power source for electric vehicles. A common advantage of polyanion-type
electrodes is their long-term stability of operation due to the rigid structural framework.
Additional advantages inherent to LiFePO4 that have led to its commercial application are
(i) lithium can be extracted at the first charge and functions as a charge carrier, moving back
and forward upon charge/discharge, (ii) it can withstand self-decomposition to guarantee
a high level of safety, and (iii) it has a suitable operating voltage of 3.4 V versus lithium,
which is not so high that it decomposes electrolytes but not too low that energy density is
sacrificed [5].

Toward higher voltages, Mn analogue LiMnPO4 (4.1 V versus lithium) was investi-
gated but its low electrochemical activity was not acceptable, and this negative feature is
common for all Mn-based polyanion-positive electrode materials [4,6–8]. Vanadium-based
compounds such as LiVPO4F [9] operate well at a reasonable voltage range around 4.2 V,
but they have been excluded as a commercial option due to the element’s toxicity and the
volume change during Li+ de/intercalation [10,11]. For an even higher voltage, Co3+/Co2+

and Ni3+/Ni2+ redox couples show activity at >4.5 V [12–14], but their highly oxidizing
nature induces several side reactions unless careful design is applied to both the electrolyte
and electrode composite. For a sodium analogue, electrode operation at higher voltages
is more important as the Na/Na+ potential is ca. 0.3 V higher than the Li/Li+ potential.
Within the polyanionic materials, strategic design toward high-voltage operation is almost
the same in the case of lithium, achieved by introducing V, Co, Ni as a redox center, as
represented by Na4Co3(PO4)2P2O7 [15–17].

However, the use of V, Co, or Ni is a challenging option for battery engineers as
they entail cost and toxicity issues. In particular, for a sodium battery system, a high-
voltage system with more abundant and cheap elements would be ideal. In this short
review article, after summarizing the influential factors dominating positive electrode
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voltage, our recent successful attempts to activate Fe3+/Fe2+ and Cr4+/Cr3+ redox cou-
ples, in Na2Fe2(SO4)3 (3.8 V versus sodium and hence 4.1 V versus lithium) [18] and
β1-Na3Al2(PO4)2F3-type Na3Cr2(PO4)2F3 (4.7 V versus sodium and hence 5.0 V versus
lithium) [19], will be demonstrated.

2. Toward Higher Voltage
2.1. Inductive Effect in Polyanionic Compounds

The voltage trend of polyanion-based positive electrode materials roughly follows the
formal charges of the central atoms in the polyanions, consisting of the idea of the inductive
effect [20]. The presence of strong X-O covalency stabilizes the antibonding M3+/M2+ state
through an M-O-X inductive effect to generate an appropriately high voltage. A series
of compounds including large polyanions (XO4)y− (X = S, P, As, Mo, W, y = 2 or 3) were
explored, and the use of (PO4)3− and (SO4)2− has been shown to stabilize the structure and
lower the M3+/M2+ redox energy to useful levels.

2.2. Thermodynamic Modification

In essence, the voltage is defined as the difference between the lithium chemical
potential in the cathode and in the anode, leading to a simple thermodynamic definition,
ignoring PV and TS terms: (P = pressure, V = volume, T = temperature, and S = entropy),
E = (GLi + Gcharged − Gdischarged)/nF. where GLi, Gcharged, and Gdischarged, are the Gibbs
free energies of lithium metal, charged cathode, and discharged cathode, respectively; n is
the number of electrons in the redox reaction, and F is the Faraday constant. The overall
thermodynamic scheme for voltage generation is summarized in Figure 1 based on the
Born–Haber cycle [21].
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Figure 1. A Born–Haber cycle for the definition of voltage generation in cathode materials based on
Fe3+/Fe2+ redox couple. The notations R and R* represent relaxed and unrelaxed frameworks, re-
spectively. Bulk ionization energy, which is closely related to the inductive effect, is an approximation
(electronic part) but is not identical to ∆G.

2.3. Choice of Transition Metals

Figure 2 shows a schematic derivation of the operation voltages and d-band positions
of 3d transition metal phosphates in sodium ion batteries. [19] In general, a transition metal
ion Mn+ with a higher atomic number has a deeper valence level owing to a larger effective
nuclear charge, resulting in a higher M(n+1)+/Mn+ redox potential. Naturally, phosphates
with end representatives of the 3d series, such as Co2+ and Ni2+, typically Na2CoPO4F and
Na4M3(PO4)2P2O7 (M = Co2+ and Ni2+), have been reported as high-voltage (4.3 V, 4.4 V,
4.8 V, respectively) cathode materials [16,17,22–24]. However, end representatives of the
3d series suffer from energy-level increments either by spin exchange penalty or crystal
field splitting. On the other hand, the 3d3 electron of Cr3+ in the t2g orbital is free from both
spin exchange and crystal field splitting, which can be compensated for the smaller nuclear
charge. Indeed, Cr4+/Cr3+ redox couples in phosphates generate >4.5 V vs. Na/Na+ (as
presented below) [19], comparable to Co- or Ni-based phosphates.
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crystal field splitting energy for 3d orbitals and exchange splitting energy, respectively. Orange and
blue shading corresponds to valences of 3 and 2, respectively. Note that there is also a contribution of
the Madelung and other energies to the cell voltage that is superimposed on the electronic contribu-
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3. High-Voltage System with Fe3+/Fe2+ and Cr4+/Cr3+

3.1. Pyrophosphates

Of particular interest is the triplite phase of LiFeSO4F [25] and metal-doped
Li2FeP2O7 [26,27] possess edge-sharing FeO6 octahedra to minimize the Fe-Fe distance, as
distinguished from other, lower-voltage Fe-based polyanion electrodes with corner-sharing
octahedra. A shorter Fe3+–Fe3+ distance in the charged state is effective for enlarging
Gcharged, and hence the operating voltage E, while the influence of the discharged state
Gdischarged with smaller charge Fe2+ can be subordinated in energetics.

The cell voltage for these two materials can reach as high as 3.9 V (vs. Li), which is
higher than the value of 3.8 V calculated from the standard redox potentials. The latter
has been suggested to be the highest achievable voltage for a Li ion battery utilizing the
Fe3+/Fe2+ redox couple in solid. As shown in Figure 3, the potential tunability for the
Fe3+/Fe2+ redox couple at the unusually high-voltage region of 3.5–3.9 V vs. lithium
is similar for any metal M doping in the Li2MxFe1-xP2O7 system [27]. The phenomena
include two aspects: (1) two redox reactions at different potentials are stabilized with
the doping of foreign metal M, (2) with more dopant, both of the redox reactions upshift
to higher potential, and one even approaches 4 V. Substitution of M into Fe sites may
suppress the migration of Fe from the FeO5 site upon charging, and the two original,
distinct Fe sites become robust to stabilize the edge-sharing geometry of FeO5 and FeO6
polyhedrals with large Fe3+-Fe3+ coulombic repulsion energy, leading to the two distinct
redox reactions with inherently high potentials. The change in the relative energy of the
intermediate compounds, which is induced by the unfavorable VLi

’-M2+(MFe
×) and/or

LiLi
×-Fe3+(FeFe•) interaction in the doping case, may be a reason for the further potential

upshifting. The classic inductive effect cannot explain the redox potential upshifting
phenomenon in this case.
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Figure 3. Schematic description of free energy difference between starting and delithiation materials.
The right-hand portion is the pristine Li2FeP2O7 system. The spontaneous structural rearrangement
(Fe’s migration) destroys the edge-sharing configuration and decreases the free energy of the delithi-
ated state, which results in an energy difference of4E1. The left-hand portion is the doping system
Li2MxFe1-xP2O7. After full delithiation, the Li concentration is higher than that in the Li2FeP2O7

case, because all of the M ions remain inert. The remaining Li can block the Fe migration and can
stabilize the Fe’s original local structure and the whole crystal structure, which means that the energy
difference4E2 should be higher than4E1.

3.2. Alluaudites

Compaction of the MO6 dimer can be more pronounced in an alluaudite framework,
where two edge-shared MO6 octahedra are bridged by a small XO4 tetrahedron and the
M-M distance becomes much shorter (Figure 4). During the search along the Na2SO4-FeSO4
tie line, we discovered the first sulfate compound with an alluaudite-type framework [18].
Deviating sharply from most of the AxM2(XO4)3-type compounds adopting the NASICON-
related structures, Na2Fe2(SO4)3 does not contain the lantern units [M2(XO4)3]. It would
be convenient to denote AA’BM2(XO4)3 as general alluaudite-type compounds, where
A = partially occupied Na(2), A’ = partially occupied Na(3), B = Na(1), M = Fe2+, and X = S
in the present case.
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Figure 4. Local coordination structure and charge–discharge voltage profile of Na2Fe2(SO4)3.

The Na2Fe2(SO4)3 offers an average potential of 3.8 V (vs. Na/Na+), with smooth,
sloping charge–discharge profiles over a narrow voltage range of 3.3–4.3 V, which is the
highest Fe3+/Fe2+ redox potential obtained in any material environment (Figure 5) [18].
The abnormally high voltage can be explained by the thermodynamic definition of voltage
explained in Section 2.2; the edge-sharing geometry of the Fe octahedra in Na2Fe2(SO4)3
will raise Gcharged due to the strong Fe3+–Fe3+ repulsion, leading to high E. Additionally, it
offers excellent rate kinetics and cycling stability without requiring any additional cathode
optimization. It forms an open framework host for the efficient (de)intercalation of Na ions
with very low activation energy.
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Figure 5. Galvanostatic charge–discharge curves of Na3Cr2(PO4)2F3 electrode in Na half-cell at a
rate of 0.1 C between 2.7 and 5.0 V vs. Na/Na+ (1 C = 63.8 mA g−1). Inset shows the first cycle.

An remarkable feature is that, now, the most commonly accessible redox Fe3+/Fe2+

can, in principle, generate the high voltage of 3.8 V vs. sodium (and hence 4.1 V vs. lithium).
However, the hygroscopicity of the sulphate compounds must be carefully managed.

3.3. β1-Na3Al2(PO4)2F3-Type Fluoride Phosphates

Considering the d-level considerations in Section 2.3, an extremely high operating
potential of 4.7 V vs. Na/Na+ was identified in Na3–xCr2(PO4)2F3 (0 < x < 1) on account
of the Cr4+/Cr3+ (3d2/3d3) redox couple, providing a promising design strategy for a
high-voltage positive electrode material [19]. Whilst further Na+ extraction (x > 1) to form
NaCr2(PO4)2F3 above 5.0 V vs. Na/Na+ remains elusive, optimization of the durable cell
components for high-voltage operation may enable more activity and greater reversibil-
ity. Overall, utilizing low-cost Cr4+/Cr3+ (3d2/3d3), instead of Co3+/Co2+ (3d6/3d7) or
Ni3+/Ni2+ (3d7/3d8) as in previously reported polyanion compounds, is worthwhile for
the realization of batteries with higher energy density.

4. Summary and Perspective

Initiated by Delmas, Goodenough, and co-workers in the 1980s, polyanion-type
positive electrode materials now represent a large group of materials for reversible Li+, Na+,
and K+ insertion. With a suitable combination of transition metal and framework structure,
the operating voltage can be tuned, leading sometimes to a suitable high-voltage range
for practical application. Although LiFePO4 is the only compound that has been widely
applied for commercial use to date, continuous exploration is ongoing in the community
toward better batteries with lower cost, high voltage, high safety, and a long calendar
life. In addition to the widely examined redox couple based on Fe3+/Fe2+, Cr4+/Cr3+

could be an inexpensive yet higher-voltage option for future material development in
polyanion compounds.
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17. Gezović, A.; Vujković, M.J.; Milović, M.; Grudić, V.; Dominko, R.; Mentus, S. Recent developments of Na4M3(PO4)2(P2O7) as
the cathode material for alkaline-ion rechargeable batteries: Challenges and outlook. Energy Storage Mater. 2021, 37, 243–273.
[CrossRef]

18. Barpanda, P.; Oyama, G.; Nishimura, S.; Chung, S.-C.; Yamada, A. A 3.8-V earth-abundant sodium battery electrode. Nat.
Commun. 2014, 5, 1–6. [CrossRef]

19. Kawai, K.; Asakura, D.; Nishimura, S.; Yamada, A. 4.7 V Operation of the Cr4+/Cr3+ redox couple in Na3Cr2(PO4)2F3. Chem.
Mater. 2021, 33, 1373–1379. [CrossRef]

20. Padhi, A.K.; Nanjundaswamy, K.S.; Masquelier, C.; Okada, S.; Goodenough, J.B. Effect of structure on the Fe3+/Fe2+ redox couple
in iron phosphates. J. Electrochem. Soc. 1997, 144, 1609–1613. [CrossRef]

21. Yamada, A. Systematic studies on “abundant” battery materials: Identification and reaction mechanisms. Electrochemistry 2016,
84, 654–661. [CrossRef]

22. You, Y.; Manthiram, A. Progress in high-voltage cathode materials for rechargeable sodium-ion batteries. Adv. Energy Mater. 2018,
8, 1701785. [CrossRef]

23. Chayambuka, K.; Mulder, G.; Danilov, D.L.; Notten, P.H.L. Sodium-ion battery materials and electrochemical properties reviewed.
Adv. Energy Mater. 2018, 8, 1–49. [CrossRef]

24. Kubota, K.; Yokoh, K.; Yabuuchi, N.; Komaba, S. Na2CoPO4F as a high-voltage electrode material for Na-ion batteries. Electro-
chemistry 2014, 82, 909–911. [CrossRef]

25. Barpanda, P.; Ati, M.; Melot, B.; Rousse, G. A 3.90V iron-based fluorosulphate material for lithium-ion batteries crystallizing in
the triplite structure. Nat. Mater. 2011, 10, 772–779. [CrossRef] [PubMed]

26. Furuta, N.; Nishimura, S.; Barpanda, P.; Yamada, A. Fe3+/Fe2+ redox couple approaching 4 V in Li2-x(Fe1-yMny)P2O7 pyro-
phosphate cathodes. Chem. Mater. 2012, 24, 1055–1061. [CrossRef]

27. Ye, T.; Barpanda, P.; Nishimura, S.; Furuta, N.; Chung, S.-C.; Yamada, A. General observation of Fe3+/Fe2+ redox couple close to
4 V in partially substituted Li2FeP2O7 pyrophosphate solid-solution cathodes. Chem. Mater. 2013, 25, 3623–3629. [CrossRef]

12



molecules

Article

Defect Engineering and Anisotropic Modulation of Ionic
Transport in Perovskite Solid Electrolyte LixLa(1−x)/3NbO3

Jinhua Hong 1, Shunsuke Kobayashi 1, Akihide Kuwabara 1, Yumi H. Ikuhara 1, Yasuyuki Fujiwara 2

and Yuichi Ikuhara 1,3,*

����������
�������

Citation: Hong, J.; Kobayashi, S.;

Kuwabara, A.; Ikuhara, Y.H.;

Fujiwara, Y.; Ikuhara, Y. Defect

Engineering and Anisotropic

Modulation of Ionic Transport in

Perovskite Solid Electrolyte

LixLa(1−x)/3NbO3. Molecules 2021, 26,

3559. https://doi.org/10.3390/

molecules26123559

Academic Editors: Claude Delmas,

Stephane Jobic and

Myung-Hwan Whangbo

Received: 5 May 2021

Accepted: 7 June 2021

Published: 10 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Nanostructures Research Laboratory, Japan Fine Ceramics Center, Nagoya 456-8587, Japan;
jinhuahong436@gmail.com (J.H.); s_kobayashi@jfcc.or.jp (S.K.); kuwabara@jfcc.or.jp (A.K.);
yumi@jfcc.or.jp (Y.H.I.)

2 Faculty of Engineering, Shinshu University, Nagano 380-8553, Japan; yamato2010@shinshu-u.ac.jp
3 Institute of Engineering Innovation, The University of Tokyo, Tokyo 113-8586, Japan
* Correspondence: ikuhara@sigma.t.u-tokyo.ac.jp

Abstract: Solid electrolytes, such as perovskite Li3xLa2/1−xTiO3, LixLa(1−x)/3NbO3 and garnet
Li7La3Zr2O12 ceramic oxides, have attracted extensive attention in lithium-ion battery research
due to their good chemical stability and the improvability of their ionic conductivity with great
potential in solid electrolyte battery applications. These solid oxides eliminate safety issues and
cycling instability, which are common challenges in the current commercial lithium-ion batteries
based on organic liquid electrolytes. However, in practical applications, structural disorders such
as point defects and grain boundaries play a dominating role in the ionic transport of these solid
electrolytes, where defect engineering to tailor or improve the ionic conductive property is still
seldom reported. Here, we demonstrate a defect engineering approach to alter the ionic conductive
channels in LixLa(1−x)/3NbO3 (x = 0.1~0.13) electrolytes based on the rearrangements of La sites
through a quenching process. The changes in the occupancy and interstitial defects of La ions lead to
anisotropic modulation of ionic conductivity with the increase in quenching temperatures. Our trial
in this work on the defect engineering of quenched electrolytes will offer opportunities to optimize
ionic conductivity and benefit the solid electrolyte battery applications.

Keywords: defect engineering; perovskite electrolyte; lithium-ion battery; migration pathway;
anisotropic response

1. Introduction

Commercial lithium-ion batteries have shaped the new era and people’s daily lives,
owing to their successful portable electronics applications in vehicles and mobile phones,
etc. However, there are still common issues to be addressed in this industry, such as safety,
electrochemical and mechanical stability, and cycling life, which are intrinsic disadvantages
of the flammable organic liquid electrolytes mostly employed in the current commercial
Li-ion batteries [1–4]. Solid electrolyte batteries [5–8] or all-solid-state batteries have long
been considered as the future of battery technology to avoid safety issues such as leakage
and explosion, and to minimize cycling instability due to side reactions or metal dendrite
growth. Thus, solid electrolyte materials [9–12] have attracted extensive research interest in
the advanced architecture design [13,14] of Li-ion batteries and Li-air, Li-S [15], and Li-Br2
batteries [16,17] with exceptionally high energy density.

Among the available lithium-ion-conducting solid electrolytes, ceramic oxides
(10−5~10−3 S·cm−1) such as perovskite materials Li3xLa2/1−xTiO3 (LLTO) [18–21] and
LixLa(1−x)/3NbO3 (LLNO) [22–24], anti-perovskite Li3OX (X = Cl, Br)[25–27] and garnet
structured Li7La3Zr2O12 (LLZO) [28–31] have received much attention due to their good
electrochemical stability and considerable potential to push the limit of ionic conductivity
towards a desired level (~10−2 S·cm−1) in the industrial application of batteries. Their ionic
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conductivity follows such a microscopic ion migration mechanism: low occupancy of the
Li+ on the vacancy sites; low migration energy barrier for ion hopping; and network-like
available sites (vacancies) [32] to interconnect the migration pathways of the mobile ions in
these solid electrolytes [1]. In practical battery applications, the presence of point defects,
grain/domain boundaries [21,33] in polycrystalline materials, and electrolyte/electrode
interface resistance [34,35] would play a dominant role in determining the Li ionic conduc-
tive performance.

Ma et al. [21,33] have demonstrated the atomic structure of grain boundaries in poly-
crystalline oxide electrolytes which severely degrade the ionic conductivity compared to
the perfect bulk form. Very recently, Dawson et al. [36] utilized large-scale molecular dy-
namic simulations to show that the grain size distribution of the polycrystalline electrolytes
is key to the overall ionic transport. The conductivity has a strong decrease [36] when the
grain size is smaller than 100 nm, and it increases and converges to 85% of the conductivity
of perfect bulk crystal when grain size exceeds 400 nm. The directional solidification
method has been demonstrated to yield high-quality single-crystal electrolyte ingots at the
decimetre scale [37], where the limited grain boundaries (if they exist between large-size
domains) may not remarkably influence the macroscopic ionic conductivity. Herein, atomic
structure characterization of other common structural disorders is also quite necessary to
understand their effect on the ion diffusion. Furthermore, there have not been adequate
experimental reports on how to utilize defect engineering to perfect or tailor the ionic
conductivity at the atomic scale.

In this work, we will show the formation of various defects by the rearrangement of
La sites in LixLa(1−x)/3NbO3 (LLNO, x = 0.1~0.13) electrolytes after a quenching process
and that the resulted La interstitials/vacancies induce the anisotropic change in the ionic
conductivity. Through aberration-corrected scanning transmission electron microscopy
(STEM), we have identified the layered structure property of LLNO by atomic resolution
annular dark/bright field (ADF/ABF) imaging, together with energy dispersive X-ray spec-
troscopy (EDX) mapping to visualize the layered chemical structure in atomic resolution.
The experimental quenching process of single-crystal LLNO gives rise to vast La vacancy
defects in the La, Li-coexisting A1 layer and octahedral interstitial La atoms occupied
in the “empty” O-containing A2 layer. This La rearrangement mechanism leads to the
anisotropic experimental findings that the in-A1-plane conductivity increased, while the
out-of-A1-plane conductivity decreased when the quenching temperature elevated. Based
on this microscopic diagram, the migration of La atoms along different kinetic pathways
results in the formation of in-A1-plane vacancies and in-A2-plane interstitials which are
responsible for the anisotropic modulation of ionic conductivity through defect engineering.
Our trial in this work on the defect characterization of the quenched single-crystal LLNO
will offer new opportunities to optimize the ionic conductivity and benefit in its potential
applications in the new solid electrolyte batteries.

2. Results and Discussion

Solid electrolyte LixLa(1−x)/3NbO3 (LLNO) has a perovskite structure, as shown in
Figure 1a, where the La atoms (green balls) are located at the vertex sites with 2/3 occupancy.
This means 1/3 of the vertex La sites are inherent vacancies which accommodate Li ions.
Hence, this special Li-containing plane is named as the A1 layer [23,24] with rich vacancy
networks, and the middle-plane gap between neighbouring A1 layers is called the A2 layer,
which contains only O atoms (purple in Figure 1a). In the charging or discharging process
of the Li ion battery, these layers could be the Li+-conductive channels for ionic transport
in the solid electrolyte.
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Figure 1. (a) Structure model of perovskite electrolyte LLNO. In the unit cell, green atoms stand for coexisting Li, La sites
with an occupancy of 2/3, red for Nb with 100% occupancy, and blue for O with 100% occupancy. The A1 layer marks the
La, Li-coexisting layer, and A2 layer is the “empty” mid-plane gap between A1 layers. (b,c) Atomically resolved HAADF
and ABF images in [100] direction, respectively. The atomic models superposed suggest the invisible O atoms can be clearly
identified in the ABF image. (d–i) STEM-EDX mappings to reveal the chemical structure. Atomic resolution EDX mapping
depicts the layered distribution of La in A1 plane which is partly replaced by Li ions. Scale bars: 1 nm.

Figure 1b,c show the atomic resolution high angle annular dark/bright field scanning
transmission electron microscopy (HAADF/ABF-STEM) images of the LixLa(1−x)/3NbO3
(x ≈ 0.13) crystal in the [100] direction. Heavy atoms La and Nb are clearly presented in the
HAADF image, while the O columns invisible in HAADF imaging can be unambiguously
resolved in the ABF image in Figure 1c. These atomically resolved images demonstrate
that there exist no interstitial La atoms in the A2 layer of the pristine electrolyte crystal.

Furthermore, energy dispersive X-ray spectroscopy (EDX) mappings clearly show
the atom-by-atom chemical identification of LLNO with distinguished layered or squared
distribution of La, Nb and O lattices, as shown in Figure 1d–i. These EDX mappings show
that there exist only La and O in the A1 plane, and the layered La distribution (green in
Figure 1f) also indicates the ionic conductive channel, since Li replaces part of the La atoms
within the A1 plane in the pristine LLNO. As a supplement to EDX detection, electron
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energy loss spectroscopy (EELS) demonstrated a weak signal around 60 eV that originated
from the Li-K edge as shown in Figure S1, which indicates the low content of Li in the
pristine samples.

In order to improve the ionic conductivity properties of the single-crystal electrolyte,
material processes such as annealing and quenching were conducted to tailor the mi-
crostructures of the materials [22]. These high-temperature material processes result in
ordered structure modulation [23], atom migration, new defects’ formation, phase segrega-
tion or precipitation. Hence, defect engineering by materials annealing/quenching is to be
explored to discover new atomic mechanisms for the enhancement of the ionic conductivity.

Figure 2a–c show the HAADF images of the electrolytes quenched at different tem-
peratures. In contrast with the pristine and 700 ◦C quenched samples (almost the same)
in Figure 2a, more defects such as interstitial atoms and novel complicated intermedi-
ate precipitates emerge in the samples quenched at the higher temperature of 1000 ◦C
(Figure 2b). For crystals quenched at the even higher temperature of 1300 ◦C in Figure 2c,
the interstitial atoms fully occupy the “empty” A2 layer which should contain only HAADF-
invisible O atoms. One can also see the more obvious differences in the HAADF images in
Figures S2 and S3.
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Figure 2. (a–c) Structure evolution of pristine and 700 ◦C-, 1000 ◦C-, and 1300 ◦C-quenched LLNO electrolytes, respectively,
imaged along [100] direction. Scale bars: 1 nm. Defects appear with the increase in quenching temperatures. The “empty”
O-containing A2 layers in the pristine and 700 ◦C-quenched electrolytes in (a) underwent a complex transition with diverse
defects precipitating in (b), and became fully occupied by interstitials in (c) at the high temperature of 1300 ◦C.

As shown in the HAADF images in the [001] direction in Figure 3, in contrast with
the uniform square lattice of the pristine non-quenched electrolytes, vast vacancies appear
in the 1300 ◦C quenched samples, highlighted by yellow circles. The simulated HAADF
image in the Figure 3a inset shows the dark atoms correspond to the green La atoms in the
superposed structural model. This confirms that vast La atoms move out of the original A1
layer and leave vacancies in the samples when quenched at high temperatures. Therefore, a
rearrangement of La lattice atoms has occurred where La atoms within the A1 plane migrate
into the “empty” A2 layer, behaving as the obvious “interstitial” defects in Figure 2c. From
the serial images Figure 2a–c, it is also reasonable to propose that the regular “interstitial”
defects (in Figure 2c) could be a metastable configuration in the La migration.

However, for the electrolytes quenched at the intermediate temperature 1000 ◦C
(Figure 2b), much more diverse “precipitated” defects with unique atomic structures
appear, shown in Figure 4a–c and also highlighted by ellipses in different colours. After
analysing the diverse defects formed in the 1000 ◦C-quenched samples, only three types of
defects are found to be the most common, highlighted by ellipses in colours standing for
specific atomic structures. Initial interpretation of the emerging of diverse defects in the
annealing/quenching process will also be discussed later.
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Figure 3. Atomically resolved HAADF images of pristine (a) and 1300 ◦C-quenched (b) LLNO electrolytes along [001]
direction. Scale bars: 2 nm. La vacancies are not present in pristine non-quenched samples, where the inset simulated
HAADF image in (a) agrees well with the experimental image. Dark atomic columns correspond to La in the inset of (a), as
indicated by the green atoms (La) in the superposed structure model. Vast La vacancies appear in the 1300 ◦C-quenched
sample, as highlighted by the yellow circles in (b).

Molecules 2021, 26, x FOR PEER REVIEW 6 of 12 
 

 

appear, shown in Figure 4a–c and also highlighted by ellipses in different colours. After 

analysing the diverse defects formed in the 1000 °C-quenched samples, only three types 

of defects are found to be the most common, highlighted by ellipses in colours standing 

for specific atomic structures. Initial interpretation of the emerging of diverse defects in 

the annealing/quenching process will also be discussed later. 

 

Figure 4. (a–c) The diverse defects formed in the 1000 °C-quenched electrolytes containing many intermediate defects, 

highlighted by ellipses in different colours. Scale bars: 2 nm. 

To better illustrate the atomic structure, we present the models and experimental 

HAADF images of different defects systematically in Figure 5b–d,h,j,l. After careful 

comparison of these defects with the normal layered matrix lattice in Figure 5a,e,f, it can 

be inferred that the diverse occupancies of interstitial sites must stem from La atomic 

migration via different kinetic pathways. As the “empty” A2 layer has adequate space to 

accommodate migrating La atoms activated by high temperature annealing/quenching, 

the LaA1→LaA2 migration will easily occur along the proposed kinetic pathway, as 

marked by the yellow arrows in Figure 5b. This will lead to the most commonly ob-

served metastable defects in Figure 2c. On the other hand, as depicted previously, 2/3 of 

La sites within the A1 layer are occupied by La atoms and the left 1/3 La sites correspond 

to vacancies or Li in the pristine electrolyte LLNO. Hence, the nearest-neighbouring 

La-site hopping (indicated by arrows in Figure 5c) or second-nearest-neighbouring 

La-site hopping (arrows in Figure 5d) will take place via the vacancy mechanism. 

Following these migration pathway hypotheses, the normal LaA1 in Figure 5a can be 

regarded as the ground state configuration and LaA2 in Figure 5b as the metastable state. 

Then, vacancies in these ground/metastable configurations offer considerable possibili-

ties to the transitions between both states, leaving diverse intermediate defects (light 

green in Figure 5c,d) in the nearest- and second-nearest-neighbouring hopping path-

ways. Based on the structural models in Figure 5a,b, the simulated HAADF images of 

the ground-state/metastable configuration (Figure 5e,g, respectively) are consistent with 

the experimental results of pristine and quenched electrolytes in Figure 5f,h and Figure 

2a,c. One can also see the effect of different LaA2 occupancies on the quantitative intensi-

ty of the simulated HAADF image in Figure S4. Other diverse configurations trapped by 

quenching at the intermediate temperature in Figure 5c,d will contribute to abnormal 

lattice imaging, as simulated in Figure 5i,k, respectively, in accordance with the experi-

mental observations in Figure 5j,l. Note that only a part of the LaA1 and LaA2 sites pre-

serves vacancies, hence intermediate defects due to random migration of La should be 

superposed onto the perfect lattice without La vacancies in the image simulation, lead-

ing to a better matching between Figure 5i,k and Figure 5j,l. The qualitative experi-

ment/simulation agreement confirms the diverse La-migration-induced defects between 

normal lattices. 

Figure 4. (a–c) The diverse defects formed in the 1000 ◦C-quenched electrolytes containing many intermediate defects,
highlighted by ellipses in different colours. Scale bars: 2 nm.

To better illustrate the atomic structure, we present the models and experimental
HAADF images of different defects systematically in Figure 5b–d,h,j,l. After careful com-
parison of these defects with the normal layered matrix lattice in Figure 5a,e,f, it can be
inferred that the diverse occupancies of interstitial sites must stem from La atomic mi-
gration via different kinetic pathways. As the “empty” A2 layer has adequate space to
accommodate migrating La atoms activated by high temperature annealing/quenching, the
LaA1→LaA2 migration will easily occur along the proposed kinetic pathway, as marked by
the yellow arrows in Figure 5b. This will lead to the most commonly observed metastable
defects in Figure 2c. On the other hand, as depicted previously, 2/3 of La sites within
the A1 layer are occupied by La atoms and the left 1/3 La sites correspond to vacancies
or Li in the pristine electrolyte LLNO. Hence, the nearest-neighbouring La-site hopping
(indicated by arrows in Figure 5c) or second-nearest-neighbouring La-site hopping (arrows
in Figure 5d) will take place via the vacancy mechanism.
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purple for O. (c,d) Nearest-neighbouring and second-nearest-neighbouring La-site migration, together with interstitially
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Following these migration pathway hypotheses, the normal LaA1 in Figure 5a can be
regarded as the ground state configuration and LaA2 in Figure 5b as the metastable state.
Then, vacancies in these ground/metastable configurations offer considerable possibilities
to the transitions between both states, leaving diverse intermediate defects (light green in
Figure 5c,d) in the nearest- and second-nearest-neighbouring hopping pathways. Based
on the structural models in Figure 5a,b, the simulated HAADF images of the ground-
state/metastable configuration (Figure 5e,g, respectively) are consistent with the experi-
mental results of pristine and quenched electrolytes in Figure 5f,h and Figure 2a,c. One
can also see the effect of different LaA2 occupancies on the quantitative intensity of the
simulated HAADF image in Figure S4. Other diverse configurations trapped by quenching
at the intermediate temperature in Figure 5c,d will contribute to abnormal lattice imaging,
as simulated in Figure 5i,k, respectively, in accordance with the experimental observations
in Figure 5j,l. Note that only a part of the LaA1 and LaA2 sites preserves vacancies, hence
intermediate defects due to random migration of La should be superposed onto the perfect
lattice without La vacancies in the image simulation, leading to a better matching between
Figure 5i,k and Figure 5j,l. The qualitative experiment/simulation agreement confirms the
diverse La-migration-induced defects between normal lattices.

To interpret the formation of these defects, we propose a temperature-dependent
configuration diagram. The pristine unit cell configuration has the lowest formation energy,
with all La situated in a close-packing polyhedron formed by 12 neighbouring O atoms
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(Figure 1a), corresponding to the ground state. High-temperature thermal activation may
break the La-O bonds and yield the in-A1-plane, in-A2-plane, and inter-plane LaA1→LaA2
migrations when there exist plentiful vacancies or empty A2 sites to accommodate La. A
finite-time thermal process allows the mobile La to reach metastable sites with a lower
coordination number (Figures 2c, 4 and 5) compared with the pristine La sites, yielding
metastable phases with higher formation energies. The complicated kinetic pathways
(Figure 5) for atomic migration in solids contribute to different metastable configurations
after the finite-time thermal process, resulting in the formation of diverse defects. This
resembles the Martensitic transformation of quenched steel in a diffusionless and mili-
tary manner.

The LaA1→LaA2 transition not only generates the emerging of the metastable configu-
rations, but also creates a new chemical environment and coordination structure of the O
ligands which can be detected by energy loss spectrum near-edge fine structures (ELNES).
As shown in Figure 6, the K edges of O atoms (1s→final state) with double peaks, denoted
as I1 and I2, demonstrate obvious variations in differently quenched samples. The double
peaks in the O K-edge are mainly caused by t2g and eg splitting due to hybridization of un-
occupied O 2p orbitals with Nb 3d0 orbitals [38] in the crystal field of octahedral O-ligands
surrounding Nb. From the atomic structure characterization in Figures 2 and 4, the samples
quenched at 1000 ◦C contain both perfect lattice and diverse precipitated defects, acting
as an intermediate mixture of the pristine and 1300 ◦C-quenched samples. Although no
obvious chemical shift occurs at the O K-edges, the intensity ratio of double peaks (I1/I2)
increases with the quenching temperature. This indicates us that the metastable LaA2
configuration contributes to the high I1/I2 ratio. As most O atoms reside outside of the A2
planes and are less coordinated with La after the LaA1→LaA2 transition, this indicates a
higher unoccupied density of states of the hybridized eg orbitals. Besides the ELNES of O,
the M2,3 edges of Nb also present variations when the quenching temperature increases
(Figure S5), resulting from atomic migration and coordination rearrangement.
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Figure 6. The O K-edges of differently quenched single-crystal electrolytes. The relative ratio of
double peaks I1/I2 changes obviously with the quenching temperature, highly correlated with the
metastable LaA2 formation.

In the LLNO electrolytes, vast La vacancies within the A1 layer emerge and the
LaA1→LaA2 transition occurs under high-temperature annealing/quenching. This will
give rise to the enhancement of the in-A1-plane ionic conductivity, since part of LaA1 moves
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out of the Li migration pathways. In contrast, the out-of-A1-plane (perpendicular to A1
plane) Li ion transport would be partly blocked due to the presence of LaA2 interstitial
defects (Figure 2c). As seen in Figure 7, the conductivity in the [100] direction (in-A1-plane)
increases by almost one order of magnitude to 10−4 S·cm−1, while the conductivity in the
[001] direction (out-of-A1-plane) decreases by three times as the quenching temperature
increases. Note the measurements are all conducted on quenched single-crystal electrolytes.
As a solid electrolyte, LLNO is an electronic insulator, and its macroscopic ionic conductiv-
ity is dominated by mobile ions with small radii such as Li+. In our EELS measurement, we
did not detect any local reduction of the valence state of Nb5+ in the single-crystal LLNO,
which avoided the appearance of electronic conductivity. Local minor oxygen vacancies
may exist and compensate the small amount of Li deficiency induced by the heat treatment.
It is well known that oxide-ion conductivity usually appears at elevated temperatures [39].
We suppose that oxide ion conductions in the quenched LLNO samples hardly contribute
to the total conductivities at room temperature.
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Figure 7. The anisotropic change of the ionic conductivity with the increasing quenching temperature. The in-A1-plane con-
ductivity (in [100] direction) increases due to the LaA1→LaA2 transition, forming more vacancies and space for ionic diffusion.
As a result, the presence of LaA2 and other intermediate defects block the out-of-A1-plane pathway (in [001] direction).

Defect engineering through atomic migration in the high-temperature quenching
accounts for the anisotropic modulation of Li ionic transport (Figure 8). This can be inter-
preted by the anisotropic Li+-migration energy barriers with the presence of La-vacancies
in the A1 layer and metastable LaA2 interstitials in the “empty” A2 layer. The former La
vacancies will obviously decrease the energy barrier of the Li+ in-A1-plane migration due
to the extra space freedom for Li ionic diffusion, and the latter interstitial LaA2 atoms
will increase the energy barrier of the Li+ out-of-A1-plane migration. Anisotropic mod-
ulation of ionic conductivity through this defect formation mechanism will also offer a
possibility to tune the ionic conductive pathways in the future design of solid electrolytes
in battery applications.
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3. Sample Preparation and Characterization

Single-phased LixLa(1−x)/3NbO3 sintered bodies were synthesized according to the
following formula, where the desired Li composition was determined.

xLiNbO3 + (1−x)La1/3NbO3 → LixLa(1−x)/3NbO3
The LixLa(1−x)/3NbO3 sintered body placed in the platinum crucible was melted at

1362 ◦C, then solidified to grow the single crystal by crucible translation in the vertical
temperature gradient furnace [37]. To maintain structural stability, the Li content should be
kept as low as x < 0.2 to obtain high-quality single crystals. The prepared LixLa(1−x)/3NbO3
single crystals were annealed at 700 ◦C, 1000 ◦C and 1300 ◦C for ten minutes and then
quenched to room temperature. The Li contents of the quenched samples were hardly
changed in comparison to that of the pristine single crystal measured by inductive couple
plasma (ICP) spectroscopy. The wafers for ionic conductivity measurement and microstruc-
ture observation were prepared by cutting the LLNO single crystals.

The ionic conductivity was measured by impedance spectroscopy in a 2-electrode
setup using a Hewlett Packard 4192A impedance analyser, operated at 50 Hz~13 MHz, in
air and at room temperature. The (001) and (100) surfaces of the samples were polished
and then sputter-coated by Au to serve as the electrodes.

Through grinding the single-crystal wafer in ethanol, thin flakes of electrolytes were
deposited onto a Cu TEM grid with holey carbon film for STEM observation. Samples
were cleaned in a plasma cleaner (JIC-410, JEOL Ltd., Tokyo, Japan) to remove surface con-
tamination or the amorphous layer before the TEM characterization. Atomically resolved
HAADF and ABF imaging were conducted on an aberration-corrected TEM (JEM-2100F,
JEOL Ltd., Tokyo, Japan) at 200 kV. The convergence angle of the incident electron probe
was set to 25 mrad, the HAADF acceptance angle was 70–240 mrad, and the ABF detector
11–22 mrad. EEL spectra were obtained using an EEL spectrometer (Tridiem ERS, Gatan,
Inc., Warrendale, PA, USA) attached to a Wien filter monochromated aberration-corrected
STEM (JEM-2400FCS, JEOL Ltd., Tokyo, Japan) operated at 200 kV. EEL spectra were
recorded in STEM mode, using 0.1 eV per channel and an energy resolution of 300 meV
(full-width at half-maximum of zero-loss peak). The convergence and collection semi-
angles were 33 and 43 mrad, respectively. Atomic resolution STEM-EDX mapping was
performed on a JEM-ARM200CF (JEOL Ltd., Tokyo, Japan) at 200 kV, equipped with a
double large-window silicon drift EDX detector forming a large effective collection solid
angle of 1.7 Sr. HAADF image simulation was performed by the software QSTEM (C.T.
Koch, Berlin, Germany) to match the experimental results.
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4. Conclusions

In summary, the diverse defects emerging in the quenching process of LLNO were
systematically characterized by atomically resolved HAADF-STEM imaging and were
revealed as the ground/metastable configurations involved in different kinetic pathways
of La atoms. This further suggests the diverse atomic processes and energy barriers of
La migration via vacancy mechanisms. Meanwhile, the La vacancies’ rearrangement
in the LaA1→LaA2 transition leads to the anisotropic response of the ionic conductivity
to the increasing quenching temperature of the electrolytes. Our investigation on this
perovskite electrolyte has provided the possibility of tuning ionic conductivity through
specific defect engineering to promote its application in solid electrolyte batteries or all-
solid-state batteries.

Supplementary Materials: Supporting information is available online, Figures S1 and S5: Core level
EELS of solid electrolytes LLNO. Figures S2 and S3: Vacancies or interstitial defects in the quenched
electrolytes LLNO. Figure S4: Simulated HAADF image of LLNO in [100] direction with different
A2-layer occupancies.
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Abstract: Layered intercalation compounds are the dominant cathode materials for rechargeable
Li-ion batteries. In this article we summarize in a pedagogical way our work in understanding how
the structure’s topology, electronic structure, and chemistry interact to determine its electrochemical
performance. We discuss how alkali–alkali interactions within the Li layer influence the voltage
profile, the role of the transition metal electronic structure in dictating O3-structural stability, and the
mechanism for alkali diffusion. We then briefly delve into emerging, next-generation Li-ion cathodes
that move beyond layered intercalation hosts by discussing disordered rocksalt Li-excess structures,
a class of materials which may be essential in circumventing impending resource limitations in our
era of clean energy technology.

Keywords: layered oxide cathodes; alkali–alkali interactions; electronic structure; Li diffusion

1. Introduction to the O3 Structure

Rechargeable Li-ion batteries have enabled a wireless revolution and are currently
the dominant technology used to power electric vehicles and provide resilience to a grid
powered by renewables. Research in the 1970s to create superconductors by modifying
the carrier density of chalcogenides through intercalation [1] transitioned into energy
storage when Whittingham demonstrated in 1976 a rechargeable battery using the layered
TiS2 cathode and Li metal anode [2]. Soon thereafter, Mizushima, Jones, Wiseman, and
Goodenough demonstrated that a much higher voltage could be achieved by reversible Li
de-intercalation from layered LiCoO2 [3], energizing generations of rechargeable battery
research. In this short review we revisit our work in understanding a few basic relationships
between the structure, electronic structure, and properties of layered cathode materials.

A layered rocksalt cathode oxide adopts the general formula AxMO2 (A: alkali cation,
M: metal cation, O: oxygen anion). The O anions form a face-centered cubic (FCC) frame-
work with octahedral and tetrahedral sites. These two environments are face sharing and
form a topologically connected network. When fully alkaliated such that x ~ 1, the com-
pound consists of AO2 and MO2 edge-sharing octahedra. The layered structure, illustrated
in Figure 1, is aptly named because AO2/MO2 octahedra form alternating (111) planes
of the FCC oxygen lattice when fully lithiated. The A and M cations alternate in the abc
repeat unit of the oxygen framework to form a−b_c−a_b−c_, stacking where the minus
sign “−” indicates the location of M and the underscore “_” gives the position of the A
ions. Because the oxygen stacking has a repeat unit of three and the metal layering repeats
every two layers, periodicity is achieved after six oxygen layers. Under the structural
classification by Delmas et al. for layered cathode oxides [4], the layered rocksalt cathode
structure is commonly referred to as O3: O for the octahedral alkali ion environment (not
to be confused with O for oxygen) and 3 for the number of MO2 slabs in a repeat unit. The
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O3 structure is equivalent to the structure of α-NaFeO2 and the cation ordering is also
known in metallic alloys as L11 (CuPt prototype) [5].
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Figure 1. Representative O3 structure showing the abc stacking sequence of oxygen ions (red), thus
creating various coordination environments for the alkali ion A (green) and metal ion M (blue). In
an O3 repeat unit, M and A are coordinated below and above by oxygen layers. The beginning of
another repeat unit with a-M-b stacking is in gray.

It is now well understood that the ordering of AO2 and MO2 in alternating layers is
not the most favored cation ordering from an electrostatic perspective. Instead, the layered
structure finds its stability in the size difference of A and M [6,7] as it allows A-O and
M-O bond distances to relax independently of each other. This independent A-O and M-O
bond accommodation explains how a larger A cation, such as Na+, can form the layered
structure with a wide range of M radii [8], whereas a smaller A, such as Li+, only forms
stable O3 compounds with a limited range of smaller M radii, namely Co3+ [9], V3+ [10],
Ni3+ [11], and Cr3+ [10].

2. Evolution from LiCoO2 to NMC

Today, O3 cathodes have evolved in several directions from LiCoO2 [12] for use
cases beyond portable electronics. Anticipating potential cost and resource problems with
Co [13], research in the 1980s and 1990s mostly focused on substitutions of Co by Ni [14].
However, consideration of the low cost of Mn and the high stability of the Mn4+ charge
state led the community towards layered LiMnO2. Even though this structure is not the
thermodynamically stable state of LiMnO2 [15], Delmas [16] and Bruce [17] were able to
synthesize it by ion exchange from the stable NaMnO2. Unfortunately, the high mobility of
Mn3+ [18] leads to a rapid transformation of the layered structure into the spinel structure
upon cycling [19] because of its pronounced energetic preference at the Li0.5MnO2 com-
position [20]. Attempts to stabilize layered LiMnO2 with Al [21] or Cr [22,23] substitution
were only partially successful and led to the formation of a phase intermediate between
layered and spinel [24]. Then, in 2001, several key papers were published that would pave
the way for the highly successful Ni-Mn-Co (NMC) cathode series: Ohzuku showed very
high capacity and cyclability in Li(Ni1/3Mn1/3Co1/3)O2 [25], known as NMC-111, and in
Li(Ni1/2Mn1/2)O2 [26]; Lu and Dahn published their work on the Li(NixCo1−2xMnx)O2 [27]
and its Co-free Li-excess version Li(NixLi1/3−2/xMn2/3−x/3)O2 [28]. In these compounds
Ni is valence +2 and Mn is +4 [29], thereby stabilizing the layered material against Mn
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migration and providing double redox from Ni2+/Ni4+. At this point the NMC cathode
series was born. Since then, Ni-rich NMC cathodes have become of great interest to both
academia and industry because they deliver a capacity approaching 200 mAh/g and
demonstrate high energy density, good rate capability, and moderate cost [30–32].

In this short article, we summarize some general and fundamental understanding
we have gained in layered oxide cathodes, without delving into issues with very specific
compositions. We focus on the roles of the alkali–alkali interaction, electronic structure,
and alkali diffusion, and illustrate how these fundamental features conspire to control the
electrochemical behavior of O3-structured layered oxides.

3. Alkali–Alkali Interactions, Alkali/Vacancy Ordering, and Voltage Slope

The voltage of a cathode compound is set by the chemical potential of its alkali
ions [33] which itself is the derivative of the free energy with respect to alkali concentration.
This thermodynamic connection between voltage and free energy creates a direct relation
between the voltage profile, the alkali–alkali interactions, and phase transformations as
functions of alkali content. While NaxMO2 compounds show many changes in the stacking
of the oxygen host layers when the Na content is changed, phase transitions in LixMO2
materials are mostly driven by the Li-vacancy configurational free energy, resulting from
Li+-Li+ interactions in the layer [20,34]. In layered compounds with a single transition
metal, such as LixCoO2 and LixNiO2, such phase transitions are easily observed as voltage
plateaus and steps in the electrochemical charge–discharge profiles as shown in Figure 2a.
For a first-order phase transformation, for example from Phase I to Phase II, the Gibbs
phase rule dictates that the Li chemical potential should be constant, hence the voltage
remains constant while one phase transforms into the other. Phases in which the alkali ions
are well-ordered usually display a rapid voltage change as the alkali content is changed,
reflecting the high energy cost of trying to create off-stoichiometry in ordered phases. This
is in contrast to solid solutions which have smoother voltage profiles as a function of
alkali concentration. For example, both theory [35] and experiments [36,37] indicate that
in LixCoO2 a monoclinic phase appears with lithium and vacancies ordered in rows for
x ≈ 0.5 [36]. In LixNiO2, Li-vacancy ordering is responsible for stable phases at x ~ 0.8,
~0.5, and ~0.25–0.3 [38–40]. When many transition metals are mixed, as in NMC cathodes,
the Li+-Li+ interaction remains present, but Li-vacancy ordering is suppressed by the
electrostatic and elastic perturbations on the Li site caused by the distribution of the Ni,
Mn and Co in the transition metal layers.

The Li+-Li+ interaction is mostly electrostatic but is highly screened by the charge
density on the oxygen ions, leading to a rather small effective interaction in layered LixMO2
compounds and small voltage slope. This is a critical feature of LixMO2 compounds that
gives them high capacity in a relatively narrow voltage window compared to other alkali
compounds, as explained below. The effective interaction between intercalating ions
increases significantly when larger alkali ions (e.g., Na+ and K+) are used in the layered
structure [41–43]. These larger alkali ions increase the oxygen slab distance, reducing
the oxygen charge density available for screening within the alkali layer [20,42,43]. The
larger effective repulsion between the Na+ or K+ ions affects the phase transition and
electrochemistry in a very significant way as shown in Figure 2b. For example, NaxCoO2
has stronger Na-vacancy ordering and thus more pronounced voltage steps compared
to LixCoO2. This phenomenon [44,45] becomes even more significant in KxCoO2 [46,47].
The effect of the intercalant’s size on the phase transitions and voltage steps is not just
limited to Co-containing compounds but is also generally applicable to other transition
metal systems as described in a recent review [43].
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In practice, the larger effective interaction between alkali ions in the layered transition
metal oxides is detrimental for their electrochemical performance. First, more phase
transitions are likely to induce more mechanical stress in the cathode structure during
charging and discharging, causing possible fracture of electrode particles. Second, a
simple argument shows that the average voltage slope is proportional to the effective
interaction: V(x) is equal to −µLi(x), and since µLi(x) = ∂G

∂x , ∂V
∂x = − ∂2G

∂x2 . In a simple regular
solution model for mixing, this second derivative of the free energy is proportional to
the effective interaction [41,43,49]. Hence, when the effective interaction is large, as in
layered KxMO2 compounds, the voltage curve has a high slope, limiting the achievable
capacity between fixed voltage limits. This analysis shows that the advantage of lithium
systems in providing large capacity within reasonable voltage limits is in part due to the
highly effective screening of the Li+-Li+ interaction by oxygen. For Na, and in particular for
K-ion based intercalation energy storage, it may be more advantageous to search among
poly-anion compounds for good cathodes [43].

4. Electronic Structure of LiCoO2

The electronic structure of layered LiMO2 oxides is well understood. Due to the
large energy difference in electronic levels between Li and the transition metal (TM), their
electronic states do not mix and the behavior of the compound is controlled by the (MO2)
complex within which the transition metal and oxygen hybridize. In the R3-m symmetry
of the layered structure, the environment of the TM is pseudo-octahedral in that all TM-O
bond lengths are of equal length, but O-TM-O angles have small deviations from those in
a perfect octahedron. The pseudo-octahedral symmetry splits the otherwise degenerate
TM-d orbitals in three (lower energy) t2g and two (higher energy) eg orbitals yielding
an energy separation called the octahedral ligand-field splitting, abbreviated as ∆0. A
more complete schematic of an orbital diagram is given in Figure 3a. The t2g orbitals are
shown as “non-bonding” in this schematic though in reality some π-hybridization takes
place between them and the oxygen p-orbitals [50]. In the most basic picture in which
one considers the overlap of the TM-d orbitals with its ligand p-states, the t2g orbitals are
formed from the dxy-type d-orbitals which point away from ligands. In contrast, the dz2 and
dx2–y2 orbitals of the TM point toward the ligand creating σ-overlap. The eg* orbitals are the
anti-bonding component of this hybridization and are dominated by TM states, whereas
the bonding components, eg

b, sit deep in the oxygen-dominated part of the band structure.
Hybridization of the oxygen 2p and the metal 4d and 4s make up the remaining part of
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the band structure. Because the eg* orbitals result from σ-overlap between TM d states
and oxygen p-states their energy is most sensitive to the TM-O bond length. Inducing,
for example, a Jahn–Teller distortion moves these levels considerably. One can recover
the characteristics of this molecular orbital diagram in a more realistic band structure and
density of states computed with Density Functional Theory using the meta-GGA SCAN
density functional approximation [51] as shown in Figure 3b for LiCoO2. The elemental
contributions are indicated by the color of the bands with green being oxygen and red the
Co 3d states. The two eg*-like bands above the Fermi level (solid line) have mixed Co and
O contribution while the three t2g-like bands below the Fermi level have more pure metal
contribution. These three bands have a small bandwidth due to their non-bonding nature.
The lowest six bands shown are the bands dominated by the oxygen states in green.
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5. Electronic Structure Trends in Layered LixMO2 Oxides

Because the ligand-induced splitting between transition metal d orbitals is fairly small,
filling of states usually follows Hund’s rule for creating high spin ions. Figure 4 illustrates
this filling for 3d octahedral transition metal ions. Examples of this are Fe3+ (d5) and
Mn4+ (d3). The high spin band filling implies that Mn3+ (d4) and Fe4+ (d4) with a single
occupied eg* state are Jahn–Teller active ions [50,53]. The later transition metals form
exceptions to the high-spin rule in that Co3+ and Ni4+ are low-spin d6 with all electrons
occupying t2g states. We discuss below that this is a key reason for their predominance
as redox-active materials in layered oxides. The lack of any filled antibonding states in
Co3+ makes this cation also one of the smallest 3d TM ions, which is reflected in the very
high crystal density of LiCoO2 of 5.051 g/cm3 [54] and the associated high energy density.
This electronic structure-induced high density makes LiCoO2 still the preferred cathode
material for portable electronics where battery volume comes at a high premium.
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Upon Li removal the hybridization of the orbitals changes. As an electron is removed
from TM states the remaining TM d electrons experience less intra-atomic Coulombic
repulsion and their states move down in energy, bringing them closer to the oxygen p
states, resulting in increased hybridization. There are two notable consequences from
this rehybridization [51,55]: (1) As hybridization transfers (filled) oxygen states onto the
metal it increases the electron density on the metal site. Somewhat counterintuitively,
almost no electron density change occurs on the metal after delithiation, even though it
is formally oxidized, something that had been recognized earlier outside of the battery
field in various Mn-oxides. This rehybridization by the anion explains why the anion
has an almost larger influence on the voltage than the choice of 3d TM ion in layered
compounds [52]. Effectively, the flexible hybridization between the TM and the O ligand
creates a charge density buffer on the TM. (2) Covalency increases upon charging, leading
in some cases to the fully charged material taking on the O1 (octahedral alkali environment
with a repeat unit of 1 [4]) structure which is typically found in more covalent materials
such as CdI2. The increased covalency also sharply contracts the Li slab spacing (distance
between the oxygen layers around the Li-layer) and c-lattice parameter when most of the
alkali is removed [56].

6. Implications of Electronic Structure on Layered Stability

The orbital filling of the transition metals also plays a critical role in the stability
of the layered structure upon Li removal. Ions with filled t2g levels are most stable in
the octahedral environment and resist any migration into the Li layer [57]. Because the
oxygen arrangement is topologically equivalent to an FCC lattice, octahedral cation sites
edge-share with each other and face-share with a tetrahedral site. Since ion migration
through a shared edge comes with a very high energy barrier, cation diffusion between
octahedral sites requires passage through an intermediate tetrahedral site. For ions with
filled t2g states, this passage through the tetrahedral site and the shared anion face raises
the energy substantially as the octahedral ligand field stabilization is lost, making these
ions all but immobile. In contrast, ions with d5-high-spin (e.g., Mn2+ or Fe3+) and d0 filling
(e.g., Ti4+, V5+) tend to be much more ambiguous about their preferred anion coordination,
and as a result, tend to migrate more easily [57–59]. The most stable octahedral cations are
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therefore low-spin-Co3+ (d6) and low-spin-Ni4+ (d6). In addition, high-spin-Mn4+ (d3) also
possesses very high octahedral stability as it adds Hund’s rule coupling to the ligand field
stabilization. These insights allow us to rationalize the prominence of the NMC class of
layered oxides as cathodes in the Li-ion industry: Only Ni and Co have very high resistance
against migration into the Li layer in the charged and discharged states. Mn4+ acts similarly,
but cannot be used as a redox active element as its reduction or oxidation leads to an ion
that is prone to migration [57,60,61]. Within the 3d-TM series there are unfortunately no
other ions which can match the octahedral stability of the NMC chemistry, and layered
oxides based on other 3d TM are unlikely to be practical. Hence, it is the basic electronic
structure of the 3d transition metal ions which is the direct cause of the serious resource
problem the Li-ion industry faces if it wants to scale to multiple TWh annual production
with layered oxides [13,62].

7. Diffusion Mechanism

In understanding alkali transport in layered compounds, and more generally in closed-
packed oxides, it is important to assess how structure and chemistry influence performance,
and ultimately, how one can design novel dense cathodes that are not layered. In this
section, we focus on Li diffusion. Even though it is likely that Na and K migrate through
a similar pathway, much less work has been done to validate the transport mechanism
of these larger alkalis. The octahedral-tetrahedral-octahedral topology introduced earlier
determines the diffusion mechanism in layered materials. Lithium migrates along the
minimum energy path between two stable sites via an activated state, with the activation
barrier defined as the difference between the maximum energy point along the path
and the initial equilibrium position of the ion [63]. In layered LixCoO2 [35], migration
between neighboring octahedral sites can in principle occur through the shared octahedral
edge formed by an oxygen–oxygen dumbbell (a mechanism referred to as an octahedral
dumbbell hop (ODH)), or via the tetrahedral site that faces-shares with the initial and
final octahedron (a tetrahedral site hop (TSH)). Figure 5 illustrates the ODH and TSH
mechanisms in LixCoO2.
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are face-sharing with S0, NN1, and Sf. The last face of the tetrahedron face-shares with Co in the metal layer below. Li in site
S0 can either diffuse from octahedral S0 to octahedral sf via the edge-sharing connection, thus completing an octahedral
dumbbell hop (ODH) illustrated by the single red arrow, or through the empty tetrahedral site via the tetrahedral site hop
(TSH) mechanism illustrated by the two red arrows. Site NN1 (white) is vacant.
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A TSH requires the presence of a divacancy in the Li layer, which in Figure 5, implies
that both sf and NN1 need to be vacant. Van der Ven et al. used ab initio calculations to
show that the ODH mechanism has a considerably higher activation barrier (~800 meV)
than a TSH mechanism (230–600 meV) [63], establishing that Li diffusion in LixCoO2 occurs
predominantly by way of TSH for all practical lithiation levels. Even though the Li+ in
the activated state in the tetrahedron faces repulsion from a face-sharing Co3+/4+ ion, the
large Li slab spacing keeps the distance between Co and Li reasonable (Supplementary
Materials).

The barrier for the TSH mechanism can vary from 230 to 600 meV due to local
environment changes during lithiation. At x ~ 0.5, Li diffusion dips due to the ordering
reaction [35] in agreement with experiment [36,64,65]. When a larger amount of Li (0.5 > x
in LixCoO2) is removed from the compound, a large decrease in the c-lattice parameter
is observed experimentally and from first-principles [66–68]. Such lattice contraction
increases the activation barrier significantly because it creates a smaller tetrahedron height
and shorter distance between the activated Li+ and the Co3+/4+ ion. The larger positive
charge on Co when the compound is more oxidized also contributes to an increase of the
energy in the activated state. As a result, the activation barrier increases by hundreds
of meV when delithiation increases past 0.5 Li [69]. While the precise behavior of the
c-lattice parameter and slab spacing in NMC materials depends on the specific chemistry,
the overall behavior is similar to LiCoO2.

8. Beyond Layered Materials: DRX

It is now understood that the Li migration mechanism in layered oxides is a specific
case of a more general framework for understanding ion transport in FCC close-packed
oxides. Recent work [70,71] categorized the different environments that can occur around
the tetrahedral activated state in close-packed oxides by the number of face-sharing transi-
tion metals it has. So-called nTM channels have n transition metals face-sharing, with the
other face-sharing octahedral sites either occupied by Li or vacancies. Because minimally
two Li (or vacant sites) are required to create a migration path, 4TM and 3TM channels
do not participate in diffusion. Structures with only 2TM channels exist but display very
poor Li mobility due to the large electrostatic repulsion Li+ sees in the activated state from
the two TM ions with which it face-shares. This theory explains why ordered γ-LiFeO2, a
compound with only 2TM channels, is not electrochemically active. Layered oxides contain
3TM and 1TM channels with Li diffusion occurring through the 1TM channels. However,
the proximity of the TM to the Li+ in a 1TM channel creates a strong dependence of the
migration barrier on the size of the tetrahedron, which in layered materials is determined
by the slab spacing. As shown extensively by Kang et al. [72,73], even small contractions
of the slab spacing, caused by TM mixing in the Li layer, reduce Li mobility in a very
substantial way. The “safest” migration paths are 0-TM channels: In the presence of a
divacancy, a migrating Li+ only electrostatically interacts with one other Li+ ion making
the activation energy rather insensitive to dimensional changes. Recent work has shown
how to create cation-disordered materials in which transport occurs through these 0-TM
channels [74]: When cations are fully disordered over the octahedral sites of a structure
with FCC anion packing, all possible configurations around the activated state occur with
some statistical probability, and percolation of the 0-TM channels into a macroscopic diffu-
sion path occurs when more than 9% Li excess is present (i.e., x > 0.09 in Li1+xM1-xO2). In
reality, cation short-range order tends to reduce the amount of 0-TM channels from what
would be in a random system [75] and a higher Li-excess content is needed or high-entropy
ideas have to be applied to minimize short-range order [76]. Based on these insights,
Li-excess rocksalt oxides with a disordered cation distribution have been shown to function
as intercalation cathodes with high capacity [77]. Disordered Rocksalt Li-eXcess cathodes
(DRX), also referred to as DRS (Disordered RockSalt) by some [78], do not require any
specific ordering of the metal and Li cations, and can therefore be used with a broad range
of redox active and non-redox active metals, alleviating the resource issue arising with
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NMC layered cathodes. Indeed, almost all 3d and several 4d TM have been used as redox
couples, including V4+/V5+ and partial V3+/V5+ [79], Mn2+/Mn4+ [80], Mo3+/Mo6+ [81],
and partial Fe3+/Fe4+ [82,83]. Redox-inactive d0 TM elements, such as Ti4+, V5+, Nb5+,
and Mo6+ [77], play a particular role in DRX as they stabilize disorder [84], and their high
valence compensates for excess Li content. Fluorination (anion substitution) is possible
in DRX compounds which lowers the cation valence and extends cycle life by reducing
oxygen redox [85]. Promising specific energies approaching 1000 Wh/kg (cathode only)
have been achieved with Mn-Ti-based materials offering a possible low-cost, high-energy
cathode solution for Li-ion.

9. Conclusions

The pioneering work of Professor Goodenough on LiCoO2 [3] has led to a rich and
widely used class of layered cathodes thereby transforming Li-ion into the leading energy
storage technology for electronics, vehicles, and the grid. In this review, we discussed the
topology of the layered structure and explain how the structure (1) sets the voltage slope
trends among various alkali ions, (2) is critically limited to certain transition metals due to
their electronic structure, and (3) controls the alkali diffusion mechanism. A 20-year effort
to understand the phase stability, transport, and electronic structure in these compounds
can now be broadened towards new high-energy density cathode materials, ensuring the
future of Li-ion as an important contribution to clean energy technology.
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Abstract: Lithium metal batteries are inspiring renewed interest in the battery community because
the most advanced designs of Li-ion batteries could be on the verge of reaching their theoretical
specific energy density values. Among the investigated alternative technologies for electrochemical
storage, the all-solid-state Li battery concept based on the implementation of dry solid polymer
electrolytes appears as a mature technology not only to power full electric vehicles but also to
provide solutions for stationary storage applications. With an effective marketing started in 2011,
BlueSolutions keeps developing further the so-called lithium metal polymer batteries based on this
technology. The present study reports the electrochemical performance of such Li metal batteries
involving indigo carmine, a cheap and renewable electroactive non-soluble organic salt, at the
positive electrode. Our results demonstrate that this active material was able to reversibly insert two
Li at an average potential of ≈2.4 V vs. Li+/Li with however, a relatively poor stability upon cycling.
Post-mortem analyses revealed the poisoning of the Li electrode by Na upon ion exchange reaction
between the Na countercations of indigo carmine and the conducting salt. The use of thinner positive
electrodes led to much better capacity retention while enabling the identification of two successive
one-electron plateaus.

Keywords: indigo carmine; solid polymer electrolyte; solid state battery; LMP® technology; or-
ganic battery

1. Introduction

The year 2021 marks the 30th anniversary of the first commercialization, by the Sony
Corporation, of rechargeable lithium-ion batteries (LIBs), paving the way for higher energy
density batteries. Their appearance in the world market heralded first a revolution in
consumer electronics giving rise to much more flexibility and comfort while making our
everyday life easier and safer. In the early 2000s, in the face of global warming and finite
fossil-fuel supplies, it was thought possible to consider their integration in other important
applications of our energy engineering thanks to the constant and rapid improvement
of this technology coupled with potential cost reductions [1]. Today, LIBs support the
deployment of decarbonized transportation systems through the massive use of electric
motors (the so-called “electromobility” or “e-mobility”) and could enable large-scale stor-
age of electricity produced by the increasingly widespread use of renewable energy sources.
Unambiguously, the rise of the Li-ion technology related to the “rocking-chair battery”
concept can be perceived as one of the most prominent examples of how chemistry could
change our daily life. This fact was highlighted by Zhang et al. [2] in a recent article focused
on the history of the LIBs, which honors the pioneer scientists behind it and especially the
2019 Nobel Prize laureates in Chemistry (John B. Goodenough, M. Stanley Whittingham,
and Akira Yoshino) as well as M. Armand. Other monographs dealing with this fantastic
odyssey are also available in the literature [3–8].
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In a very simplified point of view, two main pillars have underpinned the devel-
opment of high energy Li-based batteries: (i) the use of the lithium element, which is
characterized by low atomic mass and high reducing properties of the metallic state, and (ii)
the reversible hosting properties of redox-active materials for Li+ ions. Starting with the
latter, the earliest forms of redox-active insertion materials belong to low-dimensional
solids, especially 2-D inorganic structures such as graphite or TiS2 (denoted intercalation
materials at that time). Seminal contributions on the chemical reduction of such layered
materials accompanied with concomitant Li+ insertion came from A. Hérold [9] for graphite
and W. von Rüdorff [10] and J. Rouxel for TiS2 [11–13]. Furthermore, in 1972, B. C. H. Steele
and M. Armand set the foundations for application of insertion compounds as electrode
materials for the electrochemical storage during the NATO-sponsored conference held
on the shores of Lake Maggiore (Italy) and discussed notably the seminal “rocking-chair
battery” concept [14]. Four years later, Steele’s group [15] and S. Whittingham [16] (from
the Exxon company at that time) reported simultaneously the electrochemical performance
of the first Li-battery based on TiS2 as the positive electrode working in a liquid electrolyte
medium. On the advice of M. Armand and J. Rouxel, French research and development
studies started in 1976 at the Laboratory of the CGE in Marcoussis with A. Le Méhauté,
which led to successful collaborative works with the Rouxel’s group in Nantes (including
R. Brec, G. Ouvrard, A. Louisy, D. M. Schleich) especially on the study of the LiAl||NiPS3
rechargeable battery [17–19]. However, LiAl electrodes were not stable enough (rapid
passivation and volume expansion during the cycling) while safety issues due to den-
drite formation (leading to possible internal short-circuits and thermal runaway) were
a major drawback for practical application of Li metal negative electrodes. Following
the “rocking-chair battery” concept proposed by M. Armand [14] aiming also at using
an insertion material for the negative electrode, in 1980, M. Lazzari and B. Scrosati [20]
reported the first Li-ion battery based on the LixWO2||LiyTiS2 rocking-chair cell assembly.
The electrochemical performance of the next LIBs was then widely improved by pairing
the layered oxide LiCoO2 (developed by the Goodenough’s group in 1980) as the positive
electrode with efficient carbonaceous materials (developed by Yoshino and co-workers) on
the negative side [4]. Note that a substantial contribution to the good cycling properties of
the next commercialized LIBs was achieved with the electrolyte formulation proposed by
D. Guyomard and J.-M. Tarascon [21] based on LiPF6 as the supporting salt dissolved in
ethylene carbonate (EC)/dimethyl carbonate (DMC), which still constitutes the standard-
ized electrolyte formulation of today’s LIBs. Beyond the “rocking-chair battery” technology,
which prevents, in principle, the dangerous formation of lithium dendrites at the negative
electrode, M. Armand also proposed, in the late 70s, the fabrication of safer Li-batteries
by using a dry solid polymer electrolyte (SPE) membrane [22,23]. This SPE membrane is
obtained by dissolving a conducting lithium salt in a poly(ethylene) oxide-based matrix
(PEO); P. V. Wright and co-workers [24,25] having previously demonstrated that PEO was
sufficiently solvating to dissolve alkali salts. Although the formation of Li dendrites was
not fully suppressed upon cycling, this SPE membrane can offer an efficient mechanical
resistance that is able to protect the positive electrode against short-circuits. However,
the best ionic conductivity values in SPE are typically obtained when the amorphous
regions of the polymer are favored, which corresponds to temperatures above 60 ◦C.

After 30 years of intensive research and development to produce ever more effi-
cient LIBs, the current status is that they have probably reached their threshold limit of
≈350 Wh kg−1 [26] that falls short of meeting the projected needs in a near future (although
it corresponds to a gain of ≈400% in gravimetric energy density compared to the first
LIBs produced by the Sony corporation in 1991 [5]). Hence, the all-solid-state battery
(SSB) technology based on the implementation of an SPE membrane is inspiring renewed
interest in the battery community because it allows the direct use of metallic lithium as the
negative electrode. This direction therefore paves the way for developing batteries that
are not only safer (free of flammable solvents) but also have a higher energy density [26].
Other kinds of solid-state batteries are intensively investigated by both academic and
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industrial researchers [27], but the maturity of the all-solid-state batteries fabricated by
using a PEO-based solid polymer electrolyte is a great advantage. The Bolloré group and
its subsidiary BlueSolutions have been developing the so-called lithium metal polymer
(LMP®) batteries based on SPE since the early 2000s and proved the reliability of this
technology in different applications. With the first practical deployment in the world of
SSBs in full electric vehicles achieved in 2011, the LMP® technology is now widely used
not only in multiple e-mobility scenarios but also in stationary storage applications all over
the world (Europe, North America, Asia, and Africa). Like many other electrochemical
storage technologies, the search for efficient, cheaper but also earth-abundant insertion
electroactive compounds for LMP® batteries remains an ongoing challenge to mitigate
their environmental impact [28]. It is now recognized that the use of redox-active organics
in batteries, combined with recycling solutions, could decrease the pressure on inorganic
compounds and offer valid options to improve the life cycle assessment of cells “from
cradle to grave” [29]. Although the volumetric considerations are known to be limiting for
organic-based batteries [30], this is not systematically a real issue for some practical LMP®

battery applications. Note that the electrochemical performance of n-type organic cathode
materials in SPE-based SSBs (“n-type” electrode reactions involve an ionic compensation
with cation release upon oxidation (such as Li+) whereas “p-type” electrode reactions imply
an anion uptake (such as ClO4

−)) has been seldom reported (to the best of our knowl-
edge, by only two studies [31,32]), compared to the hundreds of publications describing
organic batteries operating in liquid electrolyte media [33]. However, M. Armand has
reported in 1990 the reversible electrochemical accommodation of anions in the p-type
poly(decaviologen) [34].

Considering the potential interest of organic electrode materials for the LMP® tech-
nology, the company BlueSolutions and IMN joined their know-how to electrochemically
investigate selected organic lithium insertion materials. In our first study [31], we planned
to test small (neutral) electroactive molecules. Although quite promising in terms of
specific capacity, small molecules readily dissolved in conventional liquid electrolytes,
ruining rapidly the electrochemical performance. Tetramethoxy-p-benzoquinone (TMQ)
was chosen due to its unusual but necessary high thermal stability (beyond 100 ◦C) [31].
Interestingly, we obtained better electrochemical results by using the PEO-based solid
polymer electrolyte compared to previous data obtained in liquid electrolyte media, al-
though slow diffusion of the TMQ molecule inside the SPE membrane occurred with time,
giving rise to some capacity decay upon cycling. For this second investigation, inspired
by our recurrent strategy successfully applied in conventional aprotic liquid electrolytes
to circumvent solubilization of organics [33,35–37]), we selected an organic salt—namely,
disodium 5,5′-indigotin disulfonate, also known as indigo carmine (IC)—as the active
material for several reasons. First, it exhibits two permanent and delocalized negative
charges in its redox-active organic backbone (Scheme 1), which makes polar interactions
with PEO chains difficult.
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Second, approved for use as a food colorant, this hydrosoluble synthetic dye is also
cheap, renewable, and commercially available at a large scale. Last but not least, IC is al-
ready known for its reversible two-lithium insertion process (Q2e = 115 mAh g−1, Scheme 1)
thanks to the electroactivity of its two carbonyl groups at an average potential of ≈2.4 V
vs. Li+/Li [38,39]. Herein, we report for the first time the electrochemical behavior of
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IC measured at 100 ◦C in the LMP technology using a SPE membrane developed by
BlueSolutions.

2. Results and Discussion

As previously reported [31], the cell assembly used in this second benchmark study
on the electrochemical assessment of positive organic electrode materials derived from that
presently integrated in LMP® batteries developed and commercialized by BlueSolutions
since 2011. In short, the all-solid-state lithium organic battery consisted in a simple adapta-
tion of the commercial BlueSolutions battery technology using a PEO-based solid polymer
electrolyte by replacing the currently used LiFePO4 positive electrode material with an
active organic material (IC), as illustrated in Figure 1. Hence, results presented in this work
are representative of realistic and commercial configurations. All the electrochemical mea-
surements were performed at 100 ◦C, which is a common temperature for the assessment
of the LMP® battery prototypes. Note that IC is thermally stable at more than 200 ◦C [40],
as it is commonly observed in the case of alkali salts of organic compounds [33]. Before
presenting the as-obtained results in the LMP® battery technology, we have thought useful
to recall the typical electrochemical features of IC-based composite electrodes reported in
the literature to date [38–41].
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2.1. Recap of the Electrochemical Behavior Concerning Li||IC Cells Measured in Carbonate-Based
Liquid Electrolytes at Room Temperature

Basically, all the reported cycling data were systematically measured in Li- or Na-half
cell configuration at 25–30 ◦C by using carbonate-based liquid electrolytes. Figure 2 shows a
representative galvanostatic cycling curve plotted versus both the lithium composition (part
a) and the specific capacity (part b) within the 1.6–3.2 V vs. Li+/Li potential range. Note that
the corresponding composite electrode was specially formulated with only 10 wt.% of
conductive carbon thanks to an original aqueous processing previously developed at
IMN [40]. During the first discharge, the potential dropped step by step to 1.6 V, giving
rise to an overall discharge capacity of 110 mAh g−1, which matched the expected two-
electron electrode reaction (Scheme 1). The corresponding differential capacity vs. potential
curve (Figure 2c) showed the occurrence of four successive steps located at 2.45, 2.30, 2.06,
and 1.84 V vs. Li+/Li. Upon recharge, most of the inserted lithium ions could be removed
of the IC host structure, leading to a reversible capacity above 100 mAh.g−1. However,
the electrochemical profile differed from the first discharge. First, a plateau occurred at
2.35 V vs. Li+/Li, involving half of the reversible capacity, that suggested the occurrence of
a first order structural phase transition between the fully reduced compound (Li2IC) and
the expected radical form (LiIC•) based on the description of the electrochemical process at
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the molecular level (Scheme 1). Afterwards, the potential continuously increased as the
delithiation proceeds through two broad peaks (Figure 2c) centered on 2.55 and 2.77 V
vs. Li+/Li. On the following discharge/charge cycles, these electrochemical features were
qualitatively and quantitatively reiterated, giving rise to stable capacity retention. Similar
data were reported by the Yao’s group in their seminal electrochemical investigations of IC
in Li/Na batteries [38,39].
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Figure 2. (a,b) Typical galvanostatic cycling curve of IC measured at 25 ◦C in Li-half cell configuration
for a composite electrode made of IC (85 wt.%) mixed with conductive carbon C-Nergy super C45
(10 wt.%) and carboxymethylcellulose (5 wt.%) as the binder (electrolyte: 1 M LiPF6 in EC/DMC;
cycling rate: 1 Li+ exchanged per mole of IC in 10 h (C/20); electrode thickness: 24 µm) [40].
(c) Corresponding differential capacity vs. the potential curve.
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2.2. Electrochemical Behavior of Li||IC Cells Using the LMP® Technology

Our first electrochemical assessment of IC in an LMP® battery was then inspired
by our former study performed in a conventional liquid electrolyte medium. Therefore,
we aimed at obtaining, for the composite electrode, a similar conductive carbon/IC mass
ratio (≈0.14) and a comparable thickness (≈25 µm) although the two electrode formulation
technologies were quite different. In practice, the composite electrode was prepared
by using carbon black (Ketjenblack EC600JD) as the conductive carbon and LiTFSI as
the supporting salt. The same carbon additive was also used in our first organic LMP®

batteries based on tetramethoxy-p-benzoquinone [31]. The practical details are reported in
Section 3.1. The composite electrode was 27 µm thick, its carbon content being 12.5 wt.%.

Unfortunately, as opposed to performance reported in the literature using conventional
carbonate-based liquid electrolytes, the as-obtained electrochemical results did not meet
our expectations (Figure 3). More precisely, the representative galvanostatic cycling curve
of such LMP® cells (Figure 3a) plotted within the 3.2–1.5 V vs. Li+/Li potential window
showed an obvious capacity fading coupled with an increase of the cell polarization upon
cycling. Figure 3b allows a better visualization of this trend with an irregular but continuous
capacity decay of about 40% over the 20 first cycles, when the coulombic efficiency was
instable. The corresponding evolution of the apparent cell resistance (Rapp.) provided
complementary and useful information (Figure 3c). After a period of relative stability
at ≈180 Ω.cm2, a sharp resistance increase could be noticed after 10 cycles, especially in
charge reaching more than 440 Ω.cm2 at the 20th cycle. As the polyanionic nature of IC
should have prevented the possible dissolution/diffusion within the SPE, as explained
above, such an electrochemical behavior pointed to the occurrence of interfacial issues that
worsened with operating time. Let us recall that such poor electrochemical features were
not observed when using the neutral TMQ molecule as the positive active material in LMP®

cells despite its slow diffusion within the PEO-based network [31]. In this trial, despite the
poor cycling stability of the cells, the electrochemical behavior was consistent with previous
results, either already published in the literature or obtained in carbonate-based electrolytes.
Basically, the shape of the electrochemical curve recorded during the first galvanostatic
cycle remained roughly similar to that reported in conventional carbonate-based liquid
electrolytes, which confirmed the reversible electroactivity of IC vs. Li at 100 ◦C in the
LMP® cell.

Thicker IC-based electrodes (48 µm) were then prepared and electrochemically tested
in similar cycling conditions, but we experienced faster loss in the cycling stability with
rapid increase of the cell polarization. This second series of experiments was an occasion to
probe more accurately the electrochemical lithium insertion processes into IC by running
a potential-controlled mode: potentiodynamic intermittent titration technique (PITT).
An advantage of the PITT method is that the electrochemically driven phase transitions
in insertion electrodes can be more readily visualized by analyzing both the potential
evolution and the corresponding current response [42,43]. Figure 4 shows the as-obtained
potential/current profiles recorded during the first discharge. Despite the thickness of the
electrode, the potential trace reveals the existence of four main steps (pseudo-plateaus)
located at 2.39, 2.30, 2.06, and 1.96 V vs. Li+/Li, which are in very good agreement with the
values reported by using conventional carbonate-based liquid electrolytes (Figure 2). Those
pseudo-plateaus are correlated with bell-shape-type responses in current (non-Cottrellian-
type decay) revealing four successive phase transformations (I to IV). Interestingly, one can
notice a larger potential gap (i.e., energy gap) between steps II and III at half of the reversible
capacity, which formally corresponds to the formation of the expected radical form (LiIC•),
as underlined above.
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Figure 3. (a) Galvanostatic cycling curve evolution (three selected cycles) measured at 100 ◦C in
LMP® cell for a composite electrode made of IC (70 wt.%) mixed with KB600 (10 wt.%), LiTFSI
(4 wt.%), and PEO-PPO (16 wt.%); cycling rate: 1 Li+ exchanged per mole of IC in 2 h (C/4); electrode
thickness: 27 µm. (b) Corresponding capacity retention curve together with the coulombic efficiency.
(c) Evolution of the apparent cell resistance, both on charge and discharge, upon cycling. The red
dashed line highlights the relative stability of Rapp. during the first ten cycles.
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Figure 4. PITT measurements at 100 ◦C in an LMP® cell for a composite electrode made of IC
(70 wt.%) mixed with KB600 (10 wt.%), LiTFSI (4 wt.%), and PEO-PPO (16 wt.%); electrode thickness:
48 µm; ∆E = 10 mV with a current limitation corresponding to C/400 (i.e., imin = 0.29 mA g−1).

Thinner IC-based electrodes (6 µm) were also fabricated and electrochemically tested
to complete our screening. To our surprise, the as-obtained electrochemical behavior was
very different compared to previous data. An example of a galvanostatic cycling curve
recorded at C/2 is shown in Figure 5a. The first striking feature was the drastic simplifica-
tion of the potential-capacity trace. First, the four pseudo-plateaus conventionally observed
in the first discharge merged, giving rise to two successive and well-defined plateaus,
fully reversible, and corresponding to the storing of one e−/Li+ per IC each. The two
characteristic average potential values can be determined at 2.43 and 2.11 V vs. Li+/Li.
These two successive one-electron electrode reactions are well aligned with the molecular-
level description of the electrochemical process (Scheme 1) confirming unambiguously the
particular stability of the radical LiIC• phase in the solid state, in agreement with the PITT
measurements using a thick electrode (Figure 4) and the electrochemical data obtained in
organic liquid electrolyte media [38–40]. This thin electrode was able to sustain its capacity
over dozens of cycles, as shown in Figure 5b. Nevertheless, a capacity decay became
visible after 60 cycles (≈25% of loss after 100 cycles). The corresponding evolution of the
apparent cell resistance (Figure 5c) was certainly much more constant, on average, than that
observed with the 27 µm thick electrode, but a certain instability remained observable.
In short, these characteristics confirmed again some interfacial limitations, even if the
use of a thin electrode enables much better stability on cycling and a markedly improved
electrode kinetics.
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post-mortem investigations were performed by coupling SEM imaging and EDS analysis 
(see details in Section 3.2). During the preparation of the sample for SEM/EDS characteri-
zations, we did not notice any change of the pristine colorless electrolyte film (IC being a 
blue dye), contrary to our former observations with TMQ as the active material; the typical 
orange color of TMQ was indeed clearly visible to the naked eye in the SPE layer [31]. 
However, the simultaneous presence of sulfur atoms, both in the IC chemical structure 
and in the conducting salt (LiTFSI), complicated the interpretations of the EDS measure-
ments. To avoid this interference, a new series of LMP® cells was prepared by using 

Figure 5. (a) Galvanostatic cycling curve evolution (three selected cycles) measured at 100 ◦C in
LMP® cell for a thin composite electrode made of IC (70 wt.%) mixed with KB600 (10 wt.%), LiTFSI
(4 wt.%), and PEO-PPO (16 wt.%); cycling rate: 1 Li+ exchanged per mole of IC in 1 h (C/2); electrode
thickness: 6 µm. (b) Corresponding capacity retention curve together with the coulombic efficiency.
(c) Evolution of the apparent cell resistance, both on charge and discharge, upon cycling. The red
dashed line highlights the relative stability of Rapp. upon 100 cycles.

45



Molecules 2021, 26, 3079

2.3. Post-Mortem Analyses and Failure Identification

In order to better understand what could hinder the proper functioning of IC as an
active electrode material in LMP® cell, especially when increasing the electrode loading,
post-mortem investigations were performed by coupling SEM imaging and EDS analysis
(see details in Section 3.2). During the preparation of the sample for SEM/EDS characteri-
zations, we did not notice any change of the pristine colorless electrolyte film (IC being a
blue dye), contrary to our former observations with TMQ as the active material; the typical
orange color of TMQ was indeed clearly visible to the naked eye in the SPE layer [31].
However, the simultaneous presence of sulfur atoms, both in the IC chemical structure and
in the conducting salt (LiTFSI), complicated the interpretations of the EDS measurements.
To avoid this interference, a new series of LMP® cells was prepared by using LiClO4 as
the conducting salt. Note that the fabrication of relatively thick composite electrodes was
preferred for this investigation to make the SEM/EDS characterizations easier and because
rapid capacity decay was anticipated. Figure 6a,b shows the corresponding electrochemical
cycling data. As expected, the reversible capacity drops rapidly upon cycling, recovering
less than 20 mAh g−1 after 80 cycles. In addition, the peculiar sharp increase of Rapp.
was also noticed after 10 cycles, in agreement with the data reported in Figure 3c where
LiTFSI was used as the conducting salt. However, the galvanostatic trace revealed more
clearly the occurrence of two successive plateaus. Figure 6c,d summarizes the main charac-
teristics obtained from such post-mortem studies. Interestingly, no obvious degradation of
the components of the LMP® cell was observed by SEM after cycling (Figure 6a). Moreover,
the sulfur content being close to zero in the electrolyte compartment, it was well confirmed
that no diffusion of the IC dye occurred upon cycling through the cell, in accordance with
the macroscopic observation (to the naked eye) of the SPE layer and our initial expectations
based on the polyanionic nature of the IC backbone that would impede polar interactions
with the PEO chains. However, the EDS line profile pointed out the presence of sodium
traces through the full thickness of the cell with an obvious accumulation at the lithium
interface. This important result reveals that a Na/Li exchange reaction occurred between
the active material and the lithiated conducting salt; Na+ ions being subsequently trans-
ported by the PEO matrix and reduced at the Li negative electrode. The contamination of
the reactive lithium interface by Na supports well the interfacial perturbations observed
during the electrochemical measurements, especially the rapid increase of the apparent cell
resistance. Indeed, the magnification by the SEM, shown in Figure 6c, revealed some dam-
ages at the electrolyte/Li interface making it more resistive. Consequently, one could easily
understand that such perturbations were found to be more pronounced with the operation
time and for higher electrode loadings (i.e., when more Na atoms were present inside the
cell). This possibility of ion exchange reaction between these two alkali metal ions could
have been anticipated because the Na+ mobility in PEO matrix had been demonstrated
by the pioneer work of P. V. Wright and co-workers [24] but not necessarily this marked
instability of the electrochemical interfaces. Therefore, the promising cycling data obtained
when using thin IC-based composite electrodes confirmed the stable reversible electro-
chemical activity of the sodium (E)-3,3′-dioxo-[2,2′-biindolinylidene]-5,5′-disulfonate redox
center and thus it can be anticipated that replacing IC with the corresponding lithiated salt
should allow better electrochemical performance in LMP® technology (note this salt is not,
however, commercially available).
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exchanged per mole of IC in 1 h (C/2)). (b) Corresponding capacity retention curve together with 
the coulombic efficiency. Inset, evolution of the apparent cell resistance upon cycling. (c) SEM im-
aging (edge view) of the full cell together with a magnification of a representative part of the cur-
rent collector/composite electrode/electrolyte surface area. The red dashed line indicates the 
boundary between the positive electrode and the electrolyte; (+): IC-based composite electrode; El.: 
solid polymer electrolyte; Li: metallic lithium for the negative electrode. (d) EDS spectroscopy 
results (line profile along the green line shown in (c)) highlighting the presence of sodium traces 
through the full thickness of the cell and more especially at the Li interface. The vertical green line 
corresponds to the boundary between the composite electrode and the SPE layer. 
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Indigo carmine (Sigma Aldrich, St. Louis, MO, USA, for microscopy), lithium bis(tri-
fluoromethanesulfonyl)imide (LiTFSI, 3M), tri-hydrated lithium perchlorate LiClO4·3H2O 
(Aldrich), carbon black Ketjenblack® EC600JD (denoted KB600, AkzoNobel), poly(eth-
ylene oxide)/poly(propylene oxide) copolymer (denoted PEO-co-PBO or ICPSEB, Nippon 
Shokubaï) were used as received. The composite electrode was prepared as follows: An 
amount of 4 g of carbon black KB600, 1.6 g of LiTFSI, 6.4 g of ICPSEB (binder), and 28 g of 

Figure 6. Post-mortem investigations of a LMP® cell stopped after 80 cycles for a composite electrode made of IC (70 wt.%)
mixed with KB600 (10 wt.%), LiClO4 (2 wt.%), and PEO-PPO (18%); electrode thickness: 23 µm. (a) Galvanostatic cycling
curve evolution of the cell (cycling rate: 1 Li+ exchanged per mole of IC in 1 h (C/2)). (b) Corresponding capacity retention
curve together with the coulombic efficiency. Inset, evolution of the apparent cell resistance upon cycling. (c) SEM imaging
(edge view) of the full cell together with a magnification of a representative part of the current collector/composite
electrode/electrolyte surface area. The red dashed line indicates the boundary between the positive electrode and the
electrolyte; (+): IC-based composite electrode; El.: solid polymer electrolyte; Li: metallic lithium for the negative electrode.
(d) EDS spectroscopy results (line profile along the green line shown in (c)) highlighting the presence of sodium traces
through the full thickness of the cell and more especially at the Li interface. The vertical green line corresponds to the
boundary between the composite electrode and the SPE layer.

3. Materials and Methods

3.1. Reagents, Electrode Preparation, and LMP® Cell Assembly

Indigo carmine (Sigma Aldrich, St. Louis, MO, USA, for microscopy), lithium bis
(trifluoromethanesulfonyl)imide (LiTFSI, 3M), tri-hydrated lithium perchlorate LiClO4·3H2O
(Aldrich), carbon black Ketjenblack® EC600JD (denoted KB600, AkzoNobel), poly(ethylene ox-
ide)/poly(propylene oxide) copolymer (denoted PEO-co-PBO or ICPSEB, Nippon Shokubaï)
were used as received. The composite electrode was prepared as follows: An amount of 4 g
of carbon black KB600, 1.6 g of LiTFSI, 6.4 g of ICPSEB (binder), and 28 g of IC were mixed
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together in water and introduced in a plastograph® Brabender® and maintained at 80 ◦C
at a rotation speed of 80 rpm for 20 min. The as-obtained paste was spread between two
heating-rolls (95 ◦C) over an aluminum current-collector coated with carbon. Then, water
was evaporated in an oven for 20 min at 105 ◦C in a dry room with controlled moisture (dew
point of −55 ◦C). Two representative electrode thicknesses were more specifically selected:
27 µm (0.30 mAh cm−2) and 6 µm (0.07 mAh cm−2). Note that 0.81 g of LiClO4·3H2O and
7.55 g of ICPSEB were used in the case of composite electrodes containing LiClO4 as the
conducting salt (LiTFSI-free composite electrodes, thickness: 23 µm). Lithium foils for the
negative electrode as well as PEO-based electrolyte membranes (O/Li ratio = 25) were
provided by the BlueSolutions company. The polymer cells were assembled in a dry room
by stacking lithium, solid polymer electrolyte membrane, and the composite IC-based
positive electrode onto its current collector at 80 ◦C. On the negative side, the current
collector was a copper foil hand-welded to lithium. Each current-collector was assem-
bled to copper-connectors by spot welding. Cells were air tight sealed in coffee-bags and
vacuumed in order to avoid air pockets (geometrical surface area: ≈20 cm2).

3.2. Electrochemical Measurements and Characterization Techniques

The galvanostatic cycling data of the cells were measured by using a MCV 64-1/0.1/0.01/-5
CE battery testing equipment (Bitrode). The apparent cell resistance (Rapp.), also known as
internal cell resistance, was determined by the simple current interrupt technique by using
the open circuit voltage (OCV) periods integrated in the cycling program at each half-cycle.
A VMP3 system (Bio-Logic SAS, Seyssinet-Pariset, France) was used for the PITT measurements.
The reported capacity values referred to the mass of the active material (IC) in the positive
electrode. For the post-mortem study, the cell was opened in a dry room. A 1 cm2 piece of
this cell was cut with a blade, frozen in liquid nitrogen, and finally sliced with a microtome
to get proper cross-sections. Morphology of the as-prepared samples was then investigated
by scanning electron microscopy (SEM) using a Hitachi TM3000 equipped with a Bruker
Quantax 70 for energy-dispersive X-ray spectroscopy (EDS) analysis.

4. Conclusions

The electrochemical behavior of IC was described for the first time in an SPE-based
SSB using the LMP® technology commercialized by BlueSolutions at an operating temper-
ature of 100 ◦C and for a low conductive carbon/IC mass ratio (≈0.14). First, ≈25 µm
thick electrodes were evaluated to be compared with the cycling data, reported in the
literature, obtained at 25–30 ◦C in Li-half cell configuration by using carbonate-based
liquid electrolytes. The as-obtained galvanostatic cycling curves were well aligned with
the expected electrochemical features associated with the occurrence of a reversible two-
electron process. However, the cycling performances were altered as a result of interfacial
issues at the lithium negative electrode. The latter stemmed from the presence of sodium
upon the Na+/Li+ ion exchange between the SPE electrolyte and IC. Much better capacity
retention curves were obtained when we decreased the Na contamination thanks to the
use of thinner electrodes (6 µm). For such electrodes, the galvanostatic cycling profile was,
in addition, significantly modified and exhibited two fully reversible and well-defined
plateaus, corresponding to the storing of one e−/Li+ per IC in line with the description of
the electrochemical process at the molecular level. This investigation therefore reinforces
the interest of using organic salts (rather than neutral molecules) as active materials to
suppress the possible solubilization/diffusion into the SPE membrane and highlights that
caution should be taken to avoid alkaline ions mixing within a Li cell.
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Abstract: Spinel-structured solids were studied to understand if fast Li+ ion conduction can be
achieved with Li occupying multiple crystallographic sites of the structure to form a “Li-stuffed”
spinel, and if the concept is applicable to prepare a high mixed electronic-ionic conductive, elec-
trochemically active solid solution of the Li+ stuffed spinel with spinel-structured Li-ion battery
electrodes. This could enable a single-phase fully solid electrode eliminating multi-phase inter-
face incompatibility and impedance commonly observed in multi-phase solid electrolyte–cathode
composites. Materials of composition Li1.25M(III)0.25TiO4, M(III) = Cr or Al were prepared through
solid-state methods. The room-temperature bulk Li+-ion conductivity is 1.63 × 10−4 S cm−1 for the
composition Li1.25Cr0.25Ti1.5O4. Addition of Li3BO3 (LBO) increases ionic and electronic conductiv-
ity reaching a bulk Li+ ion conductivity averaging 6.8 × 10−4 S cm−1, a total Li-ion conductivity
averaging 4.2 × 10−4 S cm−1, and electronic conductivity averaging 3.8 × 10−4 S cm−1 for the
composition Li1.25Cr0.25Ti1.5O4 with 1 wt. % LBO. An electrochemically active solid solution of
Li1.25Cr0.25Mn1.5O4 and LiNi0.5Mn1.5O4 was prepared. This work proves that Li-stuffed spinels can
achieve fast Li-ion conduction and that the concept is potentially useful to enable a single-phase fully
solid electrode without interphase impedance.

Keywords: solid electrolyte; fast Li+ ion conductor; Li-ion battery; spinel; solid-state battery; cathode-
electrolyte interface

1. Introduction

Interest in solid-state electrolytes has intensified owing to the discovery of fast Li-
ion conduction in the cubic garnet structure [1], the continued push for higher energy
density batteries and the allure of the safety of an inorganic all solid-state battery. The
spinel is a suitable cubic structure to search for fast Li-ion conduction owing to its network
of empty edge-shared MO6 octahedra bridged by face-shared LiO4 tetrahedra, which
connect in three dimensions thereby providing a path for 3D Li+-ion conduction [2]. In
fact, LiMn2O4 spinel’s favorable mixed electronic-ionic conductivity has enabled its use
as a positive electrode [2]. LiMn2O4 ideally crystallizes in the normal spinel structure in
the Fd3m space group: Mn occupies the 16d octahedral site, O occupies the 32e position
and Li occupies the 8a tetrahedral site which share faces with an empty 16c octahedral
site within the spinel’s pseudo-cubic closed packed oxygen framework, thus forming a
three-dimensional 8a→ 16c→ 8a Li ion conduction pathway. Furthermore, the spinel’s
cubic unit cell is desirable for solid-state battery application since differences in thermal
expansion coefficients of different crystallographic directions in large-grained non-cubic
ceramic materials, may lead to micro-cracking [3–5] during cooling after densification
which is unfavorable for mechanical properties and ionic conductivity [6–9]. Additionally,
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the use of a spinel-structured solid electrolyte as a separator in an all solid-state battery and
pursuit of high conductivity in the spinel structure can lead to insights that may improve
rate capability of spinel structured electrodes for use with liquid based electrolytes or as a
catholyte or anolyte in a fully solid-state configuration.

Limited work has been done on oxide spinel structured solid electrolytes. Kawai et al.
discovered a conductivity of about 10−7 S cm−1 for the ordered (P432 space group) spinel
LiNi0.5Ge1.5O4 at 63 ◦C [10]. The Ni and Ge are ordered on the octahedral sites of this
compound. In 1985, Thackeray and Goodenough proposed the all-solid all-spinel battery
as a means to reduce interfacial impedance at the interface of the solid-state cathode, elec-
trolyte and anode but did not identify a suitable solid-state electrolyte [11]. Rosciano et al.
suggested the Li doped MgAl2O4 spinel as a potential solid-state electrolyte based on high
Li diffusivity as measured by nuclear magnetic resonance (NMR) as a means to enable a full
spinel concept [12]. However, Djenadic et al. reported that the Li motion is localized in Li
doped MgAl2O4 and therefore the long-range Li conductivity is insufficient for realization
of an all-solid all-spinel battery [13].

Spinel is similar to garnet in that in both structures, the occupied tetrahedral and
empty octahedral sites form an interconnected 3-D array for Li+-ion transport. Conven-
tional garnets are described by the formula A3B3C2O12 where A, B, and C have 8, 4, and
6 oxygen coordination, respectively. However, in garnet structured Li3Nd3Te2O12, where
Li only occupies tetrahedral sites, the Li-ion is practically immobile at room temperature
and ionic conductivity can only be measured at elevated temperature, only achieving
10−5 S cm−1 at 600 ◦C [14]. In contrast, when additional Li is added to occupy both
tetrahedral and octahedral sites in a “Li-stuffed” garnet such as Li5La3Ta2O12 [15] room
temperature conductivity rises to 1.2 × 10−6 S cm−1. Further Li leads to even higher con-
ductivity in Li7−3xLa3Zr2AlxO12 which has room temperature ionic conductivity greater
than 10−4 S cm−1 [1]. In this work, we studied a substitutional strategy to form a “Li-
stuffed” spinel, with Li occupying both the tetrahedral 8a and octahedral 16d sites, in
a somewhat analogous fashion to Li-stuffed cubic garnet. Since we have different en-
ergy (tetrahedral and octahedral) sites, the presence of Li on the octahedral sites tends
to reduce the energy potential between the two sites making Li motion easier [16]. A
room-temperature Li+ ionic conductivity greater than 10−4 S cm−1 is observed for the
Li-stuffed spinel. In the composition of highest conductivity, Li1.25Cr0.25Ti1.5O4, the 8a
tetrahedral site is fully occupied by Li and the 16d octahedral site is 75% occupied by
Ti and the remaining 25% split evenly by Li and Cr. The remaining tetrahedral, 8b, and
octahedral, 16c, are unoccupied. Li1.25Cr0.25Ti1.5O4 contains Ti(IV), which is unstable to Li
reduction; however, the use of an interfacial layer such as Li3N or a conductive polymer
can fix this problem [17] to enable its use with Li or LiC6 anodes or more likely the concept
can be used in solid solution formation with spinel-structured cathodes, where mixed
electronic ionic conductivity is desirable. The integration of solid electrolytes with lithium
has progressed rapidly since the report of high conductivity in garnet; however, there has
been a lack of progress with cathode–solid electrolyte integration to achieve high ionic and
electronic transport through the cathode [18,19]. Unlike conventional Li-ion cells where
liquid electrolyte fills the cathode pores providing ion transport and carbon black provides
electron transport, cathodes for all solid-state batteries require both ion-conducting as well
as electron-conducting additives to enable mixed ionic/electronic transport. However,
these solid–solid interfaces have high resistance compared to solid–liquid interfaces, and
transport through composite cathodes is a major challenge to enable all solid-state batter-
ies [20]. In a first small step towards application of the concept as solid-state catholyte, we
show a solid solution of a Li-stuffed, spinel-structured electrolyte and the LiNi0.5Mn1.5O4
high voltage, spinel-structured positive electrode material to be an electrochemically active
cathode material in a liquid-containing cell thus showing that no high resistance solid–solid
interfaces are formed.
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2. Results
2.1. X-ray Diffraction (XRD) and Structural Refinement

The XRD patterns of the Li1.25Cr0.25Ti1.5O4 (LCTO, bottom) and Li1.25AlTi1.5O4 (LATO,
top) powders are shown in Figure 1. The patterns are indexed to the cubic spinel structure,
space group, Fd3m. The LATO pattern has two small, unidentified peaks at 39.64 and
46.18◦ 2Θ which disappear after hot-pressing (Figure 2). The lattice parameters determined
from Rietveld refinement and using Si as internal peak position standard are 8.3440 Å and
8.3574 Å for Li1.25Cr0.25Ti1.5O4 (LCTO) and, Li1.25AlTi1.5O4 (LATO), respectively. Since,
Cr3+ is larger than Al3+, 0.615 Å vs. 0.535 Å [21,22], the fact that the unit cell of LATO
is larger than LCTO might suggest a small amount of Al3+ mixing onto the tetrahedral
8a spinel site in exchange for Li+ (0.76 Å) on the 16d octahedral site in the Fd3m space
group. Site mixing is highly unlikely for d3 Cr3+ owing to its well-known high crystal
field stabilization energy in octahedral coordination [23]. Site mixing of Al onto the 8a
tetrahedral sites is common in spinels and is, for example, observed in MgAl2O4 [23].
Partial occupation of the 8a tetrahedral site by the heavier Al atom relative to Li would be
evidenced in the XRD pattern by an increase in the intensity of the 220 (~30◦ 2Θ, Cu K α
radiation) and the 422 (~54◦ 2Θ, Cu K α radiation) peaks [24].
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Figure 1. XRD of Li1.25Cr0.25Ti1.5O4 solid electrolyte powder (bottom) and Li1.25Al0.25Ti1.5O4 solid
electrolyte powder (top). XRD peaks are indexed to the Fd3m spinel structure.

However, comparison of the LCTO XRD pattern versus the LATO XRD pattern
(Figure 1) does not indicate any significant difference in the intensity of the peaks for
the two samples, suggesting that any site mixing between Al and Li in LATO is negligible.
The lack of significant site mixing is further evidenced from Rietveld structure refinement
using power XRD data. Structural analysis by Rietveld refinement of XRD data was done
with the Fullprof program [25].

The Rietveld refinement results are plotted with WINPLOTR program [26] in the sup-
plementary information (Figures S1 and S2) and the atomic positions and final refinement
information is contained in the supplementary information (Tables S1 and S2), for LCTO
and LATO, respectively. In the starting Rietveld structural model for both LCTO and LATO,
Li was placed on the 8a tetrahedral site, Li, Ti and Cr or Al were randomly distributed on
the 16d octahedral site and oxygen on the 32e site of the Fd3m space group. During the
refinement, site mixing of Ti, Al, or Cr on the 8a tetrahedral site was explored but led to a
lower goodness of fit. That is, in the fully converged refinements, the 8a octahedral site is
occupied by Li and the 16d octahedral site is randomly occupied by Li, Ti, and (Cr or Al).
The oxygen positional parameter (u), the atomic position coordinate of oxygen in the 32e
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site, was refined to a value of 0.26321 and 0.26340 for LCTO and LATO, respectively. The u
values should be taken as an approximation since it is relatively difficult to locate oxygen
positions through X-ray diffraction. Neutron diffraction will be needed to definitively
define the oxygen position. The relative value of the positional parameter is in accordance
with what is expected based on the relative sizes of Cr3+ and Al3+ [27]. If the origin of
the unit cell is taken as the center of symmetry, in an ideal, cubic closed packed oxygen
lattice, the oxygen parameter, u, has a value of 0.250. In the case of u = 0.250, the octahe-
dral cation–oxygen bond length is 1.155 times longer than the tetrahedral–oxygen bond
length [27]. However, the spinel oxygen parameter changes depend on the size and charge
of the cations occupying the tetrahedral and octahedral sites, distorting the cubic closed
packed oxygen lattice to accommodate different ions. In fact, more than 30 different ions
of varying size can be accommodated in the spinel structure [27]. To accommodate large
cations on the tetrahedral sites, oxygens are displaced along the [11] direction increasing
the tetrahedral cation–oxygen bond length and concurrently decreasing the octahedral
cation–oxygen bond length, leading to an increase in u and vice versa. Manipulation of
the u parameter through changes in site occupation of octahedral sites might be a tool to
optimize Li-ion conductivity in spinels.

In summary, both LCTO and LATO are single phase spinel structured materials with
Li occupying 8a and 16d sites, Cr, Al and Ti randomly occupying the 16d sites in a nearly
cubic close packed oxygen framework. The oxygen framework adjusts the positions of the
oxygens within the unit cell to accommodate the relative difference in size of Cr versus Al.

XRD patterns of hot-pressed and Li3BO3 (LBO)-containing samples are shown in
Figure 2, indicating no new peaks, i.e., no new phases, and retention of the single-phase
spinel structure. LBO, a low-melting sintering aid, was added to increase density and
thereby improve conductivity and mechanical properties.

Molecules 2021, 26, x FOR PEER REVIEW  4 of 18 
 

 

distributed on the 16d octahedral site and oxygen on the 32e site of the Fd3m space group. 
During the refinement, site mixing of Ti, Al, or Cr on the 8a tetrahedral site was explored 

but led to a lower goodness of fit. That is, in the fully converged refinements, the 8a octa‐

hedral site is occupied by Li and the 16d octahedral site is randomly occupied by Li, Ti, 

and  (Cr or Al). The oxygen positional parameter  (u),  the atomic position coordinate of 

oxygen in the 32e site, was refined to a value of 0.26321 and 0.26340 for LCTO and LATO, 

respectively. The u values should be taken as an approximation since it is relatively diffi‐

cult  to  locate  oxygen  positions  through X‐ray  diffraction. Neutron  diffraction will  be 

needed to definitively define the oxygen position. The relative value of the positional pa‐

rameter is in accordance with what is expected based on the relative sizes of Cr3+ and Al3+ 

[27]. If the origin of the unit cell is taken as the center of symmetry, in an ideal, cubic closed 

packed oxygen  lattice, the oxygen parameter, u, has a value of 0.250. In the case of u = 

0.250, the octahedral cation–oxygen bond  length  is 1.155 times  longer than the tetrahe‐

dral–oxygen bond length [27]. However, the spinel oxygen parameter changes depend on 

the  size and charge of  the  cations occupying  the  tetrahedral and octahedral  sites, dis‐

torting the cubic closed packed oxygen lattice to accommodate different ions. In fact, more 

than 30 different ions of varying size can be accommodated in the spinel structure [27]. To 

accommodate large cations on the tetrahedral sites, oxygens are displaced along the [11] 

direction increasing the tetrahedral cation–oxygen bond length and concurrently decreas‐

ing the octahedral cation–oxygen bond length, leading to an increase in u and vice versa. 

Manipulation of the u parameter through changes in site occupation of octahedral sites 

might be a tool to optimize Li‐ion conductivity in spinels. 

In summary, both LCTO and LATO are single phase spinel structured materials with 

Li occupying 8a and 16d sites, Cr, Al and Ti randomly occupying the 16d sites in a nearly 

cubic close packed oxygen framework. The oxygen framework adjusts the positions of the 

oxygens within the unit cell to accommodate the relative difference in size of Cr versus 

Al. 

XRD patterns of hot‐pressed and Li3BO3 (LBO)‐containing samples are shown in Fig‐

ure 2, indicating no new peaks, i.e., no new phases, and retention of the single‐phase spi‐

nel structure. LBO, a low‐melting sintering aid, was added to increase density and thereby 

improve conductivity and mechanical properties. 

 

Figure 2. XRD of hot‐pressed pellets of Li1.25Cr0.25Ti1.5O4 (LCTO) and Li1.25Al0.25Ti1.5O4 (LATO) with 

variable amounts of Li3BO3 (LBO). Pellets were ground to a powder prior to XRD data collection. 

LBO is not detected in the XRD pattern owing to the light elements present and the 

low concentration. Generally, phases at or below a  few weight% are not detected and 

Figure 2. XRD of hot-pressed pellets of Li1.25Cr0.25Ti1.5O4 (LCTO) and Li1.25Al0.25Ti1.5O4 (LATO)
with variable amounts of Li3BO3 (LBO). Pellets were ground to a powder prior to XRD data collection.

LBO is not detected in the XRD pattern owing to the light elements present and the
low concentration. Generally, phases at or below a few weight% are not detected and
some site substitution on spinel is also a possibility. The lattice constant as a function of
Li3BO3 content for hot-pressed pellets was determined by grinding the pellets to a powder,
the addition of NIST-traceable Si as an internal peak position standard and Rietveld
refinement of the XRD pattern. The obtained lattice constants are tabulated and plotted
in the supplementary information, Table S3 and Figure S3, respectively. In the case of
LATO, there is an increase in the lattice constant of hot-pressed pellets with the addition
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of 3% LBO to LATO from 8.3459(1) to 8.3474(1) Å. The LCTO lattice constants change in a
more complicated manner. There is an initial increase in the lattice constant from 0% to 1%
LBO, 8.3444(1) to 8.3456(1) Å and then a roughly linear decrease in lattice constant from
1, 1.5 and 3% LBO, 8.3456(1), 8.3450(1), 8.3449(1) Å, respectively. An increase might be
attributed to substitution of additional relatively large Li onto the lattice and the decrease to
substitution of the relatively small B. The evidence for site substitution by B is in agreement
with the WDS analysis, which showed B distributed throughout the samples and not only
at grain boundaries.

2.2. Microstructure

Representative micrographs of the fracture surfaces of the hot-pressed LCTO sample
without LBO (left) and with 1% LBO (right) are shown in Figure 3. From the SEM analysis,
a couple of important points are noted. First, the LBO-containing sample is very dense in
agreement with the high relative density ~98%, determined from the physical dimensions,
weight and the theoretical density in contrast to the ~94% density of the sample without
LBO. Almost no porosity is observable in the LBO-containing sample. A high relative den-
sity is extremely important for device applications because it leads to increased mechanical
strength and higher ionic conductivity.
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Figure 3. Representative SEM image of fracture surface images of hot-pressed Li1.25Cr0.25Ti1.5O4 without LBO, left, and
with 1% LBO, right.

Second, the fracture surface is very flat indicating transgranular fracture revealing
high grain boundary strength, which should lead to low inter-granular ionic resistance
whereas for the LBO free sample the fracture node is primarily intergranular leading to
higher grain boundary resistance. Third, the average grain size observable for the LBO free
sample is about 1 µm. In the LBO-containing sample, the grain size is roughly estimated to
be about 2–5 µm, though the grains are difficult to distinguish.

2.3. Conductivity

The room temperature impedance plot for hot-pressed Li1.25Cr0.25Ti1.5O4 (~94% rela-
tive density) and the equivalent circuit (inset) which models the data are shown in Figure 4.
In the equivalent circuit, R refers to resistance, and CPE to constant phase element. The
impedance spectra shows a single semi-circle at higher frequency and starts to level off
at lower frequency, which we interpret as the precursor to an upward sloping line. A fit
of the data, based on this interpretation using the indicated equivalent circuit, is included
in the supplementary information (Figure S4, Table S4). The equivalent circuit for this
system where ionic conduction is predominant includes Rb, bulk or intra-grain impedance,
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Rgb, the grain boundary or inter-grain impedance, CPEgb, the grain boundary constant
phase element and CPEint, the sample electrode interface or dual layer constant phase
element which is physically attributed to charge build-up at the electrode [28–30]. Since
we used Li-ion blocking electrodes, the shape of the curve represents a material, which is
predominantly a Li-ion conductor with low electronic conductivity [28–30]. From Figure 4,
several important points are noted.

Figure 4. Room temperature impedance plot of hot-pressed Li1.25Cr0.25Ti1.5O4 and the equivalent
circuit used to interpret the data.

First, the calculated value of the capacitance using the frequency at the maximum point
of the semi-circle is shown on Figure 4. This capacitance, 2.56 × 10−10F, was calculated
from Cgb = (2πf R)−1, using f = 31 Hz and R (diameter of the semi-circle) = 1.97× 105 Ω [31].
Second, this capacitance value is characteristic of a grain boundary [31] confirming the
assignment of this semi-circle to a grain boundary phenomenon. The bulk impedance value,
Rb can be taken from the Zreal intercept at the high frequency of the semi-circle and the total
impedance, Rtotal = Rb + Rgb, is taken from the Zreal low frequency intercept. Third, the
values of Rb and Rgb and the physical dimensions of the sample are then used to determine
the Li-ion conductivity. The bulk ionic conductivity of the Li1.25Cr0.25Ti1.5O4 pellet at room
temperature is 1.63 × 10−4 S cm−1 and the total ionic conductivity of Li1.25Cr0.25Ti1.5O4
is 2.84 × 10−8 S cm−1. This bulk ionic conductivity is in the range of Al substituted
Li7La3Zr2O12 cubic garnet solid-state electrolyte when first reported by Murugan et al. [1],
however, the total ionic conductivity is three to four orders of magnitude lower than cubic
garnet indicating relatively high grain boundary impedance. In fact, the ratio of grain
boundary impedance to the total ionic impedance is 99.93%. We compare the ratio of
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grain boundary impedance to the total ionic impedance since we cannot calculate a grain
boundary conductivity as the volume of the grain boundaries is unknown.

The electronic conductivity of Li1.25Cr0.25Ti1.5O4 at room temperature obtained from
the steady state current found through DC polarization [32,33] is about 1.84 × 10−8 S cm−1.
Thus, the ionic transport number, tionic, for Li-ions in Li1.25Cr0.25Ti1.5O4 (tionic = σionic/σtotal,
where σtotal = σionic + σelectronic; σionic is the total ionic conductivity) is about 0.6, confirming
that Li1.25Cr0.25Ti1.5O4 is an ionic conductor, yet having a significant electronic conductivity.
Similarly, Li1.25Al0.25Ti1.5O4 was prepared, densified through hot-pressing and analyzed.
The bulk ionic, total ionic and electronic conductivities obtained from the 97% relative
density Li1.25Al0.25Ti1.5O4 pellet are 5.11 × 10−5, 4.08 × 10−7, and 9.79 × 10−8 S cm−1,
respectively, a slightly lower bulk conductivity but a slightly higher bulk ionic and elec-
tronic conductivity than that of the 94% relative density LCTO pellet. The ionic transport
number, tionic, for Li-ions in Li1.25Al0.25Ti1.5O4 is 0.81, evidencing a higher ionic compo-
nent compared to LCTO as might be expected owing to the substitution of more easily
reducible Cr3+ compared to Al3+. The lower bulk conductivity in LATO relative to LCTO
most likely results from the difference in lattice constant, since the Li content is similar.
Similarly to LCTO, almost all ionic impedance in the LATO pellet, 99.20%, originates at
grain boundaries.

In order to overcome the high grain boundary impedance and to increase the density
of the samples, Li3BO3 (LBO) was used as a sintering and hot-pressing aid. The room
temperature impedance plot of Li1.25Cr0.25Ti1.5O4 hot-pressed with 3 wt% LBO to form
a pellet of 98% relative density and the equivalent circuit (inset) which models the data
are shown in Figure 5. This figure will be used to illustrate the interpretation of the EIS
data for all of the LBO-containing samples. From Figure 5, several points can be made.
First, the capacitance is calculated as previously described in the discussion of Figure 4 for
the first two semi-circles from higher (right) to lower frequency and the values are noted
on Figure 5. The calculated capacitances are characteristic of grain boundary and bulk
phenomena for the higher frequency and lower frequency semicircles, respectively.

Figure 5. Room temperature impedance plot of hot-pressed Li1.25Cr0.25Ti1.5O4/3% LBO and the
equivalent circuit used to interpret the data where R1 = ReRb/(Re + Rb), R2 =Re(Rb + Rgb)/(Re + Rb +
Rgb), and R3 =Re.
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Second, the shape of the impedance plot is characteristic of an ionic conductor with
electronic conductance [28], in agreement with the observation that hot-pressing with the
LBO sintering aid changed the color of the samples from green (LCTO) and white (LATO)
to black. Modelling the transport, therefore, requires the addition of a parallel electronic
resistance, Re, to the ionic-conduction circuit [28,29]. The values of the resistances in the
equivalent circuit, bulk ionic resistance (Rb), grain boundary ionic resistance (Rgb), and
electronic resistance (Re) can be determined from the intercepts, R1, R2 and R3, respectively,
based on the following relationships: R1 = ReRb/(Re + Rb), R2 = Re(Rb + Rgb)/(Re + Rb +
Rgb), and R3 =Re [28,29]. Finally, the values of Rb, Rion, and Re and the physical dimensions
of the sample are then used to determine the Li-ion and electronic conductivities.

For the LBO-containing samples, two pellets were analyzed for each composition.
The highest total ionic conductivity was found for the Li1.25Cr0.25Ti1.5O4/1 wt. % LBO
composition and is 4.17 × 10−4 S cm−1. The room temperature total Li+ ion conductivity
measured for a pellet of Li1.25Cr0.25Ti1.5O4—1 wt.% LBO is near the range of the highest
ever reported for an oxide [34]. By comparison, substituted cubic garnet Li7La3Zr2O12 has
reported total Li-ion conductivity ranging from 5 × 10−4 to 1 × 10−3 S cm−1 [34]. The
percent of ionic impedance from the grain boundary dropped to 19.31% in this sample. The
DC electronic conductivity of Li1.25Cr0.25Ti1.5O4/1 wt.% LBO averaged 3.8 × 10−4 S cm−1

which means this composition may have applicability as an anolyte or catholyte where
mixed electronic and ionic conductivity is important. The AC electronic conductivity value
was in agreement with the DC measurement.

With the addition of 1 wt. % LBO, density increased, bulk ionic conductivity was
slightly increased, total ionic conductivity increased by two to three orders of magnitude,
and the electronic conductivity increased by four orders of magnitude. Thus, use of an
optimal amount (~1 wt.%) of LBO might be particularly attractive to increase electronic
conductivity and total ionic conductivity as a catholyte or anolyte. Data for all samples are
tabulated in Table 1.

Table 1. Average room temperature (298 K) bulk ionic, σbulk, grain boundary ionic impedance as percentage of total
impedance, Zgb/Ztot, total ionic conductivity, σion, electronic conductivity, σelec and relative density, D, of Li1.25CrTi1.5O4

(LCTO) and Li1.25Al0.25Ti1.5O4 (LATO) solid electrolytes with and without Li3BO3 (LBO) sintering aid.

Sample σbulk (S cm−1) Zgb/Ztot (%) σion (S cm−1) σelec (S cm−1) D (%)

LCTO 1.63 × 10−4 99.9 1.19 × 10−7 1.84 × 10−8 94
LATO 5.11 × 10−5 99.2 4.08 × 10−7 9.79 × 10−8 97

LCTO/1% LBO 6.77 × 10−4 19.3 4.17 × 10−4 3.76 × 10−4 98
LCTO/1.5% LBO 4.01 × 10−4 94.0 1.96 × 10−4 1.78 × 10−4 99
LCTO/3% LBO 8.75 × 10−5 51.9 5.32 × 10−5 4.06 × 10−5 97
LATO/3% LBO 5.00 × 10−5 27.4 1.78 × 10−5 1.20 × 10−7 99

Temperature-dependent conductivity data collection focused on the higher conductiv-
ity LBO-containing samples. Bulk ionic, grain boundary ionic, total ionic and electronic
conductivities of Li1.25Cr0.25Ti1.5O4 (LCTO) and Li1.25Al0.25Ti1.5O4 (LATO) with varied
weight percent LBO are shown in Figure 6 as a function of temperature. Log (1/Rgb)
versus 1/T was plotted for the grain boundary data since one cannot calculate σgb since the
grain boundary volume is unknown and it only differs from plotting log(σgb) versus 1/T by
a constant [35]. In Figure 6, log σ is plotted as a function of 1/T in order to ease the reading
of the conductivity values; however, all values of the activation energies EA were calculated
based on log (σT) plotted as a function of 1/T, where σ is the conductivity (S cm−1) and T
is the temperature (K). For the 1/T vs. log (σT) plots, see the supplementary information,
Figure S5. From Figure 6, several points can be made. First, all samples show fast room
temperature Li-ion conductivity ranging from ~10−4 to ~10−3 S cm−1 and comparable elec-
tronic conductivity, suggesting applicability as mixed ionic electronic conductors and the
LCTO-1% LBO composition stands out for both high ionic and electronic conductivity. Use
of these materials as solid electrolytes will require the discovery of an alternate sintering
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aid or an alternate densification process to increase density and reduce grain boundary
impedance perhaps under oxygen in order to maintain low electronic conductivity or the
use of an interfacial layer such as Li3N [17]. However, it may find greater applicability as a
catholyte or anolyte where mixed electronic ionic conductivity is desirable.

Turning attention to the bulk ionic conductivity activation energies, the values range
from 0.18 to 0.28, 0.32 and 0.32, respectively for LCTO-1%LBO, LCTO-1.5%LBO, LCTO-
3%LBO and LATO-3%LBO, respectively. The bulk activation energies are close to what is
reported for other fast Li-ion conductors indicating fast Li-ion mobility [34,36–39].
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The especially low bulk activation energy of LCTO-1% helps to explain the very high
Li-ion conductivity of this composition. These bulk activation energies are lower than the
activation energy of 0.35 eV reported from Li NMR line broadening experiments on spinel-
structured, Li-doped MgAl2O4 [12]. The grain boundary activation energies range from
0.78 to 0.74, 0.41 and 0.42 eV for LCTO-1%LBO, LCTO-1.5%LBO, LCTO-3%LBO and LATO-
3%LBO, respectively, suggesting that the addition of a higher concentration of LBO has a
strong effect to lower the activation energy for ionic conductivity at the grain boundary.
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However, looking at the total ionic conductivities shows a clear superior performance for
the LCTO-1%LBO sample, its total conductivity predominantly controlled by its higher
bulk ionic mobility despite higher activation energy at its grain boundaries. The total ionic
conductivity activation energies range from 0.23 to 0.61, 0.36, 0.39 eV for LCTO-1%LBO,
LCTO-1.5%LBO, LCTO-3%LBO and LATO-3%LBO, respectively. The addition of excess
LBO, >1%, negatively affects the total Li-ion conductivity although at 3% LBO the grain
boundary ionic activation energy is considerably lower. The LCTO-1.5%LBO sample
appears to be an outlier, as one would expect it to fall between the 1% and the 3% LBO
samples. The electronic conductivities activation energies range from 0.18 to 0.28, 0.32, and
0.32 eV for LCTO-1%LBO, LCTO-1.5%LBO, LCTO-3%LBO and LATO-3%LBO, respectively.
It is observed that at a low level of LBO the electronic conductivity is highest and as more
LBO is added the electronic conductivity decreases. Overall, it appears that the 1%LBO
sample has the maximum electronic and ionic conductivity. It might be that the higher
electronic conductivity improves the ionic conductivity owing to an enhancement effect of
the transport of two species [40–42]. That is, as a Li-ion hops, in order to preserve charge
neutrality both species must move at the same speed which means the faster moving
electron is slowed down while the speed of the slower moving Li+ ion is increased.

2.4. Electrochemical Properties of Solid Solutions of LiNi0.5Mn1.5O4 and “Li1.25Cr0.25Mn1.5O4”

Demonstration of the practical applicability of Li1.25(Cr,Al)0.25Ti1.5O4 spinels as solid
electrolyte to function as a separator will require finding a new densification aid that
does not lead to high electronic conductivity. Subsequently, if such a densification aid
is found, we will study the decomposition window of the electrolyte and build lithium
symmetric cells. However, the use of the LBO densification aid leads to significant elec-
tronic conductivity, therefore this suggests that the most likely application of LBO-spinel
composites is as catholyte or anolyte. Furthermore, the unique feature of demonstrating
fast Li-ion conduction in spinel structured solids is the possibility to demonstrate that an
electrochemically active solid solution can be formed from a solid solution with a spinel
structured electrode material. A liquid based cell was used as a simple way to demonstrate
this principle. Demonstration in a solid-state cell will require optimization of multiple
properties and will be part of a future study.

Since LiNi0.5Mn1.5O4 is known to form high-impedance phases when formed into a
composite with Li7La3Zr2O12 garnet and other well-studied solid electrolytes, it was de-
cided that it would be a good test case with practical applicability. We found that LCTO and
LATO form single-phase, spinel-structured solid solutions with LiNi0.5Mn1.5O4 and also
Li4Ti5O12. However, as a first test-case, Mn was substituted for Ti in the solid electrolyte
component owing to the known deleterious effect of significant Ti substitution for Mn in
LiNi0.5Mn1.5O4 [43]. This substitution can be done to produce a Li-stuffed spinel of com-
position Li1.075Cr0.075Ni0.35Mn1.5O4, though the Li1.25Cr0.25Mn1.5O4 end component could
not be successfully synthesized owing to the formation of Li2MnO3 impurity. Follow-up
studies will look in detail at the electrochemical properties, the mixed electronic-ionic con-
ductivities, spinel phase stability, and electrochemical stability windows of the vast solid-
solution range of materials in the families Li1.25(Cr,Al)0.25(Mn,Ti)1.5)O4: LiNi0.5Mn1.5O4
and Li1.25(Cr,Al)0.25(Mn,Ti)1.5)O4: Li4Ti5O12). The range of solid solution formation will be
part of this future study. For the current study, we chose a 3:7 ratio to compare to a typical
amount of porosity (30%) in a standard cell. In other words, the “electrolyte” component
of the solid solution was set at 30%. This was a first estimate and is not yet optimized.
The XRD pattern of nominal composition 0.3[Li1.25Cr0.25Mn1.5O4] 0.7[LiNi0.5Mn1.5O4],
i.e., Li1.075Cr0.075Ni0.35Mn1.5O4 composition is shown in Figure 7. The lattice constant
was refined to 8.1704(1) Å, which is comparable to LiNi0.5Mn1.5O4 (8.1785 Å) [44] the
predominant component of the solid solution. The slight decrease in the lattice constant
is to be expected based on the slightly smaller average size of Li+, Cr3+ (0.76 Å, 0.615 Å,
averaging 0.6875 Å) compared to Ni2+ (0.69Å) in octahedral coordination [21,22]. The
pattern is indexed to the cubic spinel structure, space group, Fd3m, indicating a single-
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phase composition of spinel structure. Structural analysis by Rietveld refinement of XRD
data was done with the Fullprof program. The Rietveld refinement result is plotted in
the supplementary information, Figure S6, and the atomic positions and final refinement
information is contained in the supplementary information, Table S5. In the Rietveld
structural model for Li1.075Cr0.075Ni0.35Mn1.5O4, the 8a tetrahedral site is occupied by Li,
the 16d octahedral site contains Li, Mn, Cr and Ni and oxygen occupies the 32e site of the
Fd3m space group. During the refinement, site mixing of Cr, Ni or Mn on the 8a tetrahedral
site was explored but did not improve the fit. That is, in the fully converged refinements,
Li fully occupies the 8a tetrahedral and the 16d octahedral is randomly occupied by Li, Mn,
Ni and Cr.
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The oxygen positional parameter (u), the atomic position coordinates of oxygen in the
32e site refined to a value of 0.26266, in accordance with expectation from the ionic radii
of the tetrahedrally and octahedrally coordinated cations [27]. In order to demonstrate
expediently that the Li1.025Cr0.025Ni0.45Mn1.5O4 composition is electrochemically active,
a liquid electrolyte-based cell was built. In the future, as composition, LBO content, mi-
crostructure and the ability to fabricate a thin, dense catholyte is optimized and developed,
the concept will be tested in a solid-state configuration. The electrochemical discharge
curve at 0.2C charge and discharge rate of the nominal composition 0.3[Li1.25Cr0.25Mn1.5O4]
0.7[LiNi0.5Mn1.5O4], i.e., Li1.075Cr0.075Ni0.35Mn1.5O4 composition is shown in Figure 8a. A
discharge capacity ~120 mAh g−1 is observed. Assuming electrochemical activity based
on Ni2+/Ni3+, Ni3+/Ni4+ and Cr3+/Cr4+ couples yields a theoretical capacity of about
116 mAh g−1 for Li1.075Cr0.075Ni0.35Mn1.5O4. The theoretical discharge capacity is observed
at >4.6 V. Additional capacity, beyond the theoretical, can be attributed to the Mn3+/Mn4+

couple observed as a shoulder around 4 V. The good rate performance resulting from high
Li+ ionic conductivity and electronic conductivity is shown in Figure 8b. The charge and
discharge rates are varied from 0.2 to 10 C, with the charge and discharge rates remaining
equal for each individual cycle. Additionally, the material shows good cycle life and no
damage from the high rate of charge and discharge is evidenced as the capacity returns to
120 mAh g−1 for 1 C after charging and discharging at 10 C rate. Further measurements and
optimization of the mixed ionic electronic conductivity through composition and electrode
design will be needed to fully realize the maximum rate performance. Further studies will
be needed to characterize the conductivity of the solid electrolyte–solid cathode solid solu-
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tions as a function of composition and with the addition of LBO to improve grain boundary
conductivity. This preliminary result confirms the formation of an electrochemically active
solid solution.
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formed at 850 ◦C (nominal composition: Li1.025Cr0.025Ni0.45Mn1.5O4) (b) Discharge capacity of Li1.075Cr0.075Ni0.35Mn1.5O4
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2.5. Composition

The elemental composition of the Li1.25Cr0.25Ti1.5O4 and Li1.25Al0.25Ti1.5O4 powders
as obtained from ICP is tabulated in the supplementary information (Table S6) and is
in excellent agreement with the nominal composition. In the LBO-containing samples,
the semi-quantitative distribution of boron (B) was probed by wavelength dispersive
spectroscopy (WDS) analysis of the cross-section of two representative pellets with 1 and
3% LBO. Over multiple spots spanning the length thickness of the pellet, B was spread
through the whole sample, suggesting that the B is not concentrated at the grain boundaries.
Since it was not possible to differentiate the grain boundary from the bulk during the data
collection, we cannot definitively locate B since there is some chance that the measurement
were done only on grain boundary or only bulk spots, the spot size is rather large (5 µ)
and the error in measurement (±2% based on counting statistics) is on the order of the
concentration (1–3% LBO). However, the analysis of XRD data and the changes in both
bulk and grain boundary conductivity described later all support the conclusion that B
is distributed throughout the sample. The B distribution from WDS is tabulated in the
supplementary information (Table S7) and the images of the pellets used for determination
of B distribution are shown in Figure S7.

3. Discussion

The introduction of Li on multiple sites has been previously demonstrated to be a
successful strategy to attain higher Li+ ion conductivity [1,15,16]. As an example, in garnet
structured Li7La3Zr2O12, one of the most well-known oxide-based Li+ conductors (10−3

to 10−4 S cm−1 at room temperature) Li+ is sited on both tetrahedral (24d) and octahedral
(96h) sites and the occupancy ratio between the sites is critical to optimization of the
conductivity [45]. Similarly, the bulk ionic conductivity of LiTi2(PO4)3 jumps by 3 orders of
magnitude when additional Li occupies another crystallographic site as a result of partial
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substitution of Ti4+ by Al3+ to form Li1.3Ti0.7Al0.3(PO4)3 [46,47]. By contrast, LiNi0.5Ge1.5O4
of modest Li+ conductivity (10−8 S cm−1 at 63 ◦C) has Li only on the tetrahedral 8c site and
Ni and Ge ordered 1:3 over the 4b and 12d octahedral sites of the ordered P432 spinel.

The high Li-ion conductivity observed in LCTO and LATO can be compared to the
Fd3m spinel structured anode Li4Ti5O12 which has been reported to be a rather poor Li ion
conductor [48–50] based on Li-NMR studies. This Li-NMR study is in conflict with the fact
that Li4Ti5O12 is a high-rate anode material [51,52], and that discrepancy was attributed by
the authors to a fast ion conducting interphase which forms immediately upon Li insertion.
Another study based on muon spin spectroscopy of Li4Ti5O12 and LiTi2O4 spinels come
to a different conclusion. Their muon spectroscopy results point to very mobile Li ions in
Li4Ti5O12 and lower activation energy for Li motion relative to LiTi2O4 [53]. In Li4Ti5O12,
the 8a tetrahedral site is occupied by Li as in LCTO and LATO, and the 16d octahedral site
is occupied by Li and Ti in ratio of 1:5. In LiTi2O4, Li only occupies the 8a tetrahedral site
and Ti completely occupies the 16d octahedral site. This is therefore further evidence of the
positive effect of multiple site occupation on Li mobility.

Integration of solid electrolytes into electrodes has been problematic thus far in pub-
lished studies of solid-state batteries. Density functional theory (DFT) computational stud-
ies have shown reactivity of cubic garnet structured Li7La3Zr2O7 and common Li-ion cath-
ode materials [54,55] and experimental studies have shown the reactivity of LiNi0.5Mn1.5O4
cathode with LLZO during electrochemical cycling [56]. Furthermore, LiCoO2 forms un-
favorable interfaces during densification and requires a LiNbO3 coating to reduce reac-
tivity [57]. Solid solutions of Li1.25(Al,Cr)0.25(Ti,Mn)1.5O4 with known electrode materials
such as LiNi0.5Mn1.5O4, e.g., x[LiNi0.5Mn1.5O4] 1-x[Li1.25(Al,Cr)0.25(Ti,Mn)1.5O4] (0 < x < 1)
with grain boundary engineering through use of LBO or other sintering aids offer an
alternative, simpler route since the solid electrolyte-solid electrode interface is eliminated
and the LBO increases the electronic conductivity, which is needed for use as an electrode.
This should lead to increased power owing to improved Li-ion and electronic conductivity
within the electrode and the solid solutions could be used as part of an all solid-state battery
with a garnet based separator and Li metal anode. If a new sintering aid is found that
does not lead to electronic conductivity, these spinel electrolytes might be used in a fully
spinel structured all-solid battery as envisioned by Thackeray and Goodenough [11] or
with an interfacial layer such as Li3N [17] separating it from a Li metal or carbon anode.
The LiNi0.5Mn1.5O4 spinel is particularly attractive for solid-state application owing to its
high energy storage density, high voltage (~4.7 V), use of abundant chemicals, small lattice
change during charge and discharge and high Li diffusivity throughout the range of Li
composition [58].

4. Materials and Methods
4.1. Powder Preparation

The compound Li1.25Cr0.25Ti1.5O4 was prepared by solid-state reaction from a stoichio-
metric ratio of TiO2 (Sigma-Aldrich, Saint Louis, MO, USA) and Cr2O3 (Alfa Aesar, Ward
Hill, MA, USA) and a 3% stoichiometric excess of Li2CO3 (Alfa Aesar, Ward Hill, MA, USA)
to counteract volatilization of Li. The precursors were ground by hand using a mortar and
pestle, then the fine, mixed powder was heated in an uncovered alumina crucible at 10 ◦C
per minute to 600 ◦C and held at this temperature for 10 h in air and allowed to furnace
cool. The resulting powder was reground and pelletized using a SPEX Sample Prep 13 mm
diameter pellet die (Spex Sampleprep LLC, Metuchen, NJ, USA) and Carver laboratory
press (Fred S. Carver Company, Wabash, IN, USA) at a load of about 2300 kg. The pellet was
placed in a covered alumina crucible and heated at 10 to 850 ◦C and held at this temperature
for 24 h in air and then allowed to furnace cool. Li1.25Al0.25Ti1.5O4 and Li1.25Cr0.25Mn1.5O4
was prepared similarly substituting Al2O3 (Alfa Aesar, Ward Hill, MA, USA) for Cr2O3 and
MnCO3 for Al2O3 or Cr2O3, respectively. Li3BO3 (LBO) was prepared from a stoichiometric
mixture of Li2CO3 (Alfa Aesar, Ward Hill, MA, USA) and H3BO3 (Alfa Aesar, Ward Hill,
MA, USA). The starting mixture was ground in a mortar and pestle and heated at 600 ◦C in
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air for 4 h. Solid solutions of the solid electrolyte and the LNMO cathode were prepared
through an aqueous solution based route from a mixture Li2CO3 (Alfa Aesar, Ward Hill,
MA, USA), MnCO3 (Alfa Aesar, Ward Hill, MA, USA), Ni(OH)2 (Alfa Aesar, Ward Hill,
MA, USA), Cr(NO3)3.9H2O (Alfa Aesar, Ward Hill, MA, USA) precursors dissolved in a
citric acid (Sigma-Aldrich, Saint Louis, MO, USA)/nitric acid (Sigma-Aldrich, Saint Louis,
MO, USA) solution. As an example, Li1.075Cr0.075Ni0.35Mn1.5O4 was prepared from 0.2659 g
Li2CO3 (3% excess) 1.1208 g MnCO3, 0.2109 g Ni(OH)2, and 0.2401 g Cr(NO3)3.9H2O, 1 g
citric acid and 6 g concentrated HNO3 diluted to 30 mL with H2O. The clear green solution
obtained from heating the mixture was evaporated to dryness and then heated under air in
a Lindbergh furnace at 10 ◦C per minute to 450 ◦C, held for 3 h, heated at 10 ◦C per minute
to 850 ◦C, held for 6 h, then furnace cooled (Lindbergh/MPH, Riverside, MI, USA).

4.2. Consolidation of Samples for Conductivity Measurements

Sintering to obtain dense pellets was attempted in air at 850 ◦C. Sintering pure
Li1.25Cr0.25Ti1.5O4 led to pellets of low density (~60–70% relative density) and the tempera-
ture could not be increased owing to the formation of a ramsdellite-structured phase at
higher temperature. The addition of LBO led to much higher density pellets (~80–85%).
LBO was chosen owing to the fact that its melting point of ~700 ◦C is below the 850 ◦C
consolidation temperature, so that it can act as a liquid-phase sintering aid and also be-
cause LBO itself has moderate ionic conductivity which might enhance conduction at
the grain boundaries unlike other typical sintering additives such as LiF which are poor
Li-ion conductors and have melting point above the temperature at which the samples are
converted from the spinel to the ramsdellite structure. A similar spinel to ramsdellite phase
transformation upon heating has been previously documented for LiTi2O4 [59]. Dense
discs (>90%) were prepared by rapid induction hot-pressing (custom built by University
of Michigan, Ann Arbor, MI, USA) without (93–97%) and with LBO (near 100%). For the
higher conducting Li1.25Cr0.25Ti1.5O4, three different amounts of LBO were tested (1, 1.5
and 3 wt. %) in an attempt to optimize conductivity. For the Li1.25Al0.25Ti1.5O4, a 3 wt. %
LBO-containing hot-pressed sample was prepared based on sintering studies to increase
density. The powders were densified at 850 ◦C at 40 MPa for 40 min under Ar using a
rapid induction hot-pressing technique. The spinel powders were hot-pressed in a graphite
die. During the hot-pressing, the die is contained in a stream of Ar, creating a reducing
atmosphere. After, densification in the presence of LBO, the pellets changed to a black
color. In the absence of LBO, no color change was observed. Attempts to oxidize reduced
LBO-containing samples at 850 ◦C in air, in the presence of mother power to reduce Li loss
by heating under air, were unsuccessful. The bulk density of the sample was determined
from the weight and physical dimensions. The relative density values were estimated
by dividing the measured density by the theoretical crystal density based on the spinel
structure and the measured lattice constants. The presence of 1–3 wt.% lower density LBO
(2.16 g cm−3 versus 3.48 and 3.61 g cm−3 for LATO and LCTO, respectively) was used to
calculate a theoretical density based on the rule of mixtures and the relative density of each
sample was then calculated. This can vary from actual by 1–2% based on whether LBO is
incorporated into spinel or present as a distinct separate phase.

4.3. X-ray Diffraction

X-ray diffraction (Cu Kα radiation, Rigaku Miniflex 600, D/teX Ultra silicon strip
detector, Rigaku Americas Inc., The Woodlands, TX, USA) was used to characterize the
phase purity of the powders and the material after hot-pressing. To determine phase
purity and for Rietveld structural analysis [60], data were collected from 10–90◦ 2θ at 0.02◦

increments at 4◦ per minute. Lattice constants were calculated from Rietveld Refinement
of an X-ray diffraction pattern collected for the sample mixed with a NIST traceable Si
internal peak position standard. Data were collected from 10–90◦ 2θ at 0.02◦ increments
at 4◦ per minute. Rietveld refinements of XRD data were carried out in the Fd3m space
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group with Li in 8a sites and Li, Cr or Al and Ti or Mn randomly distributed in 16d sites,
occupancies fixed to the starting composition.

4.4. Elemental Analysis

Elemental analysis of the powders was performed at Galbraith Laboratories (Gal-
braith Laboratories, Inc., Knoxville, TN, USA) using Inductively Coupled Plasma-Optical
Emission Spectroscopy (ICP-OES). Manually fractured, hot-pressed pellet cross-sections
containing Li3BO3 were analyzed for boron concentrations via WDS using a JEOL JXA-8900
Electron Probe Microanalyzer (EPMA, Jeol USA, Inc., Peabody, MA, USA) in the Advanced
Imaging and Microscopy Laboratory (AIMLab) at the University of Maryland. Analyses
were conducted with a beam current of 50 nA and accelerating voltage of 15 kV. The beam
diameter was 5 microns. Boron K-alpha x-rays were observed using an LDEB (Mo/B4C
layered synthetic microstructure) analytical crystal. Raw counts were corrected using a
ZAF (Z, atomic number, A, absorption, F, fluorescence) algorithm.

4.5. Microstructure

Hot-pressed pellets were manually fractured for cross-sectional microstructural analy-
sis. Cross-sectional analysis was conducted using Thermo Fisher Helios (Thermo Fisher
Scientific, Waltham, MA, USA) and an FEI Quanta 200F scanning electron microscopes
under a 5kV accelerating voltage (FEI Company, Hillsboro, OR, USA).

4.6. Conductivity

The temperature-dependent ionic conductivity was determined from AC impedance
measurements with a Bio-logic VMP300 (Bio-logic USA, Knoxville, TN, USA) (applied
frequency range 0.1 Hz to 7 MHz) and/or a Solartron Modulab (Ametek Scientific Instru-
ments, Oak Ridge, TN, USA) (0.1 Hz–300 kHz) with an amplitude of 10–100 mV. Ni was
sputtered on the top and bottom of the hot-pressed discs to serve as Li—blocking electrode.
The equivalent circuit was modelled and each data set was normalized to the geometric
dimensions of the disc to determine the Li-ion conductivity. The Li-ion conduction acti-
vation energies were determined from the Arrhenius plot of the relationship of the ionic
conductivities to temperature in the range of ~298K to 373K.

The electronic conductivity at room temperature was measured using DC polarization
measurements at a voltage of 2 V (Solartron Modulab, Ametek Scientific Instruments, Oak
Ridge, TN, USA). The steady-state current and applied voltage were used to determine
the resistance, which was converted to the electronic conductivity using the specimen
dimensions. Electronic conductivity was also estimated from the AC impedance data.

4.7. Electrochemical Measurements

Solid solution electrodes of composition Li1.25Cr0.25Mn1.5O4:LiNi0.5Mn1.5O4 of 3:7 mole
ratio (Li1.075Cr0.075Ni0.35Mn1.5O4) were mixed with carbon and PVDF in an NMP slurry
to produce an 80:15:5 composite coating of the active: carbon black: PVDF on an Al foil
current collector. The active loading was ~6 mg/cm3. The C rate was based on a capacity
of 147 mAh g−1 for LiNi0.5Mn1.5O4. Coin cells (Hohsen, Al clad, Pred Materials, New York,
NY, USA) were fabricated using an electrolyte 1 M LiPF6 dissolved in EC:EMC 1:1 (weight
ratio, Sigma-Aldrich, Saint Louis, MO, USA) and 2% tris (trimethylsilyl) phosphate (TCI
Americas, Portland, OR, USA) an electrolyte stabilizing additive for use at high voltage [61]
and Li foil (Johnson Matthey, Alpharetta, GA, USA) as anode. The electrochemical data
was collected on a Maccor 4000 Battery cycler (Maccor Inc., Tulsa, OK, USA) The charge
and discharge rates were equal for each charge/discharge cycle and charge and discharge
rates were varied each five cycles (cycles 1–30) in order from 0.2C, 0.33C, 1C, 2C, 5C to 10C
and then fixed at 1C for cycles 31–60.
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5. Conclusions

Herein, we report the synthesis and the fast Li-ion conductivity of the spinel structured
Li1.25(Al or Cr)0.25(Ti or Mn)1.5O4 and a solid solution with the LiNi0.5Mn1.5O4 high voltage
positive electrode as examples of a large class of fast Li-ion conducting potential electrolytes
and cathodes based on the spinel structure. Bulk and total ionic conductivities for 1% LBO
LCTO of 6.8 × 10-4 and 4.2 × 10−4 S cm−1, respectively, is comparable to that of the first
reported bulk and total conductivities of garnet structured Al substituted Li7La3Zr2O12 [1],
4.9 × 10−4 and 5.1 × 10−4 S cm−1, respectively. Li is located on both octahedral and tetra-
hedral sites to form a fast 3D Li+ ion conduction pathway in Li1.25(Al,Cr)0.25(Ti,Mn)1.5O4,
potentially enabling the all-solid all-spinel-structured battery concept with Li4Ti5O12 spinel
structured anode and LiMn2O4 or LiNi0.5Mn1.5O4 spinel structured cathode. Significant
electronic conductivity of Cr-containing samples points towards application as a catholyte
or anolyte in a solid solution with known spinel structured electrode materials. Sintering
with LBO leads to a highly dense mixed ionic, electronic conductor which may have ap-
plication as a catholyte or a coating layer to form an artificial solid electrolyte interface to
reduce reactivity with electrolytes. Electrochemical activity in liquid electrolyte-containing
cells has been demonstrated for solid solutions of Li1.25Cr0.25Mn1.5O4 and LiNi0.5Mn1.5O4
with discharge capacity of near or greater than the theoretical capacity of LiNi0.5Mn1.5O4
demonstrating the concept of a spinel catholyte and a spinel cathode reacted to form a
single-phase solid solution of spinel structure. This is a small step towards demonstrating
their potential applications as catholyte or anolyte in a fully solid-state electrode.
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Abstract: In recent times, ab initio density functional theory has emerged as a powerful tool for
making the connection between models and materials. Insulating transition metal oxides with a small
spin forms a fascinating class of strongly correlated systems that exhibit spin-gap states, spin–charge
separation, quantum criticality, superconductivity, etc. The coupling between spin, charge, and
orbital degrees of freedom makes the chemical insights equally important to the strong correlation
effects. In this review, we establish the usefulness of ab initio tools within the framework of the
N-th order muffin orbital (NMTO)-downfolding technique in the identification of a spin model
of insulating oxides with small spins. The applicability of the method has been demonstrated by
drawing on examples from a large number of cases from the cuprate, vanadate, and nickelate families.
The method was found to be efficient in terms of the characterization of underlying spin models that
account for the measured magnetic data and provide predictions for future experiments.

Keywords: magnetism; density functional theory; spin Hamiltonian; quantum Monte Carlo

1. Introduction

Compounds that have a dimensionality of less than three dimensions have long
caught the attention of researchers due to their unconventional properties. Reductions in
dimensionality can be structural, as in the case of two-dimensional compounds, such as
graphene [1] and metal dichalcogenides [2], or as in nanoclusters [3] and nanowires [4].
Reductions in dimensionality can be also electronic, which may occur in otherwise struc-
turally three-dimensional compounds due to interplay between their geometry and the
directional nature of the chemical bonding. Magnetic systems of low dimensionality arise
when the anisotropic electronic interaction translates into anisotropic magnetic interaction,
thereby reducing the effective dimensionality of the magnetic system.

The history of low-dimensional magnetism begins with the Ising model [5], which
considers an infinite chain of spins with nearest-neighbor interactions between preferred
components of the spin S.

HIsing = J ∑
n

Sz
nSz

n+1

The other limit of the Ising model is the isotropic Heisenberg model [6],

HHeisen = J ∑
n
(Sx

nSx
n+1 + Sy

nSy
n+1 + Sz

nSz
n+1).

The ground states of one-dimensional (1-d) uniform chains of S = 1/2 spins are
strikingly different in these two models. While the Ising model leads to an ordered
ground state, the ground state is disordered even at T = 0 K in the Heisenberg model. The
Onsager’s famous solution [7] of the Ising model extended to a two-dimensional (2-d)
square lattice showed the existence of a long-range order at a finite temperature with a
magnetic transition temperature comparable to the value of the exchange interaction J. On
the other hand, the two-dimensional Heisenberg system remains disordered at T 6= 0, but is
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ordered at T = 0 K. The low-dimensional magnetism in the isotropic Heisenberg model is
given by the Mermin–Wagner theorem [8], which states that a 1-d or 2-d array of spins that
is described by an underlying isotropic Heisenberg Hamiltonian cannot show a transition
to a magnetically ordered state above absolute zero temperature, with the long-range order
being destroyed by any finite thermal fluctuation.

A model that is distinct from those of Ising and Heisenberg arises when the magnetic
moments lie perpendicularly to the chosen axis, giving rise to what is known as the XY
model [9],

HXY = J ∑
n
(Sx

nSx
n+1 + Sy

nSy
n+1).

This model shows a unique form of a long-range topological order formed by the
bound pairs of vortices below a certain temperature, which is known as the Berezinskii–
Kosterlitz–Thouless (BKT) transition temperature [10].

An important distinction between half-integer and integer spin was put forward by
Haldane [11]. S = 1 Heisenberg antiferromagnetic (AF) chains, also known as Haldane
chains, are conjectured to have spin singlet ground states with an energy gap between the
singlet and triplet excited states, which is in marked contrast with the S = 1/2 Heisenberg
antiferromagnetic chains, which show a gapless continuum of spinon with the algebraic
decay of spin–spin correlation.

Thus, the magnetic behavior crucially depends on the symmetry (discrete for the
Ising model, continuous abelian for the XY model, and continuous non-abelian for the
Heisenberg model) of the spin Hamiltonian and dimensionality. It came as a further
surprise that the crossover between one and two dimensions of S = 1/2 magnets was not
found to be at all smooth. In a sense, spin ladders [12] that are formed by spin chains that
are put next to each other show unconventional behavior. While ladders with odd numbers
of legs display properties similar to those of spin chains and have a power-law decay of
their spin–spin correlations, ladders with even numbers of legs have a spin-liquid ground
state with an exponential decay of their spin–spin correlations.

Interestingly, the above-described exotic phenomena happen in magnets with small
spins—either S = 1/2 or S = 1—and not in large classical moment systems, as they are
governed by the quantum nature of the spins. The importance of quantum fluctuation
can be appreciated by considering a two-site problem connected by an antiferromagnetic
Heisenberg interaction. The bond energy is minimized if the two spins form a singlet in
which |Si + Sj| = 0. The classical antiparallel alignment gains energy only from the z–z part
of the Heisenberg interaction, while the fluctuation of the z-component also allows for
energy to be gained from the spin–flip part, with the quantum correction to classical z–z
energy given by (−JS/(−JS2) = 1/S [13]. The quantum fluctuation is therefore expected
to be strongest for small spins, particularly for S = 1/2 or S = 1.

The realization of abstract low-dimensional quantum spin models for real systems
started in the period of the 1970s and 1980s, when real materials whose magnetic behavior
resembled that predicted in models were synthesized [14]. The presence of strong quantum
fluctuations in the low-dimensional magnetic subsystems of high-TC superconductors [15]
triggered renewed interest in both theoretical and experimental studies of low-dimensional
quantum spin systems. The original motivation was guided by the possible connection
between the spin gap and superconductivity, an issue that is yet to be settled. However,
with the extensive investigation of spin ladders, it became clear that even purely insulating
low-dimensional quantum magnets can exhibit very rich phenomena that deserve attention
in their own right. With the aid of advanced computational methods, theorists were able
to solve a variety of more complex low-dimensional quantum spin lattices—examples
include the Shastry–Shutherland model [16], the Kagomé lattice model [17], the Kitaev [18]
honeycomb model, etc., and many of them have yet to be found in the real world.

An understanding of this complex world requires close collaboration between chemists
and experimental and theoretical physicists. Recently, the huge importance of quantum-
mechanical calculations based on ab initio electronic structure calculations has been real-
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ized; it can become crucial for the identification of the underlying spin model corresponding
to a studied material. The measured magnetic susceptibility is often fitted with assumed
magnetic models. This procedure may give rise to non-unique answers due to the rather
insensitive nature of the magnetic susceptibility with respect to the details of magnetic
models, which is complicated by the effect of inter-chain/inter-layer coupling, crystal fields,
spin anisotropy, dilution, and other effects that are present in real compounds. Microscopic
understanding is thus required for the sake of uniqueness.

One prominent candidate for the realization of low-dimensional quantum spin models
is inorganic transition-metal compounds. Although the exchange integrals for these sys-
tems are typically several hundred degrees Kelvin, their specific geometry can reduce them
substantially in the spirit of the Goodenough–Kanamori–Anderson rules [19,20], making
the low-temperature properties easily accessible. They are better choices than organic
systems, for which, in most cases, it is impossible to grow large single crystals, and the
exchange paths involving organic ligands can be very complex.

Within the limited scope of the present review, we discuss the theoretical attempts
within the framework of ab initio density functional theory coupled with the solution of a
model Hamiltonian derived based on ab initio inputs, which is applied to understanding
and predictions of low-dimensional quantum spin compounds. Specifically, we will discuss
the applicability of an ab initio tool of a muffin-tin orbital (MTO)-based method—namely,
N-th-order muffin orbital (NMTO)-downfolding—for this purpose. The review will draw
examples from cuprates, vanadates, and nickelates, which are listed in Table 1.

It is worth mentioning at this point that other attempts at ab initio modeling of
low-dimensional quantum spin systems also exist, which use a variety of methods, such
as the extended Huckel tight-binding method (EHTB) [21], tight-binding fitting of the
density function theory (DFT) band structure in terms of Slater–Koster parametrization,
and total energy calculations. For representative references, see [22–26]. In addition to
quantum Monte Carlo (QMC) and exact diagonalization, methods like the density matrix
renormalization group (DMRG) [27], bond-operator theory, variational Ansätze, etc. have
also been used for solving the spin Hamiltonian.

Table 1. Examples of the quantum spin systems studied in this review.

Compound Name Magnetic Ion Occupancy Spin

SrCu2O3 Cu2+ d9 S = 1/2
CaCuGe2O6 Cu2+ d9 S = 1/2
Cu2Te2O5X2
(X=Cl/Br) Cu2+ d9 S = 1/2

Na3Cu2Te(Sb)O6 Cu2+ d9 S = 1/2
CuTe2O5 Cu2+ d9 S = 1/2

Cs2CuAl4O8 Cu2+ d9 S = 1/2

γ-LiV2O5 V4+ d1 S = 1/2
α-NaV2O5 V4+ d1 S = 1/2

CsV2O5 V4+ d1 S = 1/2
VOSeO3 V4+ d1 S = 1/2
Na2V3O7 V4+ d1 S = 1/2

Zn2VO(PO4)2 V4+ d1 S = 1/2
Ti-Zn2VO(PO4)2 Ti4+/V4+ d0/d1 S = 1/2

NiAs2O6 Ni2+ d8 S = 1
NiRh2O4 Ni2+ d8 S = 1

Sr3NiPt(Ir)O6 Ni2+ d8 S = 1
SrNi2V2O8 Ni2+ d8 S = 1
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2. Theoretical Framework

The presence of transition metal ions in quantum spin systems makes the electron–
electron correlations in their unfilled d-shell a dominant effect. Together with the strong
correlation effect, the true nature of a magnetic exchange network is often found to not be
what is expected from the crystal structure. The theoretical framework must thus include
the structural and chemical details. Microscopic investigations demand the involvement of
both ab initio methods and many-body effects.

Starting from a Hubbard model [28] description, which describes the competition be-
tween the kinetic energy—governed by the hopping interaction, tij—and electron–electron
correlation—governed by the Hubbard onsite interaction, U—and integrating out the
double occupancy in the strong correlation limit (U/t� 1), the t-J model [29] is obtained
(where J is the magnetic exchange). For half-filling, the t-J model gives rise to the relevant
spin Hamiltonian for studying the quantum spin system. To add chemical reality to such
physicists’ models, density function theory (DFT) [30] calculations are carried out with the
choice of an exchange-correlation functional of the local density approximation (LDA) [31]
or generalized gradient approximation (GGA) [32]. In order to represent only the degrees of
freedom associated with magnetic ions, in terms of construction of an effective low-energy
Hamiltonian, a highly successful approach has been the downfolding technique within
the framework of the n-th-order muffin-tin orbital (NMTO) method [33], which relies on
the self-consistent DFT potential borrowed from linear muffin-tin orbital (LMTO) [34]
calculations.

Within the NMTO method [33], the basis sets may be chosen to span selected energy
bands with as few basis orbitals as there are bands by using the downfolding method
of integrating degrees of freedom that are not of interest. The method can be used for
direct generation of Wannier and Wannier-like functions. This leads to a deterministic
scheme for deriving a low-energy model Hamiltonian starting from a complicated DFT
band structure. As it is free from fitting parameters, this scheme takes into account the
proper renormalization effect from degrees of freedom that are integrated out, and thus
retains the information of wave-functions and captures the correct material dependence.

Figure 1 shows the application of NMTO-downfolding to construct the low-energy
Hamiltonian for V2O3 [35] and high-Tc cuprate, HgBa2CuO4 [36]. In the case of the former,
the bands around the Fermi level (set as zero energy in the figures) are spanned by V t2g

states, while for the latter, they are spanned by the antibonding Cu x2 − y2 state. The blue
bands in the top panels are the downfolded bands, which show an almost perfect agreement
with the DFT band structure in red within ±1 eV around the Fermi level. The Wannier or
Wannier-like functions describing the downfolded bands are shown in the bottom panels,
which highlight the pdπ and pdσ antibonding nature of the renormalized V t2g and Cu
x2 − y2 functions, respectively, with the head part of the functions shaped as V t2g and Cu
x2 − y2 and the tail parts shaped as integrated-out degrees of freedom—predominantly
O p.

The real space representation of this few-band Hamiltonian facilitates the identification
of dominant effective hopping interactions that connect the magnetic centers, which bear
information on important exchange pathways. Following this, the magnetic exchanges for
the identified exchange paths can be obtained either through use of the super-exchange
formula [37] or through calculation of the total energy of the different spin configurations
within the LDA + U calculations [38] and mapping them onto Heisenberg model.

To calculate the thermodynamic properties of the DFT-derived spin Hamiltonian H,
in the present review, the stochastic series expansion (SSE) implementation of the quantum
Monte Carlo (QMC) [39–41] method was primarily used, though in some cases, exact
diagonalization was also used.
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Figure 1. (Top ) Band structure. of the n-th-order muffin-tin orbital (NMTO)-downfolded V t2g bands
of V2O3 (left) and Cu x2-y2 bands of Hg cuprate (right) in blue lines in comparison to the full density
functional theory (DFT) band structure in red lines. E0, E1, etc. denote the energy points used in
the energy-selective NMTO-downfolding procedure. (Bottom) The NMTO-downfolding-generated
Wannier-like functions of V xy in V2O3 (left) and Cu x2 − y2 in Hg cuprate (right). The central parts
of the Wannier functions are shaped according to the active degrees of freedom—namely, V xy or
Cu x2 − y2—while the tails of the Wannier functions are shaped according to integrated-out orbitals
with significant mixing with active degrees of freedom. The oppositely signed lobes of the Wannier
functions are colored in red and blue. This figure is adapted from [35,36].

In the following, a brief description of SSE-QMC is given. For details, see [39]. The ther-
mal expectation value of a quantity A is given by

〈A〉 = 1
Z

Tr{Ae−βH}, Z = Tr{e−βH}.

Within the stochastic series expansion implementation of the quantum Monte Carlo
method, one chooses a basis and performs a Taylor expansion of the exponential operator:

Z = ∑
α

∞

∑
n=0

βn

n!
〈α|(−H)n|α〉,

where H = J ∑i,j Si.Sj. One chooses a standard z-component basis, |α〉 = |Sz
1, Sz

2, . . . , Sz
N〉,

and performs the summation with Monte Carlo technique. We note that, for the quantum
case, H consists of non-commuting operators.

For a practical implementation, the DFT-derived magnetic exchanges are used as a
starting guess, following which the optimal values of the dominant magnetic exchange, J,
and the effective g factor are obtained by fitting the QMC results for the susceptibility:

χth = 〈(Sz − 〈Sz〉)2〉,
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where µB and kB denote the Bohr magneton and the Boltzmann constant, respectively, and
the experimental susceptibility (in [emu/mol]) at intermediate to high temperatures is
given via χ = 0.375 (g2/J)χth. To simulate the low-temperature region of the susceptibility
data, the respective Curie contribution from impurities, such as χCW = Cimp/T, is included.

With the stochastic series expansion implementation of the quantum Monte Carlo
method, it is possible to simulate quantum spin models in an external field, examples of
which will be given in the following.

3. Selected Inorganic Quantum Spin Systems
3.1. Cuprates

The cuprate family, with Cu in its 2+ valence state of the d9 electronic configuration,
which amounts to one hole in the highest occupied d state, is perhaps the most studied S =
1/2 quantum spin system family. The discovery of high Tc superconductivity in layered
cuprate compounds has raised interest in the role of low dimensionality and the quantum
nature of the Cu spins. The synthesis of various cuprates with different possible realizations
of coordinations of magnetic sublattices has made this family one of the most popular
families in terms of the study of low-dimensional quantum spin systems.

SrCu2O3—With the parent compounds of cuprate superconductors considered as the
example of 2-d lattices of spin 1/2 antiferromagnets, efforts were put forward to understand
the crossover from chains to square lattices. However, as mentioned above, the transition
from 1-d to 2-d quantum spin systems was found to be highly non-monotonic. Even leg-
spin ladders were predicted to possess a spin-liquid ground state, while ladders with odd
numbers of legs were predicted to possess properties similar to those of single chains [12].

In this ladder family, the compound Sr14−xCaxCu24O41 was experimentally synthe-
sized [42,43] and compared to theoretical predictions of the spin gap and superconductivity.
The transport properties were found to be dominated by holes in the ladder planes. The nor-
mal state of x = 11 was found [44] to show a strong anisotropy between the DC resistivity
along and across the ladder direction with ρ⊥/ρ|| ∼ 30 at T = 100 K. The microscopic insight
into this observation was obtained in terms of DFT calculations performed for SrCu2O3 [45],
a compound that possesses the same kind of Cu2O3 ladder planes as Sr14−xCaxCu24O41,
as shown in the left panel of Figure 2.

Figure 2. (Left) The structure of the ladder compound containing CuO2 planes, with Cu and O
atoms marked as black and gray balls, which host Cu x2 − y2 and O px/py orbitals. (Right) Various
effective Cu–Cu intra-ladder hoppings along the rungs and legs, as well as inter-ladder hoppings.
Adapted from [45].

In the first ever application of NMTO-downfolding [33], starting from a full DFT
calculation, the low-energy Hamiltonian of SrCu2O3 was constructed in terms of renor-
malized Cu x2 − y2 orbitals, which were obtained by integrating out all other degrees of
freedom except Cu x2 − y2. The effective Cu–Cu hopping interactions between Cu sites
along the rungs and legs and between ladders were found to be long ranged, as shown
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in the right panel of Figure 2. This analysis showed effective inter-ladder hoppings to
be much smaller than intra-ladder hoppings [45]. Furthermore, intra-ladder hoppings
between nearest-neighbor Cu pairs were found to be anisotropic with t|| 6= t⊥ [45]. This
was explained [45] as a consequence of anisotropic tpd in the chemical Hamiltonian model
involving both Cu x2 − y2 and O p degrees of freedom due to effective hopping through
paths involving Cu 4 s states. Estimates of the conductivity in the model where holes were
unbound and confined in the ladder [46] were found to give good agreement with the
experiments at temperatures of T >100 K [44].

CaCuGe2O6—Although the crystal structure of CaCuGe2O6 [47] consists of zig-zagged
1-d chains running along the c-axis and alternating between two neighboring bc planes, as
shown in the top panel of Figure 3, an experimental study involving magnetization and
susceptibility measurements was found to be in disagreement with the magnetic properties
of the S = 1/2 Heisenberg chain. Instead, the compound was found to show a spin-singlet
ground state with an energy gap of 6 meV [48]. However, unlike the well-known related
compound CuGeO3 [49], the spin gap is intrinsic, as no spin-Peierls phase transitions were
reported between 4.2 and 300 K. This strongly suggests spin dimer characteristics [50].
A question that the experimental measurements could not answer was that of which Cu
pairs constitute antiferromagnetic dimers. NMTO-based downfolding of the ab initio
band structure together with solution of the effective spin Hamiltonian for computing
the thermodynamic properties was carried out to answer the above question [51]. The
DFT-derived low-energy Hamiltonian in an effective Cu x2 − y2 basis showed [51] that
longer-ranged magnetic interactions dominated over the short-ranged interactions, and
the third-neighbor Cu–Cu pair was the strongest, followed by the nearest-neighbor (NN)
Cu–Cu interaction. This led to a description of systems of interacting dimers, given by:
He f f = J3 ∑(i,j) SiSj + J1 ∑(i,j) SiSj, where J3 and J1 are intra- and inter-dimer interactions,
respectively. This spin Hamiltonian was solved using SSE-QMC for field-dependent
magnetization and magnetic susceptibility, as shown in the bottom panels of Figure 3.
The optimal values of J1/J3 = −0.2 and J3 = 67 K = 5.8 meV were found to provide a good
description of both magnetization and susceptibility [48]. The underlying spin model is
interesting in its own right, in the sense that in the limit J3 = 0, it consists of decoupled
gapless J1 chains (for both positive and negative J1), while it shows a gap in the limit J1 = 0.
Thus, there should be two quantum-critical points, which were found to be J1 ∼ 0.55 J3
and J1 ∼ −0.9 J3, although the parameters for CaCuGe2O6 were far from both the critical
points. Microscopic analysis thus established that CaCuGe2O6 can be described as a system
of dimers formed by the third NN, s = 1/2 Cu2+, with ferromagnetic one-NN inter-dimer
coupling. The edge-shared CuO6 octahedra at NN positions with Cu-O-Cu angles of 92◦

and 98 ◦ justify the ferromagnetic nature of J1. In contrast to CuGeO3, which is a frustrated
J1–J2 system showing a spin-Peierls phase transition, in the present case, the primary role is
played by 3rd NN, with possible frustration arising from the second NN being secondary.

Cu2Te2O5X2 (X = Cl/Br)—The Cu2Te2O5X2 compounds were introduced [52] as spin-
cluster compounds, where, structurally, the magnetic ions form well-defined clusters (see
the left panel of Figure 4), and the crystal is made by periodic repetition of the clusters.
At first sight, it appears that the magnetic behavior of the compounds should be dominated
by spin clusters with little interaction between them. It thus came as a surprise that these
compounds were reported to exhibit long-range magnetic orders with TN (Br) = 11.4 K
and TN (Cl) = 18.2 K [53]. Modeling of the DFT band structure [54] in terms of effective Cu
x2 − y2 orbitals obtained via application of the NMTO-downfolding procedure showed
that the effective hoppings were rather long ranged and involved dominant hopping
interactions within the Cu4 cluster as well as between the Cu4 clusters (see the right panel
of Figure 4). The authors of [54] highlighted the important role of the halogen X4 ring
formed by (X-p)-(X-p) covalent bonding and coupled to respective Cu4 tetrahedrons to
mediate the long-ranged inter-cluster interactions, thus establishing the long-range order.
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Figure 3. (Top panels): Cu-only lattice of CaCuGe2O6 showing zig-zagged chains in the bc planes
(left) and long-ranged dimers formed in the ab plane (right). Atoms belonging to the same and
different planes are marked in black and gray colors. (Bottom panels): Calculated magnetic suscep-
tibility (left) and magnetization (right) of the interacting J3–J1 dimer model in comparison to the
experiment [48] for different choices of J1/J3. Adapted from [51].

Figure 4. (Left) Crystal structure of Cu2Te2O5X2 (X=Cl/Br) with a Cu tetrahedron formed by four Cu
atoms in a square environment of oxygen and halogen atoms, which is shown in the inset. Oxygen
atoms sitting in the intra-tetrahedral and inter-tetrahedral positions are marked as yellow balls,
and halogen atoms, as part of the square environment surrounding Cu2+, are marked as blue balls.
(Right) Various intra-tetrahedral and inter-tetrahedral Cu–Cu interactions, with filled circles denoting
the directions of halogen sites in the square plane surrounding the Cu sites. Adapted from [54].

Na3Cu2Te(Sb)O6—The low-dimensional magnetic behavior of ordered rocksalt ox-
ides [55,56] Na3Cu2TeO6 and Na2Cu2SbO6, which contain layers of edge-sharing Cu–O
and Sb/Te–O octahedra (see the left panel of Figure 5) separated by Na+ ions, has raised
some debate. The three most significant in-plane Cu–Cu interactions are the NN interac-
tions, J3, edge-shared Cu–Cu interactions, J2, and Cu–Cu interactions through intervening
Sb/Te octahedra, J1 (see the middle panel of Figure 5). The long-ranged interactions J4
and J5 are expected to be negligible. Interestingly, depending on the signs and relative
magnitudes of J1, J2, and J3, the magnetic dimensionality of the compounds can be 0 (J1

76



Molecules 2021, 26, 1522

� J2 ∼ J3), 1 (J1 = J2 � J3 or J1 > J2 � J3), or 2 (J2 ∼ J3 ∼ J1). The measured magnetic
susceptibility data (see the right panel of Figure 5) suggested an alternating chain model.

Figure 5. (Left) Crystal structure of Na3Cu2SbO6, showing edge-shared Cu octahedra separated
by SbO6 octahedra. Na3Cu2TeO6 has a similar structure. (Middle) Various Cu–Cu interactions,
with the thick line denoting nearest neighbor (NN) Cu–Cu interactions (J2), the thin arrowed line
marking interactions through Sb(Te)O6 octahedra (J1), and the dashed line denoting inter-chain inter-
actions (J3. (Right) Measured magnetic susceptibility data (circles) fitted with the antiferromagnetic–
antiferromagnetic (AF-AF) model (solid line). Adapted from [57].

Fitting the susceptibility data with antiferromagnetic–antiferromagnetic (AF-AF) and
antiferromagnetic–ferromagnetic (AF-F) models has been tried, and it has been concluded
that, based on the fitting criterion, it is very difficult to distinguish between the AF-AF and
AF-F models [56]. NMTO-downfolding calculations, as well as total energy calculations,
established [57] that J1 mediated by the Cu-O-Sb/Te-O-Cu pathway is overwhelmingly the
strongest exchange pathway for both materials, and while J3 is small, the NMTO calcula-
tions predicted [57] both J1 and J2 to be antiferromagnetic (AF) with J2 (Sb) / J1(Sb) > J2(Te)
/ J1(Te). Comparison of calculated and observed Curie–Weiss temperatures considering
the AF-AF and AF-F models showed [57] that the AF-AF model gives significantly better
agreement (−75 K/ −56 K calculated value vs. −87 K/−55 K observed value for Sb/Te
compounds) compared to the AF-F model (−14 K/−11 K calculated value vs. −87 K/−55
K observed value for Sb/Te compounds). It was thus concluded that the AF-AF alternating
chain is the appropriate model for both compounds [57].

CuTe2O5—In an attempt to analyze the effect of lone-pair cations, such as Te4+, on
the magnetic behavior of Cu2+ systems, the CuTe2O5 compound was synthesized and
investigated [58]. The crystal structure of the compound [59] consists of edge-shared Cu
octahedra forming Cu–Cu dimers, whose corners are shared with TeO4 to form a three-
dimensional lattice of CuTe2O5. The measured magnetic susceptibility of CuTe2O5 shows a
maximum at Tmax = 56.5 K and an exponential drop below T ∼ 10 K, signaling the opening
of a spin gap [58]. Electron spin resonance (ESR) data [58] suggested that structural dimers
did not coincide with the magnetic dimers. Fitting to magnetic susceptibility data gave
rise to a number of possibilities, including a dimer model, an alternating chain model,
and an interacting dimer model, while the extended Hückel analysis suggested [58] an
alternating chain model. The constructed Wannier-like function of the effective Cu x2 − y2

via NMTO-downfolding (see the top left panel of Figure 6) showed [60] that, in addition to
the formation of a strong pdσ antibond between Cu- x2− y2 and O-px/py, the O-px/py tails
of the Wannier function bend towards the Te atom, which is responsible for enhancing the
Cu–Cu interactions between different structural dimers. The strongest Cu–Cu interaction,
J4, was found to be given by Cu pairs belonging to different structural dimers that were
connected by two O-Te-O bridges. Two additional in-plane interactions, J6 and J1, one of
which is the intra-structural dimer interaction (J1), were found to be appreciable, giving
rise to a 2-d coupled dimer model, as shown in the top right panel of Figure 6. An SSE-
QMC calculation [41] of the susceptibility data for the proposed 2-d model was found to
be in good agreement with the experimental data (see the bottom left panel of Figure 6).
Predictions were made for the temperature dependence of magnetization at different values
of an external magnetic field (cf. the bottom right panel of Figure 6), which would help
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to differentiate between the alternating chain model and the 2-d coupled dimer model.
Further experimental investigation is needed to settle this issue.

Figure 6. (Top, left) Effective Cu x2 − y2 Wannier function of CuTe2O5, as obtained in an NMTO-
downfolding calculation, with lobes of opposite signs colored as black and white. Noticeable is
the bending of the tail of the Wannier function at the O site to the Te atoms, thus reflecting strong
Te-O hybridization. (Top, right) The interacting dimer model of CuTe2O5 defined on a 32-site lattice,
with dimer interactions marked as thick, solid lines and two inter-dimer interactions as thick, solid,
and dashed lines. (Bottom, left) Computed magnetic susceptibility in comparison to experimental
data [58]. (Bottom, right) Computed temperature-dependent magnetization in external magnetic
fields of 12.7 T (dash-dotted), 31.7 T (dashed), and 63.4 T (dotted). The inset shows the plot of
magnetization as a function of the magnetic field at 10 K. Adapted from [60].

Cs2CuAl4O8—The introduction of alternation of nearest-neighbor magnetic interac-
tions into a uniform-chain S = 1/2 AFM Heisenberg model causes its gap-less spectrum to
be gapped [61]. The excitation spectrum of a uniform spin chain with both nearest-neighbor
and next-nearest-neighbor interactions also becomes gapped if the next-nearest-neighbor
(NNN) interactions exceed a certain fraction of the nearest neighbor interactions [62]. It
is curious to ask what happens in the presence of both alternation and NNN interactions.
For this, one must identify a compound that shows (i) heavily suppressed inter-chain
interaction, excluding the formation of a 3-d order and (ii) significant NNN interactions
together with alternation. Cs2CuAl4O8, a recently synthesized Cu2+-based compound
with a novel zeolite-like structure [63], appears to be a perfect candidate for this. From the
fit of the susceptibility data [63], it appears that this compound belongs of the category
of non-uniform spin-chain compounds, and it is hard to infer anything further. NMTO-
downfolding-based first-principle calculations, as well as total energy calculations, were
carried out to provide a microscopic understanding [64]. This gave rise to two different NN
interactions between crystallographically inequivalent Cu sites, Cu1 and Cu2, Cu1–Cu2,
and Cu2–Cu2, as well as two NNN interactions between Cu1 and Cu2 and Cu2 and Cu2,
as shown in left panel of Figure 7. This gave rise to a magnetic J-J-J

′
/Jnnn-J

′
nnn model,
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giving rise to the first-ever example of a 1-d spin chain with both alternation and competing
NNN interactions. Interestingly, the edge-shared NN interactions with near cancellation
of Wannier tails at neighboring Cu sites, as shown in the left panel of Figure 7, turned
out to be much smaller than NNN interactions for which the Wannier tails at neighboring
Cu sites pointed towards each other. The sign of the alternation parameter turned out
to be negative, giving rise to the presence of both ferromagnetic and antiferromagnetic
nearest-neighbor exchanges, thereby suggesting a rather rich physical system. The solution
of the first-principle-derived spin model through the quantum Monte Carlo technique,
as shown in the middle panel of Figure 7, provided a reasonable description of the exper-
imentally measured magnetic susceptibility, which shows the presence of a spin gap of
∼3–4 K. The curious nature of the derived spin model prompted further investigation of
the model parameter space through exact diagonalization, which showed the possibility of
a quantum phase transition from a gap-full to a gap-less situation by tuning the value of
Jnnn in the presence of competing J and J

′
, as shown in the right panel of Figure 7 [64].

Figure 7. (Left) The effective Cu–Cu interactions in the chain compound Cs2CuAl4O8 (top), and the overlap of effective
Cu Wannier functions placed at NN Cu sites (middle) and next-nearest-neighbor (NNN) Cu sites (bottom ). Positive and
negative lobes of wave-functions are colored in yellow/blue and magenta/cyan at site 1 and site 2. (Middle) The calculated
magnetic susceptibility of the derived spin model, which is shown as a solid line, in comparison with the experimental data,
which are shown as symbols, in the presence of a magnetic field of 5 T [63]. The inset shows the susceptibility at H = 0 T
in the absence of impurity contributions, which shows the presence of a spin gap. (Right) The spin gap in the parameter
space of J and J

′
for two choices of Jnnn = 78 K (left) and = 26 K (right). Adapted from [64].

3.2. Vanadates

As opposed to cuprates with the Cu ion primarily in the 2+ valence, which is Jahn–
Teller active, with an unfilled occupancy in the eg manifold, vanadate compounds pose
the other limit with an unfilled occupancy of the t2g manifold of V ions. Note that the
Jahn–Teller activity of t2g ions is expected to be much less than that of eg ions. Furthermore,
possible oxidation of V as 4+ and 5+ leads to interesting phenomena, such as charge
disproportion, charge ordering, and their influence on magnetic properties.

α
′
-NaV2O5 and γ-LiV2O5—Layered vanadates (AV2O5) [65] form an important family

of low-dimensional magnets. While CaV2O5 and MgV2O5, with their divalent A sites,
contain V in its 4+ state and behave as spin-1/2 ladders that exhibit spin gaps [66,67], mono-
valent A cation compounds, such as α

′
-NaV2O5 ,[68] γ-LiV2O5 [69], and CsV2O5 [70], have,

on average, V4.5+, with important charge and spin fluctuations. The monovalent A cation
gives rise to a quarter-filled V dxy band rather than half-filled. Both NaV2O5 and LiV2O5
crystallize in an orthorhombic space group [71,72], with a layered structure of square VO5
pyramids separated by Li+/Na+ ions between the layers. Within the layers, the VO5
pyramids form zig-zagged chains running along the y-axis, with two successive zig-zagged
chains linked by corner sharing via a bridging O, as shown in the top left panel of Figure 8.
The in-plane lattice structure of V ions with possible interactions can be schematically rep-
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resented as shown in the bottom left panel of Figure 8. Appropriate choices of parameters
can present a zig-zagged Heisenberg chain (J(1)� J(b)), a Heisenberg double chain (J(b)�
J(1)), or a ladder with one electron per V(1)-O-V(2) rung. The nature and degree of charge
disproportionation have a big role in deciding on these three possibilities.

For NaV2O5, it has been established that below a critical temperature, Tc = 34 K,
a charge disproportionation appears, 2 V4.5+ → V5+ + V4+, while above Tc, all vanadium
ions are equivalent (V4.5+) [73]. The magnetic field effect on Tc establishes a zig-zagged
ordering of charge-disporportionated V ions [68]. Interestingly, both below and above the
charge-ordering transition, the compound has been reported to be insulating [74]. While
the insulating nature of charge-ordered phase has been described properly in terms of
LDA+U calculations, the description of the insulating state of the charge-disordered phase
is challenging. The application of the NMTO-downfolding procedure for the construction
of a low-energy Hamiltonian in terms of effective V dxy Wannier functions resulted [75] in
strongest rung hopping (ta) for 0.38 eV, followed by leg hopping (tb) for 0.08 eV, and inter-
ladder hopping for t1 = 0.03 eV and t2 = 0.02 eV. Counter-intuitively, this procedure also
resulted in a large diagonal hopping (td) for 0.08 eV. This strong diagonal hopping had
important implications in the description of the underlying Hubbard model corresponding
to a two-leg ladder system, which had to include not only local, onsite Coulomb interaction
(U), but also inter-site Coulomb interaction (V), a combination of in-rung and diagonal
inter-rung V parameters [75]. The resulting density of states obtained with a cluster
dynamical mean field theory (DMFT) [76] solution of the extended Hubbard model (see the
top right panel of Figure 8) of the two-leg ladder system highlighted the crucial importance
of the inter-site charge fluctuation captured through the V parameter in describing the
insulating state of charge-disordered NaV2O5.

Figure 8. (Top, left) The edge-shared and corner-shared VO5 structure of α
′
-NaV2O5 and γ-LiV2O5

viewed along the direction of the ladder, with the corner-shared VO5 pyramids forming the rung
and edge-shared VO5 pyramids forming the inter-ladder neighbors. The V atoms showing possible
charge disproportionation in γ-LiV2O5 are shown as filled green and open white balls, and oxygen
atoms are marked as small balls. The Na/Li atoms are shown as yellow balls. (Top, right) The density
of states of α

′
-NaV2O5 with choices of two inter-site Coulomb interactions, V = 0.17 eV (solid) and V

= 0.5 eV, computed with the cluster dynamical mean field theory (DMFT) (right). The onsite Coulomb
interaction U was fixed at 2.8 eV. (Bottom, left) Various chain, inter-chain, and rung interactions
in the ladder geometry of α

′
-NaV2O5 and γ-LiV2O5. (Bottom, right) Electronic charge density of

low-energy V xy bands of γ-LiV2O5. The bigger and smaller lobe orbitals correspond to partially
charge-disporportionated V(1) and V(2) sites. Adapted from [75,77].
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Unlike α
′
-NaV2O5, γ-LiV2O5 does not show any signatures of phase transition, al-

though the crystal structure contains two inequivalent V ions [71], V(1) and V(2), along
two legs of the ladder. Modeling in terms of a low-energy Hamiltonian on the basis of
electronically active effective V(1)-dxy and V(2)-dxy orbitals (cf. the bottom right panel
of Figure 8) showed [77] the onsite energy of V(1) and V(2) to be ± ε0 with ε0 = 0.15 eV,
and showed the rung hopping, ta, connecting V(1) and V(2) to be 0.35 eV [77], which is
close to that estimated for NaV2O5.

Diagonalization of the simple two-site V(1)-V(2) model gave

ε0

ta
=

p(2)− p(1))
2
√

p(1)p(2)
,

which yielded p(1)/p(2) = 2.3 for ε0/ta = 0.15/0.35, where p(1)/p(2) are the occupancy of
V(1) and V(2). The non-negligible value of p(2) = 0.3 suggests a non-negligible contribution
of V(2) to the magnetic moment on the V(1)-O-V(2) rung, which has an important contribu-
tion to the microscopic model. For negligible values of p(2), the microscopic model would
be that of a zig-zagged chain with J ∼ (t(1)1 )2, since the estimated t(1)b (−0.06 eV) is much

smaller than t(1)1 (−0.18 eV). Consideration of a non-negligible contribution of V(2) changes
the scenario quite a bit, with an effective hopping matrix element in the asymmetric rung
state:

te f f
b = p(1)t(1)b + p(2)t(2)b − 2

√
p(1)p(2)td.

The large value of diagonal hopping (−0.1 eV), which was already pointed out for
α′-NaV2O5, makes the effective te f f

b large, highlighting the influence of charge ordering on
the nature of magnetic coupling [77].

CsV2O5–CsV2O5—Belonging to same group as α′-NaV2O5 and γ-LiV2O5, provides
an opportunity to study the influence of A-site cations on the electronic and magnetic
properties. The crystal structure of CsV2O5 is somewhat different from those of α-NaV2O5
and γ-LiV2O5. While α-NaV2O5 and γ-LiV2O5 form a double-chained structure of square
VO5 pyramids in an orthorhombic space group, the chains are linked together via common
corners to form layers, and the layers in the monoclinic structured CsV2O5 are formed by
edge-shared V(1)O5 pyramid pairs connected through V(2)O4 tetrahedra, as shown in the
top left panel of Figure 9 [78]. The V ions in the tetrahedral coordination are in the 5+ or d0

state, while those in pyramidal environment are in the 4+ or d1 state. CsV2O5 thus shares
the same monoclinic crystal structure as (VO)2P2O7 (VOPO) [79], and KCuCl3 and TlCuCl3
show alternating spin chain behaviors [80]. The measured susceptibility data have been
interpreted in terms of the underlying spin dimer model [70].

The right panel of Figure 9 shows the DFT densities of states (DOSs) [81] projected to V
3d states for CsV2O5 (top), γ-LiV2O5 (middle), and α-NaV2O5 (bottom). Noticeably, while
α
′
-NaV2O5 and γ-LiV2O5 show characteristic quasi-1-d van Hove singularities, the DOSs

for CsV2O5 show a more 2-d nature, hinting at appreciable inter-dimer interactions. NMTO-
downfolding was used to calculate effective V-V hopping, which revealed [81] that, in
addition to intra-dimer interactions, t1, there are several non-negligible inter-dimer inter-
actions, t2, t3, and t5 (see the bottom left panel of Figure 9) that are mediated by paths
through V5+O4 tetrahedra with t1 = 0.117 eV, t2 = 0.015 eV, t3 = 0.097 eV, and t5 = 0.050 eV.
The strongest hopping t1 is, however, significantly smaller than the strongest hopping for
α
′
-NaV2O5 (0.38 eV) and γ-LiV2O5 (0.35 eV), which is rationalized by the edge-shared path

for CsV2O5 as opposed to the corner-shared path for α
′
-NaV2O5 and γ-LiV2O5. The pro-

posed 2-d model showed equally good fit to the measured susceptibility compared to the
dimer model, stressing the insensitivity of magnetic susceptibility to the details of the spin
model. This indicates the need for further experimental studies, such as ESR, inelastic
neutron scattering, and Raman scattering, to settle on an underlying spin model.
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Figure 9. (Left, top) The in-plane crystal structure of CsV2O5, with V d1 atoms in a pyramidal
coordination marked as black balls and V d0 atoms in a tetrahedral coordination marked as gray balls.
Oxygen atoms are shown as small, red balls, and Cs atoms are not shown. (Left, bottom) Various
V–V hoppings between edge-shared d1 V pairs connected by d0 V in O4 tetrahedra (marked as
solid triangles). (Right) Comparison of densities of states of V 3d states for CsV2O5 (top), γ-LiV2O5

(middle), and α
′
-NaV2O5 (bottom). Adapted from [81].

VOSeO3—Spin-gap systems with moderate values of spin gaps are of general interest,
as a gap may be closed by a strong enough field, driving a quantum phase transition [82].
Spin dimer systems with weak inter-dimer interactions appear to be attractive systems for
realizing this possibility. The VOSeO3 compound, consisting of edge-shared VO5 pairs,
forms a probable candidate belonging to this class [83]. NMTO-downfolding calculation
for deriving a V dxy-only Hamiltonian showed [84] the intra-dimer hopping (td, see the
left panel of Figure 10) to be the strongest, followed by the inter-dimer coupling along
the z-direction (t2), with comparable magnitudes (td = −0.083 eV, t2 = −0.079 eV). Other
hopping parameters in the yz plane—t4, t1, and t3—are smaller but non-negligible. Two
more parameters in the xz plane, tv and ts (see the right panel of Figure 10) also turned
out to be non-negligible. Thus, as opposed to the initial suggestion for a spin dimer
system, VOSeO3 turned out to be an alternating spin-chain compound with moderate
inter-chain interactions.

Na2V3O7—Na2V3O7 is the first reported transition-metal-based nanotubular sys-
tem [85]. The basic structural units are distorted square VO5 pyramids that share corners
and edges to give rise to a 2-d sheet-like structure, which, in turn, folds to provide a
tube-like geometry with connected rings of nine V atoms, as shown in the top left panel
of Figure 11. The Na atoms sitting inside and outside the tubes provide cohesion to the
structure. Since the synthesis of this curious structure, several suggestions have been made
for the description of the underlying low-energy spin model, which include nine-leg spin
tubes [85], mutually intersecting helical spin chains [86], effective three-leg spin tubes with
inter-ring frustration, dimerized vanadium moments [87], etc.
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Figure 10. The various out-of-plane (left) and in-plane (right) inter-dimer V-V interactions in VOSeO3,
with V atoms shown as black balls, O atoms as small, white balls, and S atoms as yellow balls.
Adapted from [84].

Considering the antiferromagnetic spin-1/2 ladder systems, even leg ladders give rise
to a spin-singlet ground state with a spin gap, while odd-leg ladders with open boundary
conditions result in free spin along one of the legs, resulting in a gap-less situation. Spin
tubes, as applicable for Na2V3O7, can be considered as odd-leg ladder with periodic
boundary conditions, which, in addition to the spin degrees of freedom, also possess
chirality, as shown schematically in the top right panel of Figure 11, and should exhibit
a spin gap [88]. The measured susceptibility shows Curie–Weiss behavior at high and
low temperatures, with a reduction in the effective magnetic moment from high to low
temperatures, and, importantly, no spin gap [87]. The constructed low-energy model
keeping the dxy orbital active at three inequivalent V sites showed [89] that due to the
complex geometry, the edge-shared V-V couplings were equally as strong as the corner-
shared V-V couplings, which is demonstrated in terms of the overlap of Wannier orbitals at
different V pairs in the bottom left panel of Figure 11. Neglecting the inter-ring coupling
for a first approximation, which is found to be an order of magnitude smaller than the intra-
ring couplings, leads to nine-site rings with partial frustration. The partial frustration arises
due to the presence of both NN and NNN interactions, though not all NNN interactions
appear due to the complex geometry. Exact diagonalization of the nine-site-ring spin
model provides a good description of the experimental susceptibility data down to a
temperature of a few K [89]. Importantly, the partially frustrated model, as opposed to the
fully frustrated model, was crucial for a proper description of the data, as shown in the
bottom right panel of Figure 11.

Zn2VO(PO4)2—In an attempt to modulate the nature of the magnetic ground state,
spin dilution has been attempted through the depletion of magnetic centers. A prominent
example is CaV4O9, which is formed by 1/5 depletion of the two-dimensional antiferro-
magnetic lattice [90]. With a similar motivation, Zn2VO(PO4)2 was studied; 1/4 of the V
sites were replaced by Ti [91]. The crystal structure of the pristine compound, as shown
in the top left panel of Figure 12, consists of VO5 pyramids. In the ab plane, NN VO5
pyramids are connected via PO4 tetrahedra, while NNN VO5 pyramids are connected via
two ZnO5 units. The ab layers are connected via corner-shared PO4 and ZnO5 units to
form the tetragonal symmetry [92] of the 3-d structure. Starting from the pristine crystal
structure of Zn2VO(PO4)2, every fourth V atom was substituted by nonmagnetic d0 Ti4+

ions to achieve dilution of the S = 1/2 lattice formed by d1 V4+ ions, as shown in the top
right panel of Figure 12. Ti substitution resulted in three inequivalent V sites; the V atoms
had no Ti neighbors, thus retaining four in-plane and two out-of-plane V neighbors. The V1
atoms had in-plane Ti neighbors, with two in-plane and two out-of-plane V atoms. The V2
atoms had both in-plane and out-of-plane Ti neighbors, giving rise to only two V neighbors.
The NMTO-downfolding calculation for a low-energy model on the basis of the effective V
dxy Wannier function for the pristine compound showed [91] that the compound was best
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described by a weakly coupled two-dimensional S = 1/2 antiferromagnetic square lattice
(cf. Figure 12). The NNN and AF V-V magnetic interaction in the ab plane was found to
be 2% of the strongest, and the NN and AF V-V magnetic interaction in the ab plane with
ferromagnetic interlayer magnetic interaction had a strength of 3% of the NN interaction,
which was in good agreement with the conclusions drawn from a neutron scattering exper-
iment [93]. The NMTO-derived spin model for the Ti-substituted Zn2VO(PO4)2 compound
turned out to be a coupled S = 1/2 AFM chain. The missing V sites made the in-plane NN
V-V interactions unequal along the a and b directions; the interlayer coupling was found
to be of the dimer type. The computed magnetic susceptibility for the pristine compound
showed good agreement with experimental data at H = 10,000 Oe [94]. The calculated
susceptibility and magnetization (cf. Figure 12) of the substituted compound and their
comparison to those of the pristine compound confirmed [91] the change in the magnetic
ground state from a long-ranged ordered phase in the pristine compound to a spin-gapped
phase in the Ti-substituted compound. This was corroborated by calculated spin wave
spectra [95] (cf. Figure 12).

Figure 11. (Top, left) The tubular crystal structure of Na2V3O7 with edge- and corner-sharing VO5

pyramids (V atoms in green and O atoms in red), and Na (cyan) atoms occupying the insides and
outsides of the tubes. (Top, right) Schematic representation of even-leg and odd-leg ladders with
open boundary conditions (O.B.C.) and periodic boundary conditions (P.B.C.). (Bottom, left) Overlap
of effective V xy Wannier functions at various edge-shared and corner-shared positions of V sites in
the tube. Shown are the corresponding hopping integrals. (Bottom, right) Temperature dependence
of the inverse magnetic susceptibility of different spin models compared with the experimental
data [87] of the compound. Adapted from [89].

The theoretical prediction needs to be verified experimentally, as the ordering be-
tween the Ti and V atoms assumed in the calculations needs to be ensured, which may
be challenging.
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Figure 12. (Top) Crystal structures of pristine (left) and 1/4 Ti-substituted (right) Zn2VO(PO4)2 in a
shaded polyhedral representation, with oxygen atoms marked by small, red balls. Second from
top: Spin models of pristine (left) and 1/4 Ti-substituted (right) Zn2VO(PO4)2, with the strongest
interactions shown by thick, solid lines, and the two weaker interactions shown by thin, solid,
and dashed lines. See the text for details. Third from top: The computed magnetic susceptibility
(left) and magnetization (right) of the pristine (black) and 1/4 Ti-substituted (brown) Zn2VO(PO4)2.
For the pristine compound, also shown are the experimental data points for the susceptibility
measured at H = 10,000 Oe. (Bottom) The computed spin wave spectra for the pristine (left) and 1/4
Ti-substituted (right) Zn2VO(PO4)2. Figure adapted from [91,95].

3.3. Nickelates

As opposed to cuprates and vanadates, which have one hole or one electron in the
magnetically active Cu2+ or V4+ ions, nickelates, with Ni in their 2+ valence state or d8,
serve as examples of S = 1 spins with half-filled Ni eg states. The presence of active eg
electrons makes the metal–ligand hybridization stronger compared to t2g-based systems,
such as vanadates. On other other hand, as Ni is a neighbor to Cu, this serves as an
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excellent opportunity to look for an alternative to cuprates, resulting in the recent study of
nickelate superconductivity [96]. This makes the study of the low-dimensional quantum
spin systems of nickelates an important topic.

NiAs2O6—NiAs2O6, a member of the 3d homologous series AAs2O6 (A = Mn, Co, Ni) [97],
shows antiferromagnetic ordering with TN ∼ 30 K. The situation became curious with the
synthesis of PdAs2O6 with a measured Curie temperature that was five times greater than
that of NiAs2O6, ∼150 K [98]. Note that Ni2+ and Pd2+ are examples of d8 ions with S = 1
that belong to the 3d and 4d transition metal series, respectively. The reported magnetically
ordered ground states with reasonably high values for the Neél temperature are surprising,
since the Ni/PdO6 octahedra do not share corners, edges, or faces in the AAs2O6 structure,
which consists of edge-shared As5+ ions in an octahedral oxygen coordination that forms
hexagonal layers; different layers are connected by the Ni/PdO6 octahedra [98] (cf. the
top left panel of Figure 13). The magnetically active orbitals of d8 ions in the octahedral
coordination are two eg orbitals, x2-y2 and 3z2 − r2. The Wannier orbitals for x2 − y2 and
3z2 − r2 constructed with the NMTO-downfolding procedure of integrating out everything
else other than the A eg orbitals (cf. the top right panel of Figure 13) highlighted the bending
of O p tails of the functions to bond with the sp characters of the nearest As pairs [99]. This
enables long-ranged interactions between A-A pairs, although there is no short-ranged
interaction mediated by connected O atoms. The dominant hopping paths, as given by the
tight-binding Hamiltonian on the downfolded A-eg basis [99], are shown in the bottom
left panel of Figure 13. The third NN interactions were found to dominate over second
NN and NN interactions. Accounting for the larger eg band width of the Pd compound,
the hopping interactions for PdAs2O6 were found to be about 1.4 times larger than those
for PdAs2O6 [99]. With Hubbard U parameters [99] estimated as UNi /UPd ∼2.4, this led
to ratios of magnetic exchanges in two compounds of 4.7, which was in good agreement
with the ratios of the experimentally measured Neél temperatures of the two compounds.

Finally, the magnetic susceptibility computed with the SSE-QMC of the derived
spin model of the two compounds showed exceedingly good agreement with measured
data [99], as shown in the bottom right panel of Figure 13.

NiRh2O4—With the goal of understanding symmetry-protected topological spin sys-
tems, S = 1 spin models on diamond lattices were proposed as potential candidates [100].
This will be a 3-d analogue of the Haldane chain with a gapless 2-d surface state [101].
The A sublattice of spinel compounds offers the possibility of studying diamond lattice
magnetism if a magnetic ion can be put at an A site. Magnetic measurements on A sub-
lattice magnetic ion spinels, such as MnSc2S4 (S = 5/2), CoAl2O4 and CoRh2O4 (S = 3/2),
and CuRh2O4 (S = 1/2), revealed an ordered magnetic ground state [102,103]. The report
of NiRh2O4 with S = 1 ion on the A site therefore created a lot of excitement [104], as the
ground state was reported to be non-magnetic.

To provide a microscopic understanding of the nature of the non-magnetic ground
state of NiRh2O4, first-principle calculations together with a model study were carried
out [105]. We note that Ni at the A site of a spinel is in a tetrahedral coordination, which
results in crystal field splitting of Ni d states into high-lying t2 and low-lying e states.
The d8 occupation thus leads to partially filled t2 bands, allowing for spin–orbit coupling
to be active among orbitally active degrees of freedom. DFT calculations within a GGA+U
formulation gave rise to a half-metallic solution, while the inclusion of SOC was necessary
to correctly describe [105] the insulating state of NiRh2O4 as it was observed experimentally
(cf. Figure 14). This highlights the importance of SOC in the description of SOC in d8

systems in tetragonal coordinations, which, as opposed to octahedral d8 systems, have
active orbital degrees of freedom. The orbital moment at Ni site calculated with the DFT
turned out to be [105] large, ∼1 µB, supporting the formation of an S = 1, Le f f =1 state.
The other important input from DFT [105] was the large Ni–Rh hybridization, triggered
by the near degeneracy of Ni t2 and Rh t2g states in the down-spin channel, as shown
in Figure 14. The substantial mixing between Ni–Rh states, in addition to NN Ni–Ni
interactions, gave rise to NNN Ni–Ni interactions, as evidenced in the overlap of tails of
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Ni t2 Wannier functions placed at NNN Ni sites and at intervening Rh sites (see Figure 14).
The calculated values of magnetic exchanges gave J1 ∼ 1.2 meV and J2 (J

′
2, J“

2 ) ∼0.4 J1,
suggestive of strong magnetic frustration.

Figure 13. (Top, left) Crystal structure of NiAs2O6 with Ni, As, and O atoms shown as blue, brown,
and black balls, respectively. PdAs2O6 is isostructural to NiAs2O6. (Top, right) The magnetically
active Ni/Pd x2-y2 and 33-r2 Wannier functions on the downfolded eg-only basis. The AsO6 octahedra
are marked with two oppositely signed lobes of the wave-functions, which are colored in red and
blue. (Bottom, left) The spin model involving long-ranged third NN exchange paths, J3 and J

′
3.

(Bottom, right) The calculated magnetic susceptibility of NiAs2O6 (left) and PdAs2O6 (right) in
comparison to experimental data, which are shown as circles. Adapted from [99].

Following the DFT results of the Le f f = 1 and S = 1 state, one can write the single-site
Hamiltonian as

H = −δL2
z + λ~L.~S

The DFT results gave δ� λ, with δ, the spin-averaged tetrahedral crystal field split-
ting between Ni dxy and Ni dyz/dxz ∼ 100 meV, and the spin–orbit coupling λ ∼ 10 meV.
The solution of the spin-site Hamiltonian showed the ground state to be a nonmagnetic
singlet, as observed experimentally. However, contrary to expectation of a topological
quantum paramagnet [106], it turned out to be a spin–orbit entangled singlet state. In-
corporating the inter-site interaction via a J1–J2 Heisenberg exchange model provided a
description of the measured inelastic neutron-scattering results [104].

Sr3NiPt(Ir)O6—These compounds belong to K4CdCl6-type structures [107] consisting
of (BB

′
O6)−6 chains formed by alternating BO6 trigonal biprisms and B

′
O6 octahedra,

where the chains are separated by intervening A2+ cations, as shown in the top left panel
of Figure 15. The construction of magnetically active Ni dxz/yz Wannier functions [108]
highlighted the strong hybridization between Ni and Ir states, which is responsible for the
Ni–Ni intra-chain interactions through Ir. For Sr3NiPtO6, the intra-chain Ni–Ni interactions
occur between magnetically active half-filled Ni dxz/yz levels through oxygen-mediated
superexchange paths, which, in accordance with the Kugel–Khomskii picture, gave rise
to antiferromagnetic interactions. On the other hand, the interactions between half-filled
Ni dxz/yz and one of the Ir t2g states turned out to be antiferromagnetic. Additionally,
there exists a direct exchange between the two, which turned out to be of a ferromagnetic
nature. A large antiferromagnetic inter-chain interaction for Sr3NiIrO6 was noticed [108]
(cf. Figure 15), presumably explaining the antiferromagnetic couplings observed in ex-
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periments [109]. The inclusion of spin–orbit coupling showed [108] magnetocrystallic
anisotropy to be an easy axis (chain direction) for Sr3NiPtO6, while it to was perpendicular
to the chain direction for Sr3NiIrO6.

Figure 14. (Top, left) The calculated density of states of NiRh2O4 in the GGA + U (top) and GGA +
U + SOC schemes of calculations. The zero of energy is set at the respective Fermi energies. For ease
of visualization, in the GGA + U density of states plot, the states corresponding to the up- and down-
spin channels are shown as positive and negative, respectively. Additionally shown are the states
projected to Ni d (solid, black), Rh d (brown shaded), and O p (hatched). (Top, right) The crystal field
splitting at the Ni and Rh sites, as estimated using NMTO calculations on the tight-binding Wannier
basis of Ni d and Rh d. (Bottom) The dominant magnetic interactions and the overlap of downfolded
Ni Wannier functions at NN and NNN sites. Lobes of opposite signs are colored differently, with the
color convention of positive/negative represented by red (yellow)/black (magenta) in sites 1 and 2.
Adapted from [105].

SrNi2V2O8—SrNi2V2O8 serves as a candidate material for studying the closing of the
spin gap by an external magnetic field in an S = 1 Haldane chain compound [110]. While the
original conjecture of Haldane is applicable to a strictly one-dimensional chain, the behavior
of the real compound is complicated by the presence of inter-chain interaction, single-ion
anisotropy, etc. [111], resulting in the need for microscopic investigation. In SrNi2V2O8,
edge-sharing NiO6 octahedra form zig-zagged chains that are connected to each other
by VO4 tetrahedra, giving rise to three-dimensional connectivity [112]. Low-energy mod-
eling in terms of constructed Ni eg Wannier functions demonstrated the effectiveness of
hybridization with V degrees of freedom and generated [113] well-defined exchange paths
beyond nearest-neighbor intra-chain Ni–Ni interactions. This gave rise to both longer-
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ranged intra-chain (NNN) and inter-chain interactions, as shown in the top left and right
panels of Figure 16. The derived spin model thus consisted of J1, J2, and J3, and J4, J1, J2
were the nearest- and next-nearest-neighbor intra-chain interactions, respectively, while the
latter two were the inter-chain interactions. Overlap plots of the Ni eg Wannier functions
confirmed [113] (cf. the middle panels in Figure 16) the exchange paths mediated by the V
atoms. The magnetic-field-dependent magnetization (cf. the bottom left panel of Figure 16)
calculated through the application of SSE-QMC to the derived spin model showed [113]
that the critical magnetic field necessary for closing of the spin gap was markedly differ-
ent from the estimated value of 0.4 J1 when considering a strictly 1-d spin-chain model,
and further established the effectiveness of J2 in tuning the spin gap. Studies carried out
with bi-axial strain [113] showed a monotonic decrease in the spin gap value upon increase
in the in-plane lattice constant (cf. the bottom right panel of Figure 16). This was found to
be caused by the modulation of the J2/J2 ratio due to compressive strain and the change in
the J1 value due to tensile strain. This study predicts that bi-axial strain is an effective tool
for tuning the spin gap of this compound, which should be verified experimentally. This
also opens up the possible strain-induced closing of the spin gap by driving a quantum
phase transition from a gap-full to a gap-less situation.

Figure 15. (Top, left) The chain structure of Sr3NiPt(Ir)O6 with face-shared NiO6 trigonal biprisms
and Ir/PtO6 octahedra that alternate along the chain direction. (Top, right) The magnetically active
Ni d Wannier function for Ni–Pt and Ni–Ir compounds. Note the tail with a weight at neighboring
Pt/Ir sites, which is appreciable for the Ni–Ir compound, signaling strong hybridization between the
Ni and It d states. (Bottom) Effective Ni–Ni hopping interactions for Ni–Pt (left) and Ni–Ir (right)
compounds. Adapted from [108].

89



Molecules 2021, 26, 1522

Figure 16. (Top) Ni–Ni magnetic interactions in SrNi2V2O8, shown in the plane perpendicular to the
chain direction (left) and in the plane containing the chain (right). Marked are the two dominant
intra-chain (J1, J2) interactions and two inter-chain (J3, J4) interactions. Middle: Overlap of Ni x2 − y2

and Ni 3z2 − r2 Wannier functions at NN positions, connected through edge-sharing oxygens and
V atoms. The tails of the Wannier functions at the O positions bend towards the neighboring V
atoms due to appreciable V–O hybridization. Bottom: Magnetization calculated as a function of the
applied magnetic field for different spin-chain models (left) and for unstrained (black, solid line),
2% tensile strained (brown, solid line), and 2% compressive strained (dashed) compounds (right).
The inset shows the magnitude of the spin gap plotted as a function of the in-plane lattice constant.
The experimental estimate of the spin gap for the unstrained compound is marked with an asterisk.
Adapted from [113].

4. Summary and Outlook

Low-dimensional quantum magnetism offers a playground for envisaging highly non-
trivial and versatile phenomena. One of the key requirements for studying these systems is
the identification of the appropriate spin model for describing a given material. Given the
success of density functional theory in describing complex materials, it is a natural choice
to apply ab initio DFT methods to the problem of low-dimensional quantum magnetism.
The strong correlation effect that dictates the properties of quantum spin systems, however,
prohibits the direct usage of the DFT for this purpose. Instead, it is much more pragmatic
to filter out the DFT’s output to arrive at a low-energy Hamiltonian that contains only
magnetic degrees of freedom. In this review, we advocate for the NMTO-downfolding
technique as an intelligible, fast, and accurate DFT tool to be used for the filtering. This
procedure, which takes the renormalization using the degrees of freedom associated with
non-magnetic ions into account, provides information on the relevant exchange paths
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that connect two magnetic ions. Armed with the knowledge of relevant exchange paths,
the corresponding magnetic exchanges can be obtained by employing a superexchange
formula from information on the real-space representation of a low-energy Hamiltonian,
or in terms of the LDA + U total energy calculations of different spin arrangements. The
applicability of the proposed method has been illustrated by considering a variety of low-
dimensional quantum spin compounds belonging to the cuprate, vanadate, and nickelate
families. Table 2 lists a description of the proposed spin model in each case. Most often, the
description of the underlying model turned to be different from what may be anticipated
based of the crystal structure. The validity of the models was checked by comparing
the computed magnetic susceptibility and magnetization with measured magnetic data.
Predictions were also made for future experiments in terms of designing spin gaps or
closing spin gaps through the application of an external magnetic field, biaxial strain, etc.
The theoretical predictions should motivate future experiments in this exciting area of
quantum materials.

Finally, we would like to mention that the above discussion is pertinent for 3-d TM-
based spin systems only. For 4-d or 5-d TM-based spin systems, in addition to isotropic
Heisenberg terms in the Hamiltonian, the presence of non-negligible spin–orbit coupling
may give rise to Kitaev, Dzyaloshinskii–Moriya, and off-diagonal anisotropic terms, as dis-
cussed, for example, for α-RuCl3, Na2IrO3, and α-Li2IrO3 [114].

Table 2. The theoretically predicted spin models of the cuprate, vanadate, and nickelate compounds
covered in this review.

Compound Name Proposed Spin Model Ref.

SrCu2O3 Two-leg ladder Ref. [45]
CaCuGe2O6 Coupled dimer Ref. [51]

Cu2Te2O5X2 (X=Cl/Br) Interacting spin cluster Ref. [54]
Na3Cu2Te(Sb)O6 AF-AF chain Ref. [57]

CuTe2O5 2-d coupled dimer Ref. [60]
Cs2CuAl4O8 1-d AF-F chain with NN–NNN interaction Ref. [64]

γ-LiV2O5 Asymmetric spin ladder Ref. [77]
α-NaV2O5 Spin ladder Ref. [75]

CsV2O5 2-d coupled spin dimer Ref. [81]
VOSeO3 Alternating spin chain Ref. [84]
Na2V3O7 Partially frustrated spin tube Ref. [89]

Zn2VO(PO4)2 2-d AF spin model Ref. [91]
Ti-Zn2VO(PO4)2 Coupled AF chain Ref. [91]

NiAs2O6 2-d spin lattice formed by third-NN interactions Ref. [99]
NiRh2O4 Spin–orbit entangled singlet Ref. [105]

Sr3NiPt(Ir)O6 Interacting spin chain Ref. [108]
SrNi2V2O8 Coupled Haldane chain Ref. [113]
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Abstract: Vanadium phosphate positive electrode materials attract great interest in the field of Alkali-
ion (Li, Na and K-ion) batteries due to their ability to store several electrons per transition metal. These
multi-electron reactions (from V2+ to V5+) combined with the high voltage of corresponding redox
couples (e.g., 4.0 V vs. for V3+/V4+ in Na3V2(PO4)2F3) could allow the achievement the 1 kWh/kg
milestone at the positive electrode level in Alkali-ion batteries. However, a massive divergence in
the voltage reported for the V3+/V4+ and V4+/V5+ redox couples as a function of crystal structure
is noticed. Moreover, vanadium phosphates that operate at high V3+/V4+ voltages are usually
unable to reversibly exchange several electrons in a narrow enough voltage range. Here, through the
review of redox mechanisms and structural evolutions upon electrochemical operation of selected
widely studied materials, we identify the crystallographic origin of this trend: the distribution of PO4

groups around vanadium octahedra, that allows or prevents the formation of the vanadyl distortion
(O . . . V4+=O or O . . . V5+=O). While the vanadyl entity massively lowers the voltage of the V3+/V4+

and V4+/V5+ couples, it considerably improves the reversibility of these redox reactions. Therefore,
anionic substitutions, mainly O2− by F−, have been identified as a strategy allowing for combining
the beneficial effect of the vanadyl distortion on the reversibility with the high voltage of vanadium
redox couples in fluorine rich environments.

Keywords: batteries; positive electrode; vanadium phosphates; covalent vanadyl bond; mixed anion

1. Introduction

In the 2000s, the research on polyanion compounds as positive electrode materials
was mainly motivated by the interesting properties of the low cost triphylite LiFePO4 [1–5]
(olivine-type structure) providing long-term structural stability, essential for extensive
electrochemical cycling and safety issues. In this material, the high voltage for the Fe2+/Fe3+

redox couple delivered in LiFePO4 (i.e., 3.45 V vs. Li+/Li vs. ca. 2.2 V in oxides) is due to
the inductive effect of the phosphate group. Further exploitation of the inductive effect
with fluorine and/or sulfate has led to materials such as LiFeSO4F (Tavorite or Triplite
structure) delivering an even higher voltage than LiFePO4 (i.e., 3.6 V and 3.9 V vs. Li+/Li
for Tavorite and Triplite structures, respectively) [6,7]. However, these materials suffer from
a deficit of capacity compared to the current best commercially available Li-ion positive
electrode materials. Li2FeSiO4 has been proposed to overcome this issue by triggering
both Fe2+/Fe3+ and Fe3+/Fe4+ redox couples but the strong structural changes involved
seem to be detrimental to long-term performances [8]. To the best of our knowledge, this
material is the only one providing a multi-electron reaction (i.e., exchange of more than one
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electron per transition metal) in iron-based polyanion systems while vanadium phosphate
materials offer numerous such examples. Indeed, the ability of vanadium to be stabilized
in the large range of oxidation states, from V2+ to V5+ (e.g., from V3+ in Li2VPO4O to
V5+ in VPO4O) [9–13] combined with the rather high voltage of the corresponding redox
couples (e.g., 4.25 V vs. Li+/Li for V3+/V4+ in LiVPO4F) [14] could allow the achievement
of high energy density thanks to reversible high-voltage multi-electron redox in Alkali-ion
batteries (Figure 1).

Figure 1. Voltage vs. capacity plot for LiFePO4 (purple), LiVPO4F (red), LiVPO4O (blue). Combining
the high voltage of LiVPO4F with the high capacity of the multi-electron redox in LiVPO4O could
allow the achievement of higher energy density through high voltage multi-electron redox. The dash
lines represent constant energy densities in Wh/kg of active positive electrode material.

However, depending on the geometry of the VOn polyhedra, the positions of the
V3+/V4+ and V4+/V5+ redox couples massively change. For instance, Tavorite LiVPO4F
operates at 4.25 V vs. Li+/Li while in the homeotype LiVPO4O, the apparent same V3+/V4+

redox couple is activated at 2.3 V vs. Li+/Li. This large difference cannot be attributed only
to the inductive effect, Li site energy or even cation-cation repulsion (i.e., main mechanisms
reported to govern the voltage of a given redox couple): it is actually due to the vanadyl
distortion observed in LiVPO4O and not in LiVPO4F. The first order Jahn Teller (FOJT)
distortion is known to be weak in d1 (V4+) and d2 (V3+) and even inexistent for d3 (V2+)
and d0 (V5+) cations (Figure 2). Therefore, the second order Jahn Teller (SOJT) effect drives
the distortion of the V4+ and V5+ polyhedra while this distortion can be prevented for
V4+ in a mixed O2−/F− environment. This wide range of oxidation states for vanadium
cations (V2+, V3+, V4+ and V5+) and the extended panel of environments that they can
adopt (regular octahedra, distorted octahedra, square pyramids and tetrahedra) with very
different electronic configurations depending on the ligand distribution (JT active or JT
inactive) confer to the vanadium phosphate a very rich crystal chemistry.
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Figure 2. Stable environments of vanadium according to its oxidation state [15]. The number in square brackets correspond
to the number of “equivalent bonds”.

Beyond their fascinating electrochemical properties, vanadium phosphate materials
possess very interesting catalytic and magnetic properties. The relation between structures
and these properties was already reviewed by Raveau’s group 20 years ago [15] and despite
the existence of several reviews on polyanionic structures in Li and Na-ion batteries [16–19],
or even specific to vanadyl phosphates (i.e., Ax(VO)PO4) [20,21], none of them focused on
the relation between electrochemical properties and crystallographic structure in vanadium
phosphates. Therefore, this article aims at clarifying this relation in order to unveil the
structural features that dictate the redox voltage in such compounds. Through the fine
description of the redox mechanism and the structural evolution observed during cycling
of some widely studied materials (NASICON Na3V2(PO4)3, anti-NASICON Li3V2(PO4)3,
Na3V2(PO4)2F3xOx, and Tavorite-like LiVPO4F1−xOx) we propose to sort all the vanadium
phosphates reported as positive electrode materials for Li and Na-ion batteries according to
the distribution of phosphate groups around the vanadium polyhedra. This classification
gives a holistic picture of such systems and allows for identifying the strategies available
to tend towards reversible high-voltage multi-electron reactions in Alkali-ion batteries.

2. Irreversible Multi-Electron Reactions in NASICON and Anti-NASICON
AxV2(PO4)3 (A = Li, Na) Structures

The NASICON (Na-super ionic conductor) and anti-NASICON structures have the
general formula AxM2(XO4)3 (with M = Fe, Ti, Sc, Hf, V, Ti, Zr, etc. or mixtures of them and
X = W, P, S, Si, Mo or mixtures of them) [22,23]. These versatile structures have provided
a great playground for solid state chemists. Manthiram and Goodenough demonstrated
experimentally the inductive effect which modulates the voltage of the Fe3+/Fe2+ redox
couple in NASICON [24] which is at the origin of all advances on polyanion materials as
positive electrode materials for Alkali-ion batteries. The crystallographic arrangements
of NASICON and anti-NASICON are closely related. Indeed, they are built on a three-
dimensional framework of VO6 octahedra sharing all their corners with PO4 tetrahedra
and conversely forming basic V2(PO4)3 repeating units commonly named “lantern units”
(Figure 3). The connectivity of the lantern units generates different ion conduction paths,
vanadium environments and hence different electrochemical properties.
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Figure 3. Structural relationship between Nasicon (left) and anti-Nasicon (right) structures adapted from ref. [18].

In the structure of the anti-NASICON polymorph of Li3V2(PO4)3, the lithium ions fully
occupy three crystallographic sites (one tetrahedral Li(1)O4 and two pseudo tetrahedral
Li(2)O4O and Li(3)O4O sites) [25–27]. The electrochemical extraction of lithium from
Li3V2(PO4)3 occurs according to several biphasic reactions involving the V3+/V4+ redox
couple at 3.6, 3.7 and 4.1 V vs. Li+/Li and then the V4+/V5+ one at 4.5 V vs. Li+/Li
(Figure 4).

Nazar and coworkers [27] studied the complex phase diagram involved during lithium
extraction from Li3V2(PO4)3 through X-ray and neutron diffraction (XRD and ND) and
solid state nuclear magnetic resonance spectroscopy (NMR), as summarized in Figure 5.
The first delithiation step leads to the formation of Li2.5V2(PO4)3 with partial depopulation
of the pseudo tetrahedral (Li(3)O4O) site and to a complex short range ordering of V3+/V4+

cations [28]. The following delithiation stage affects only the remaining Li(3) ions to yield
to Li2V2(PO4)3 characterized by lithium/vacancies and V3+/V4+ orderings as suggested
by diffraction. The further oxidation of vanadium allows reaching the V4+-rich LiV2(PO4)3
phase in which only one Li site remains (Li(2)) as fully occupied. In this phase, there are
two very similar crystallographic sites for vanadium ((V(1)-O = V(2)-O = 1.91 Å in average).

Figure 4. Electrochemical signature of Li3V2(PO4)3 cycled between (left) 3.0 and 4.3 V vs. Li+/Li or between (right) 3.0 and
4.8 V vs. Li+/Li adapted from ref. [29]. Reproduced with permission from Rui et al., Journal of Power Sources; published by
Elsevier, 2014.

The last process leading to the V2(PO4)3 composition is kinetically more limited with
a large over-potential (around 500 mV) [27]. At this state of charge, the environments
of vanadium (with a mixed valence V4+/V5+) become more distorted, although without
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significant modification compared to the average V-O distances observed in the VIV-rich
LiV2(PO4)3 phase. This extraction/insertion process is asymmetrical as the lithium ordering
observed for LiV2(PO4)3 during charge is not observed during discharge. A disordered
Lithium re-intercalation is observed until the Li2V2(PO4)3 composition is reached [30]. This
asymmetrical mechanism is not observed for a lower cut-off voltage (i.e., 4.3 V when the
V4+/V5+ redox couple is not activated, see Figure 4). Under this electrochemical cycling
conditions the charge and discharge superimposes [31]. That was tentatively explained, in
ref. [27], by the occurrence of Lithium/vacancies ordering observed in LiV2(PO4)3 which
involves an ordered depopulation of Lithium, whereas from the disordered fully delithiated
phase the lithium is free to be inserted randomly until the Li2V2(PO4)3 composition is
recovered. More recently, operando XAS at V K-edge investigation of this irreversible
mechanism suggested the formation of anti-site Li/V defects at high voltage (Figure 5)
providing V5+ with a much more stable tetrahedral environment than its initial distorted
octahedral one [32].

Figure 5. Structural evolution during Lithium extraction/insertion from/into Li3V2(PO4)3 [27,32].

In Li3V2(PO4)3, the electronically insulating phosphate groups isolate the valence elec-
trons of transition metals within the lattices resulting in low intrinsic electronic conductivities—
a trend common to all polyanion compounds. Therefore, the use of carbon coating or/and
doping elements are required to improve the electrochemical performances: all the works
applying these strategies are reviewed in ref [29]. The majority of these studies reports
good performances only in the small voltage range (i.e., 3.0–4.3 V vs. Li+/Li, in which only
the V3+/V4+ is activated). Indeed, due to the strong distortion of vanadium environments
and the Li/V anti-site defects generated, the kinetic limitations of the V4+/V5+ process is
difficult to overcome.

The lithium insertion into Li3V2(PO4)3 reveals a complex series of reactions as well,
to reach Li5V2(PO4)3 by activating the V2+/V3+ redox couple [33]. The whole lithium
insertion process into Li3+xV2(PO4)3 involves four consecutive two-phase regions to reach
Li5V2(PO4)3. Approximately 0.5 Li+ is inserted at every potential plateau around 1.95, 1.86,
1.74 and 1.66 V vs. Li+/Li [26]. To the best of our knowledge, the crystallographic details
of this complex mechanism have never been fully studied yet.

The anti-NASICON polymorph of Li3V2(PO4)3 is most thermodynamically stable
but Gaubicher et al. [34] obtained the NASICON form by Na+/Li+ ionic exchange from
Na3V2(PO4)3. This material reveals a similar electrochemical signature compared to the
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one of Na3V2(PO4)3 with a single plateau until the LiV2(PO4)3 composition at 3.7 V vs.
Li+/Li. The crystal structure of Na3V2(PO4)3 was originally reported by Delmas et al. [35]
40 years ago using the standard rhombohedral unit cell, S.G. R-3c. Since then, Na3V2(PO4)3
has almost always been reported to adopt the rhombohedral symmetry with a partial
occupancy of both Na(1) (6b Wyckoff position) and Na(2) (18e Wyckoff position) sodium
sites. However, a recent article reveals that a C2/c space group is more appropriate to de-
scribe this structure at room temperature and below due to Sodium-vacancies ordering [36]
within five sites (one 4a and four others 8f ) fully occupied. Several transitions between
10 and 230 ◦C involving four distinct phases (α ordered, β and β′ with incommensurate
modulations and γ disordered) were also reported. The transition between the α and β
forms occurring close to the ambient temperature (i.e., 27 ◦C) may impact the sodium
diffusion and a fortiori the electrochemical performances while the vanadium environment
is hardly impacted by this phase transition. In both cases the VO6 entities are slightly
distorted with distances ranging between 1.97 and 2.03 Å for the rhombohedral description
(2.00 Å in average on a single vanadium site) or 1.94 and 2.06 Å for the monoclinic one
(2.00 Å in average on the three vanadium sites).

The electrochemical sodium extraction from Na3V2(PO4)3 occurs at a 3.4 V vs. Na+/Na
according to a biphasic reaction until the NaV2(PO4)3 composition is reached (Figure 6).
The structure of this V4+ phase, reported by Jian et al. [37], keeps a NASICON framework
(Rhombohedral, R3c) with only one fully occupied sodium site (6b Wyckoff site). During the
sodium extraction, the V-O distances in VO6 octahedra undergo an inequivalent shortening
leading to distorted VO6 octahedra (with 3 V-O distances at 1.86 Å and three others at
1.95 Å). The electrochemical extraction of the third sodium has never been reported despite
the apparent successful chemical extraction realized by Gopalakrishnan et al. [38]. However,
they did not report the detailed structure of this mixed-valence V2(PO4)3.

Figure 6. High voltage signature of Nasicon Na3V2(PO4)3 and Na3V1.5Al0.5(PO4)3, adapted from ref. [39]. Reproduced from
Ref. [39] with permission from the Centre National de la Recherche Scientifique (CNRS) and The Royal Society of Chemistry.

Even though the third Na+ of Na3V2(PO4)3 doesn’t seem electrochemically removable,
the V4+/V5+ redox couple in the NASICON was reported to lie at around 4 V vs. Na+/Na
thanks to the partial substitution of a part of Vanadium by Aluminum [39], Iron [40] or
Chromium [41]. The Aluminum substituted material presents two advantages as it allows
an increase in the capacity due to the lower weight of aluminum compared to vanadium
(and also iron and chromium) as well as to reach the mixed valence V4+/V5+ state at rather
high voltage (i.e., 4.0 V vs. Na+/Na, see Figure 6). However, in the Al3+ substituted
compound, the V4+/V5+ capacity is limited contrarily to that observed in Na3VCr(PO4)3
where nearly 1.5 electrons/vanadium are exchanged [42]. At room temperature, this redox
process induces a rapid degradation of the performance due to the migration of vanadium
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into the vacant Na site, while at lower temperature (i.e., −15 ◦C), vanadium is pinned in
its original position leading to a rather reversible process is observed [43]. The V4+/V5+

redox couple has also been reported in Na-rich NASICON such as Na4MnV(PO4)3 [44–47].
From this compound, ca. 3 Na+ are exchanged based on the V3+/V4+, Mn2+/Mn3+ and
then V4+/V5+ redox achieving a capacity of 155 mAh/g. However, this latter appears to be
poorly reversible inducing a higher irreversible capacity upon discharge during which the
highly polarized S-shape voltage profile contrasts with staircase charge curve [45–47].

The replacement of a (PO4)3− group in Na3V2(PO4)3 by 3 F− leads to the Na3V2(PO4)2F3
composition, often named as a “NASICON composition” but its crystal structure is funda-
mentally different.

3. Irreversible Multi-Electron Reactions in Na3V2(PO4)2F3

The first physico-chemical investigation of the Na3M2(PO4)2F3 system was conducted
20 years ago by Le Meins et al. [48]. They demonstrated a great compositional tunability of
this framework which can accommodate many trivalent cations in octahedral sites (M = Al,
V, Cr, Fe and Ga) and proposed the description of the structure of the vanadium phase in
the P42/mnm space group. Later, a combined synchrotron X-ray and neutron diffraction
investigation revealed a tiny orthorhombic distortion at room temperature [49].

The Amam space group (i.e., S.G. #63, Cmcm) used leads to a different sodium distri-
bution in the cell with three Na sites, one 4c fully occupied and two 8f partially occupied
(approximatively distributed as 1/3:2/3) (Figure 7). The host structure is composed of
V2O8F3 bi-octahedra sharing a fluorine aligned along the [001] direction and connected
to each other through PO4 tetrahedra aligned in parallel with the (001) plane (Figure 7).
The VO4F2 octahedra in this structure are non-centrosymmetric and hence vanadium does
not occupy the inversion center. Indeed, a displacement along the c direction leads to two
slightly different V-F bonds (V-F(1) = 1.968(6) Å and V-F(2) = 1.981(2) Å).

Figure 7. Structure of Na3V2(PO4)2F3 (left) and sodium distribution (right) [49].

Slow electrochemical galvanostatic cycling shows the presence of four distinct re-
versible voltage-composition features at 3.70, 3.73, 4.18 and 4.20 V vs. Na+/Na (Figure 8)
suggesting a complex phase diagram upon sodium extraction/reinsertion [50].
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Figure 8. Galvanostatic electrochemical voltage-composition data of Na3V2(PO4)2F3 at C/10 per
exchanged ion and the corresponding derivative curve in the 3.0–4.4 V or 3.0–4.8 V voltage range
adapted from ref. [51]. Reproduced with permission from Guochan Yan et al., Nature Communica-
tions; published by Springer Nature, 2019.

The operando synchrotron XRD investigation conducted by Bianchini et al. [52] is
summarized in Figure 9. The phase diagram involves several intermediate phases of
compositions NaxV2(PO4)2F3 with x = 2.4, 2.2, 2, 1.8 and 1.3 before the NaV2(PO4)2F3
is reached. During extraction of the first sodium, an alternation between ordered and
disordered phases (Na+/vacancy and/or V3+/V4+ ordering and disordering) is observed.
The superstructure peaks observed for the Na2.4V2(PO4)2F3 disappear for Na2.2V2(PO4)2F3
and the diffraction pattern of Na2V2(PO4)2F3 reveals the reappearance of a series of ad-
ditional contributions non-indexed in the tetragonal cell. In the V3+-rich phase, the two
symmetrically inequivalent V-F bonds are very similar and as the oxidation of vanadium
is increased, two kinds of bonds gradually appear as a short one at 1.88 Å and a longer
one at 1.94 Å, whereas the equatorial V-O bonds decrease uniformly (from 1.99 to 1.95 Å).
The extraction of the second sodium also involves intermediate phases at x = 1.8 and
x = 1.3 accompanied by the disappearance of the superstructure peaks and finally leads
to the formation of NaV2(PO4)2F3. This phase contains a single Na site and two vana-
dium sites conferring to vanadium cations two very different environments despite an
average oxidation state of V4+. Indeed, the BVS calculation suggests the formation of a
V3+-V5+ pair in bi-octahedra at this composition (Figure 9). The investigation of the redox
mechanism involved during sodium extraction was conducted by Broux et al. [53] through
operando XANES at V K-edge. They evidenced that V4+ starts to disproportionate from
Na2V2(PO4)2F3 and hence the formation of V3+-V5+ pairs are confirmed for Na1V2(PO4)2F3.
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Figure 9. Evolution of vanadium environments and Na/vacancies ordering upon cycling of Na3V2(PO4)2F3 [51,52,54].

Kang and coworkers predicted that the extraction of the third Na+ towards the mixed
valence V4+/V5+ V2(PO4)2F3 composition would occur only at very high voltage (ca. 4.9 V
vs. Na+/Na) [55]. This was confirmed experimentally by Tarascon’s group, under sever
oxidative conditions (i.e., potentiostatic step at 4.8 V vs. Na+/Na see Figure 8) in an
optimized electrolyte [51]. In this structure, vanadium is displaced from the inversion
center of the VO4F2 octahedra in such a way as to generate a short 1.62 Å and a longer 1.92 Å
V-F bond lengths within the bi-octahedra. However, these extreme cycling conditions imply
an irreversible reaction and only 2 Na+ could be reinserted upon discharge down to 3.0 V,
according to a solid solution mechanism, the third Na+ being reinserted at much lower
voltage (i.e., 1.6 V vs. 3.7 V for the same composition range upon charge). The subsequent
charge/discharge allows for the reversible extraction/insertion of 3 Na+ in a wide voltage
range (1.0–4.4 V vs. Na+/Na). This new β-Na3V2(PO4)2F3 polymorph exhibits a different
symmetry, different V-X bond lengths and a disordered Na distribution (see Figure 9)
which bears strong resemblance with the one of the high temperature phase (T > 400
K) [49,54]. Due to the low voltage associated to the reinsertion of third Na+, only 2 Na+

can be exchanged in a real battery system where the third one acts as an alkali reservoir
to compensate for the solid electrolyte interface (SEI) formation at negative electrode [51],
which allows offering up to 460 Wh/kg in full cell vs. hard carbon (+18% compared with a
conventional α-Na3V2(PO4)2F3), corresponding to the highest energy density reported so
far in Na-ion battery [56].

Most of the Na3V2(PO4)2F3 materials reported as stoichiometric in the literature ac-
tually present various amounts of vanadyl-type defects (i.e., partial substitution of F−

by O2− with a charge compensation by partial oxidation of V3+-F into vanadyl V4+=O)
impacting on the electrochemical performance. Several authors studied in detail the
crystallographic changes generated by this substitution in Na3V2(PO4)2F3−xOx (with
0 ≤ x ≤ 0.5 [54], 0 ≤ x ≤ 2 [55] and x = 1.6 [57,58]). This oxidation has strong effects
on the local environments of vanadium and on the sodium distribution and appears to
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be beneficial for enhancing the charge rates of the battery. Kang’s group [57] was the
first to investigate the performance of Na3V2(PO4)2F1.4O1.6 (i.e., V3.8+) as a positive elec-
trode material and reported high charge and discharge rate capabilities, assigned to a low
activation energy for Na+ diffusion (~350 meV) inside the framework, despite the poor
electronic conductivity (~2.4 × 10−12 S.cm−1) and its great cycling stability was assigned
to the small volume change during sodium extraction/insertion (~3%). The same group
later published a promising result about the computed voltage for the extraction of the
third sodium around 4.7 V for Na3V2(PO4)2F1.5O1.5 [55] (lower than the one computed up
to 4.9 V in Na3V2(PO4)2F3) and experimentally realized the reversible exchange of more
than one electron per vanadium at high voltage (ca. 3.8V vs. Na+/Na in average) with a
symmetrical charge/discharge profile and an improved capacity retention.

4. Low Voltage Multi-Electron Reactions in Tavorites LixVPO4Y (Y = O, F and/or OH)

Tavorite-type compositions of general formula AxMXO4Y are a third class of very
interesting polyanion structures in which A is an alkali cation (i.e., Li, Na and 0 ≤ x ≤ 2)
and M a metal (i.e., Mg, Al, Ti, V, Fe, Mn, Zn or mixture of them). The polyanionic group,
XO4, is either PO4 or SO4 and the bridging anion, Y, is a halide, hydroxide, oxygen, H2O
group or a mixture of them [18]. The multiple redox center combined with this double
inductive effect bring a strong interest at both practical and fundamental levels as it allows
scanning a wide range of working voltages, from 1.5 V for Ti3+/Ti4+ in LiTiPO4O [59]
to 4.26 V for the V3+/V4+ redox couple in LiVPO4F [60]. The high voltages provided by
the V3+/V4+ and V4+/V5+ redox couples confer high theoretical energy densities to the
vanadium-based Tavorite compositions.

The crystal structure of Tavorite-like materials can be described in either triclinic
(P-1, with Z = 2 or Z = 4) or monoclinic (C2/c or P21/c) systems [14,61,62]. Tavorite-
like therefore gathers Tavorite (P-1, Z = 2, LiVPO4F and LiVPO4OH), Montebrasite (P-1,
Z = 4, LiVPO4O), Maxwellite (C2/c, NaVPO4F and HVPO4.OH) and even Talisite (P21/c,
NaVPO4O) structures. Their crystallographic arrangements present common features
which can be broadly described as vanadium octahedra (VO4Y2) sharing a bridging anion
Y in order to form infinite chains [−Y−VO4 − Y−] ∞. These chains are connected to
each other through PO4 tetrahedra sharing their four oxygen atoms with four vanadium
octahedra belonging to three different chains. This 3D framework accommodates Li+ or
Na+ in hexagonal channels. The symmetry of vanadium octahedra is dictated by the nature
of the Vn+-Y bond. Indeed, in V3+-rich LiVPO4F, NaVPO4F and VPO4·H2O, the vanadium
is located on an inversion center of the VO4Y2 octahedra, whereas in V4+-rich NaVPO4O
and LiVPO4O a loss of the centrosymmetry of the vanadium environment is observed.
Indeed, in the Tavorite-like structure, for an oxidation state of vanadium superior to +3,
vanadium likely forms the vanadyl bond resulting from the Jahn Teller activity of V4+

(d1 t2g1eg0). This strongly covalent V=O bond can be formed only with oxygen atoms
which are not already involved in a covalent PO4 group. Only the bridging oxygen, Y,
fulfils these requirements and, therefore, in the V4+ compounds, an ordering between short
and long bonds takes place along the chains (Figure 10). This ordering generates a change
of space group (from C2/c for NaVPO4F to P21/c for NaVPO4O) or a doubling of the cell
size (Z = 2 for LiVPO4F to Z = 4 for LiVPO4O).

The lithium content in LixVPO4O can vary from 0 to 2, leading to a capacity of
300 mAh/g at an average voltage of ca. 3.1 V allowing the achievement a stable energy
density > 900 Wh/kg using surface engineering and nanosizing strategies [9–13]. However,
the large difference between the voltage for oxidation of V4+ into V5+ (i.e., 3.95 V vs. Li+/Li)
and that for the reduction in V4+ to V3+ (around 2.3 V vs. Li+/Li) makes this multi-electron
reaction unsuitable for a real battery system (Figure 11).
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Figure 10. Structural relationships between different Tavorite-type materials.

Figure 11. Voltage profile of LixVPO4O cycled between 3.0–4.6 V vs. Li+/Li (left) and between 3.0
and 1.5 V vs. Li+/Li in GITT mode (right) adapted from ref. [14]. Reproduced with permission from
Ateba Mba et al., Chemistry of Materials; published by American Chemical Society, 2012.

In the high voltage region (i.e., 3.0–4.6 V vs. Li+/Li involving the V4+/V5+ redox
couple), the oxidation process occurs via a biphasic mechanism between LiVPO4O and
VPO4O [14]. The crystal structure of this V5+ phase (ε-VPO4O) is described in a Cc space
group allowing the formation of vanadyl bonds appearing as shorter than the ones observed
in LiVPO4O (i.e., 1.59 vs. 1.67 Å, Figure 10). Conversely, the antagonist V5+ . . . O bond along
the chains elongates from 2.2 Å in LiVPO4O to 2.5 Å in VPO4O leading to an unconventional
increase in the cell volume during lithium extraction (∆V/V = 4.1%) [63]. This VPO4O
polymorph can also be obtained while deintercalating the homeotype LiVPO4OH (and
also VPO4·H2O), according to an original mechanism [64,65]. Indeed, VPO4OH appears
instable vs. LiVPO4OH and VPO4O as this V4+-rich phase is not formed upon Li+ deinterca-
lation from LiVPO4OH. On the contrary, VPO4O is formed showing that the V3+-O/V5+=O
redox couple is activated at a constant equilibrium voltage of 3.95 V vs. Li+/Li [65].
Indeed, in the VPO4OH hypothetical phase the competition between the two highly co-
valent bonds, V4+=O on one side and O-H bond on the other side, would destabilize the
VIV-O-H sequence, leading to the concomitant extraction of Li+ and H+ and to the atypi-
cal two-electron V3+/V5+=O redox reaction at a constant voltage. Unfortunately, on the
contrary to the two-electron reaction observed in LixVPO4O over 3.2 V, which is reversible
but not practical, this one observed at a constant high voltage leads to an irreversible
phase transformation.

107



Molecules 2021, 26, 1428

The Li+ insertion within LiVPO4O involves two intermediate phases, Li1.5VPO4O
and Li1.75VPO4O, before reaching the Li2VPO4O [66]. Although this V3+-rich composition
is described in a triclinic (P-1, Z = 4) system allowing the formation of a vanadyl-type
distortion along the chains, the refined V-O distances do not reveal significant differences
between them [63], in agreement with the weak Jahn Teller activity of V3+ (d2 t2g2eg0). Lin
et al. [67] studied in detail the structural evolutions at the local scale during the lithium
insertion in Li1+xVPO4O, and V K-edge EXAFS shows the disappearance of vanadyl bond
for Li1.5VPO4O and the persistence of the longer antagonist until Li1.75VPO4O in good
agreement with the phase transitions observed (Figure 11).

The investigation of LiVPO4F started in 2003 with a series of studies conducted
by Barker and co-workers [60,68,69] who highlighted the promising performance of this
material. Indeed, the high voltage delivered for the Lithium extraction (4.25 V vs. Li+/Li for
the V3+/V4+ redox voltage, Figure 12) and a capacity very close to the theoretical one even
at high C-rate confer to this material a higher practical energy density compared to the ones
of commercially available LiFePO4 and LiCoO2 (655 vs. 585 and 525 Wh/kg respectively).

Figure 12. Voltage profile of LixVPO4F cycled between 3.0–4.6 V vs. Li+/Li (left) and between 3.0
and 1.5 V vs Li+/Li in GITT mode (right) adapted from ref. [14]. Reproduced with permission from
Ateba Mba et al., Chemistry of Materials; published by American Chemical Society, 2012.

The Lithium extraction from LiVPO4F involves an intermediate phase, Li2/3VPO4F,
and then VPO4F through two biphasic reactions. The crystal structure of VPO4F was
reported by Ellis et al. [70], its C2/c space group involving centrosymmetric vanadium octa-
hedra with V-F distances of 1.95 Å (Figure 13) whereas the actual nature of the Li2/3VPO4F
phase is still unclear, although superstructure peaks have been identified and indexed by
doubling the b parameter [71]. This intermediate phase is not formed during discharge
where a biphasic reaction between the end-member compositions VPO4F and LiVPO4F
takes place [72]. This asymmetric charge/discharge mechanism is not understood at the
moment even though it was first attributed by Ellis et al. to the presence of two lithium
sites partially occupied (0.8/0.2) in the starting LiVPO4F. Nevertheless, this hypothesis
was ruled out later by Ateba Mba et al. [67] who localized Lithium in a single fully oc-
cupied site. Piao et al. [73] conducted operando V-K edge XANES in order to probe the
redox mechanism during delithiation of LiVPO4F. By a principal component analysis, three
components were required to fit the series of spectra recorded upon charge. This might
suggest at least a V3+/V4+ ordering for Li2/3VPO4F. The lithium insertion into LiVPO4F
occurs at low voltage, typical for the V3+/V2+ redox couple (i.e., 1.8 V vs. Li+/Li) through
a biphasic reaction leading to the formation of Li2VPO4F (Figure 12). The structure of
Li2VPO4F is described in a C2/c space group with V2+ sitting in a centrosymmetric VO4F2
octahedra with V-F distances at 2.10 Å and equatorial V-O ones at 2.13 Å in average [70]
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(Figure 13) while Li+ ions are distributed between two 8f Wyckoff sites half occupied in
LiO3F2 environments.

Figure 13. Structural evolution during Lithium extraction/insertion from/into LiVPO4F [72] and LiVPO4O [63,67].

Various chemical routes to obtain polycrystalline powders of Tavorite LiVPO4F were
reported: sol-gel-assisted carbo thermal reduction (CTR) [74], ionothermal [75]. The
majority of these reports highlight the difficulty to obtain pure powders (i.e., without anti-
NASICON Li3V2(PO4)3 impurity) or vanadyl-free compounds. Indeed, a series of recent
papers demonstrated, by 7Li NMR (and its 2D analogue) and DFT calculations, the presence
of various amounts of vanadyl-type defects in crystallographically pure “LiVPO4F” [76,77].
Recently, B. Kang and co-workers [78] reported on an ingenious strategy to avoid the
fluorine loss during synthesis, using PTFE as an additional fluorine source. The material
thus obtained reveals high electrochemical performance with a stable discharge capacity
of 120 mAh/g at 10C over 500 cycles. The same group also published for the first time
the electrochemical properties of the mixed valence V3+/V4+ LiVPO4F0.25O0.75 [79]. This
strategy aimed at decreasing the difference in voltage between Li insertion and extraction
reactions, conferring to the material a high energy density (i.e., 820 Wh/kg) in a reduced
voltage range (i.e., 2.0–4.5 V vs. Li+/Li) with the activation of the V3+/V4+ and V4+/V5+

redox couples, respectively. Further investigation of the LiVPO4F-LiVPO4O tie-line has
allowed several compositions to stabilize in which the competition between ionicity of the
V3+-F bond and covalency of the V4+=O bond distorts the structure, freezes the framework
upon Li extraction and hence allows for improved rate capabilities compared with the
end-member phases [80,81]. Interestingly, upon Li deintercalation from these materials, the
V4+=O/V5+=O redox couple is triggered first before the V3+/V4+ is activated in fluorine
rich environments leading to the formation of a mixed valence V3+-V5+ phase at half
charge [81]. Although surprising, this redox mechanism is in full agreement with the
operating voltage of the end-member phases, the V4+/V5+ redox couple being activated at
3.95 V in LiVPO4O and the V3+/V4+ redox couple at 4.25 V in LiVPO4F due to the absence
of vanadyl distortion in LiVPO4F and VPO4F.

Most of the vanadium phosphates discussed above operate at a rather high V3+/V4+

redox voltage, suggesting a massive improvement of the energy density delivered while
triggering the V4+/V5+ redox couple. However, materials that operate at such a high
V3+/V4+ voltage are usually unable to reversibly exchange several electrons in a narrow
enough voltage range. In the following section we will clarify the crystallographic origin
of this trend and identify the strategies able to overcome this issue.
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5. Towards Reversible High-Voltage Multi-Electron Reactions

Many other vanadium phosphates (as well as pyrophosphates and phosphites, see
Table 1) have been stabilized and studied as positive electrode materials for Li(Na)-ion
batteries. This article does not aim at providing an exhaustive review of all of them,
however careful descriptions of selected systems, provided above, now allow us to gener-
alize and predict part of their properties (especially working voltages, redox mechanisms
and structural evolutions) from the only consideration of their crystal structures in their
pristine state.

Table 1. List of the vanadium phosphate, pyro-phosphate and phosphite materials with their redox voltage and correspond-
ing practical capacity based on vanadium redox. More details about the classification of these materials (Type I, II or III) are
provided in the text and at the Figure 14.

As Synthetized
Compositions Initial Vn+ M/P

Ratio

V2+/V3+ V3+/V4+ V4+/V5+

Ref.E (V vs.
Li+/Li)

Capacity
(mAh/g)

E (V vs.
Li+/Li)

Capacity
(mAh/g)

E (V vs.
Li+/Li)

Capacity
(mAh/g)

Type I Materials

Na3V2(PO4)3 V3+ 0.67 1.9 * 59 3.7 * 118 / / [39]

Na3V1.5Al0.5(PO4)3 V3+ 0.67 1.9 * 60 3.7 * 85 4.3 * 28 [39]

Na3VCr(PO4)3 V3+ 0.67 / / 3.7 * 60 4.4 * 50 [42]

Na4VMn(PO4)3 V3+ 0.67 / / 3.7 * 60 4.2 * 50 [47]

r-Li3V2(PO4)3 V3+ 0.67 / / 3.7 131 / / [34]

m-Li3V2(PO4)3 V3+ 0.67 1.8 131 3.9 131 4.5 33 [27]

LiVP2O7 V3+ 0.5 2 116 4.3 95 / / [82,83]

Na7V4(P2O7)3(PO4)2 V3+ 0.5 / / 4.2 * 90 / / [84]

Na7V3Al1(P2O7)3(PO4)2 V3+ 0.5 / / 4.2 * 77 4.5 46 [85]

Na3V(PO4)2 V3+ 0.5 / / 3.8 * 90 4.4 * 20 [86,87]

LiV(HPO3)2 V3+ 0.5 / / 4.1 75 / / [88]

Li9V3(P2O7)3(PO4)2 V3+ 0.375 / / 3.7 55 4.5 55 [89]

Na7V3(P2O7)4 V3+ 0.375 / / 4.3 * 80 / / [90]

Na3V(PO3)3N V3+ 0.33 / / 4.3 * 74 / / [91]

Type II Materials

LiVPO4F V3+ 1 1.8 156 4.2 156 / / [14]

NaVPO4F V3+ 1 / / ≈4.2 * 20 / / [92]

LiVPO4OH V3+ 1 1.4 155 / / / / [65]

(Li,K)VPO4F V3+ 1 / / 4.0 110 / / [93]

Na3V2(PO4)2F3 V3+ 0.67 1.5 * 64 4.0 * 64 ≈ 4.8 * 64 [51,53,94]

Li5V(PO4)2F2 V3+ 0.5 / / 4.15 85 4.7 85 [95]

t-Na5V(PO4)2F2 V3+ 0.5 / / 3.7 * 62 / / [96]

o-Na5V(PO4)2F2 V3+ 0.5 / / 3.9 * 65 / / [96]

Type III Materials

α-LiVPO4O V4+ 1 / / 2.4 155 3.95 150 [14]

β-LiVPO4O V4+ 1 / / 2.2 155 4 130 [97]

β-NaVPO4O V4+ 1 / / / / 3.6 * 58 [98]

γ-LiVPO4O V4+ 1 / / 2 80 4 150 [99]

Li4VO(PO4)2 V4+ 0.5 / / 2 94 4.1 94 [100]

Na4VO(PO4)2 V4+ 0.5 / / / / 3.8 * 77 [101]

Li2VOP2O7 V4+ 0.5 / / / / 4.1 64 [102]

The voltage values are reported vs. Li+/Li even for those obtained in Na-cell (according to E(Na+/Na) = 0.3 V vs. Li+/Li), in that case the
voltage is marked by *
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Figure 14. Typical evolution of vanadium environments according to the oxidation state of vanadium
for type I, type II and type III materials.

Table 1 highlights the significant divergence in the V3+/V4+ redox voltages which
cannot be attributed to the inductive effect, the cation-cation repulsions or even Li site
energy, which are the main reported features impacting the voltage in polyanions [103,104].
Indeed, the voltage for the V3+/V4+ redox couple in the Tavorite system LixVPO4Y (with
Y = O or F) varies from 2.4 V for Li1+xVPO4O (0≤ x≤ 1) to 4.26 V in Li1-xVPO4F (0 ≤ x ≤ 1).
This is attributed to the effect of the highly covalent vanadyl bond which is observed
for oxidation states of vanadium strictly superior to 3 in Li1-xVPO4O, Na4VO(PO4)2 . . .
These structures present a common crystallographic feature: at least one oxygen around
vanadium is not involved in a covalent P-O bond and hence could be engaged in a vanadyl
bond. In the compounds where the VO6 octahedra share all their oxygen atoms with PO4
(or P2O7) groups, the structure of the de-alkalinated V4+ phases are vanadyl free with
VO6 octahedra slightly distorted. The corresponding vanadyl free V3+/V4+ redox couple
is located at 3.9 V in monoclinic Li3-xV2(PO4)3 and 4.2 V in Li1-xVP2O7, a much higher
voltage than the V3+/V4+ couple involved in Li1+xVPO4O polymorphs (around 2.3 V vs.
Li+/Li).

Boudin et al. [15] proposed a classification of the vanadium phosphates into three
groups according to size of the “clusters” of vanadium polyhedra ([VOx]n with 1 < n < ∞).
Although this classification is pertinent to the discussion of the catalytic or magnetic
properties of vanadium phosphates, it does not really make sense for a discussion of
electrochemical properties. Therefore, we chose to sort these materials considering vanadyl-
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forbidden (type I and type II) and vanadyl-allowed (type III) structures (summarized in
Table 1 and Figure 14):

• For type I materials (e.g., Li3V2(PO4)3), in which the vanadyl bond cannot appear
due to the involvement of each oxygen atom of VO6 octahedra in a PO4-type entity,
the typical evolution of the vanadium environment upon oxidation (from V2+ to V5+)
follows a quasi-homogeneous shortening of V-O bonds from V2+ to V4+ and a strong
increase in VO6 distortion to reach the V5+ state with corresponding voltages of 1.8 V
vs. Li+/Li for V2+/V3+, 3.9 V vs. Li+/Li for V3+/V4+ and 4.4 V vs. Li+/Li for V4+/V5+

redox couples (on average for all the type I materials reported in Table 1).
• In type II materials (e.g., LiVPO4F), at least one of the ligands around vanadium is

unshared with a phosphate group and hence would be available to form the vanadyl
bond. However, in that case, the nature of this ligand (F− instead of O2−) inhibits its
formation. From V2+ to V4+, the evolution of the vanadium environment follows a
similar trend with slightly higher voltages than for type I due to the higher ionicity of
V-F versus V-O. For V5+, for instance in deintercalated Na3V2(PO4)2F3, a “vanadyl-
like” distortion appears with V-F bond length of 1.6 Å and 1.9 Å. Such an F . . . V-F
sequence has never been reported elsewhere and the precise nature of the V-F bonds
formed is still to be clarified.

• Type III group (e.g., LiVPO4O) gathers the structures having at least one oxygen be-
longing to VO6 octahedra available to form the covalent vanadyl bond for vanadium
oxidation states higher than 3. In this class of materials, the V3+ environments are
quasi undistorted. As the oxidation state of vanadium is increased, vanadium leaves
the inversion center of the VO6 octahedra in order to form the vanadyl bond. The
formation of a distorted VIVO6 octahedra (with typical distances ranging between 1.6
and 2.4 Å along dz2 and quasi equivalent equatorial distances around 2 Å) and VVO5
pyramids (in which the short V=O bond is about 1.6 Å and a shortening of the equato-
rial distances is observed around 1.8–1.9 Å) are observed. The corresponding voltages
appear completely different to those of type I and type II materials: 2.4 V vs. Li+/Li
for the V3+-O/V4+=O and 3.95 V vs. Li+/Li for the V4+=O/V5+=O redox couples.

Note that type II materials are crystallographically pseudo type III ones in which the
oxygen involved in the vanadyl bond is replaced by Fluorine. Therefore, partial substitution
of this fluorine by oxygen leads to mixed type II/III materials—which is actually the
case for most of the type III materials, difficult to obtain as vanadyl-free. Extended oxy-
fluorine solid solutions were investigated for Na3V2(PO4)2F3−yOy [54,55,57,58] and for
LiVPO4F1-yOy [79–81,105,106]. The particularity of these compounds resides in the redox
paradox of vanadium where the V4+=O/V5+=O is activated at lower voltage than the
V3+-F/V4+-F [55,81,107]. Depending on the distribution of ligands around V, it behaves as
type II (V3+O4F2), type III (V4+O4O2) or mixed type II/III (V3/4+O4OF) [81]. For this latter
environment, the V5+=O vanadyl-like distortion is allowed upon cycling, promoting the
reversibility of the process, but is observed at higher voltage than type III materials thanks
to the antagonist fluorine. This highlights the importance of the heteroleptic units formed
in statistically distributed or in peculiar O/F ordered compounds which are somewhat
difficult to obtain due to the different nature of the V4+=O and V3+-F bonds promoting
their clusterization [108].

This classification makes further sense regarding the ability of each type of vanadium
phosphates to reversibly exchange several electrons per transition metal at high voltage
and in a narrow enough voltage range. In type III materials multi-electron redox through
V3+-O/V4+=O and V4+=O/V5+=O couples have often been reported [9–12]. The oxygen
atoms unshared with PO4 facilitate the formation of the vanadyl bond allowing for two
rather reversible electron processes and thus allow the achievement of cycling stability with
energy density higher than 900 Wh/kg [9]. However, this multi-electron reaction cannot be
used in a real battery system due to the large voltage difference between the V3+-O/V4+=O
and V4+=O/V5+=O (ca. 2.5 V) redox couples. Substituting oxygen by fluorine in such
a way to obtain LiVPO4F0.75O0.25 allows raising the voltage of the V3+/V4+ redox and
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hence reversibly intercalating 1.6 electrons per vanadium in a reduced voltage range [79].
However, this material suffers from rapid capacity fading under such conditions. Since
then, the possibility to stabilize multiple compositions along the LiVPO4F-LiVPO4O tie-line
has been demonstrated and a systemic investigation of substitution ratio (i.e., y) vs. the
voltage range could allow fixing this issue by controlling the ∆x in Li1±xVPO4F1−yOy.

In type I and type II materials, while the low voltage V2+/V3+ (≈1.8 V vs. Li+/Li) and
high voltage V3+/V4+ (3.9–4.2 V vs. Li+/Li) redox are easily triggered, the V4+/V5+ redox
is rarely reported (see Table 1). Moreover, this latter is often kinetically limited and/or
irreversible, most probably due to the structural rearrangements required to provide to V5+

cations a satisfying environment. Indeed, the V5+ cations are stable either in a pyramidal
([1+4] coordination) or in a tetrahedral ([2+2] coordination) or even in a very distorted
octahedral ([2+2+2] coordination) [15] environments. In each case, at least one covalent
vanadyl bond must be formed, but this formation is not privileged by the crystallographic
arrangements adopted by type I and II materials. In order to provide to the V5+ cations
with a more stable environment than this distorted octahedral one, migration of V5+ in
tetrahedral site has been proposed [32]. Therefore, kinetic limitations and/or an irreversible
capacity, which can be compensated only at very low voltage (as seen in Na3V2(PO4)2F3,
Li3V2(PO4)3, Li5V(PO4)2F2 and Li9V3(P2O7)3(PO4)2), appear. Although V5+ migration in
tetrahedral sites has been reported only in Li3V2(PO4)3 so far, analyzing the electrochemical
response upon subsequent discharge for other compounds gives insight about the nature of
the irreversible reaction taking place. For instance, in Na3V2(PO4)2F3, the Na re-insertion
into V2(PO4)F3 (i.e., V4.5+) occurs at 3.9 V vs. Na+/Na in average, until the composition
Na2V2(PO4)2F3 (V4.5+ to V3.5+): this voltage range is associated to the Na3(V3+)-Na1(V4+)
composition range during the previous charge. The further Na insertion occurs at 1.6 V
vs. Na+/Na until the composition Na3V2(PO4)2F3 is recovered. Moreover, the length of
this low voltage plateau is proportional to the amount of vanadium oxidized above V4+

during the previous charge. Therefore, this low voltage feature is more likely to correspond
to the reduction in V3+ (i.e., ≈1.5 V vs. Na+/Na for V3+/V2+ redox in type I and type II
materials) rather than to the reduction in the V4+ into V3+ (i.e., 3.6–3.9 V vs. Na+/Na). This
behavior could agree with the presence of V5+ in Td sites. Indeed, as seen in transition
metal vanadates used as anode in alkali-ion batteries [109], V5+

Td is not reduced above
1.5 V vs. Li+/Li without migrating back in an octahedral site. Therefore, the V3+ reduction
would occur at a higher voltage than the V5+

Td reduction. The presence of oxygen in
the fluorine site would help in accommodating V5+ cation in distorted octahedral site in
the charged state. Indeed, it has been shown by theoretical calculations that the partial
substitution of fluorine by oxygen in such a way to obtain Na3V2(PO4)2F3−xOx composition
tends to decrease the voltage of extraction of the third Na+ cations (from 4.9 V to 4.7 V vs.
Na+/Na from pure fluoride to oxy-fluoride) leading to the reversible exchange of more
than one electron per vanadium with an excellent rate capability [55].

Finally, this review reveals that the versatility of the vanadium chemistry with a
large number of stable oxidation states stabilized in very different environments opens the
road towards the formation of new materials whose strains imposed by the crystal field
give attractive electrochemical properties. While, in the battery field, the search for new
polyanion positive electrode materials slows down for few years, maintaining the efforts
towards the stabilization of new phases is crucial. LiVPO4F1–xOx and Na3V2(PO4)2F3–xOx
are the only vanadium phosphate oxy-fluorides studied as positive electrode materials and
have shown very promising properties. Further playing with anionic substitution, not only
with vanadium phosphate oxy-fluorides but also oxy-nitrides (as recently reported with
Na3V2(PO3)3N [91]) and even oxy-sulfides, would offer new degrees of flexibility for such
versatile polyanion systems and could allow the achievement of high energy density (ca.
1 kWh/kg of active positive electrode material corresponding to ca. 400 Wh/kg at the cell
level) through reversible high-voltage multi-electron redox.
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6. Conclusions

This review has identified the vanadyl distortion as the main feature governing the
operating voltage in vanadium phosphates and their ability to reversibly store several
electrons per transition metal. The classification of such materials in three groups, according
to the nature of the ligands in the vanadium octahedra and to the distribution of PO4 around
them, has allowed to unveil the strategies to increase their energy density. Indeed, anionic
substitutions have led to vanadium phosphate oxy-fluorides which allow to combine the
beneficial effect of the vanadyl distortion on the reversibility with the high voltage of
vanadium redox couples in fluorine rich environments. Further investigation of these
anionic substitutions could allow to tend towards reversible high-voltage multi-electron
reactions in Alkali-ion batteries.

Funding: The authors acknowledge FEDER, the Reégion Hauts-de-France and the RS2E Network for
the funding of EB’s PhD thesis, as well as the financial support of Région Nouvelle Aquitaine, of
the French National Research Agency (STORE-EX Labex Project ANR-10-LABX-76-01) and of the
European Union’s Horizon 2020 research and innovation program under grant agreement No 875629
(NAIMA project).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Padhi, A.K.; Nanjundaswamy, K.S.; Goodenough, J.B. Phospho-Olivines as Positive-Electrode Materials for Rechargeable Lithium

Batteries. J. Electrochem. Soc. 1997, 144, 1188–1194. [CrossRef]
2. Andersson, A.S.; Thomas, J.O.; Kalska, B.; Häggström, L. Thermal Stability of LiFePO4-Based Cathodes. Electrochem. Solid State Lett.

2000, 3, 66–68. [CrossRef]
3. Andersson, A.S.; Kalska, B.; Haggstrom, L.; Thomas, J.O. Lithium Extraction/Insertion in LiFePO4: An X-Ray Diffraction and

Mössbauer Spectroscopy Study. Solid State Ion. 2000, 130, 41–52. [CrossRef]
4. Yamada, A.; Chung, S.C.; Hinokuma, K. Optimized LiFePO4 for Lithium Battery Cathodes. J. Electrochem. Soc. 2001, 148,

224–229. [CrossRef]
5. Huang, H.; Yin, S.; Nazar, L.F. Approaching Theoretical Capacity of LiFePO4 at Room Temperature at High Rates.

Electrochem. Solid State Lett. 2001, 4, 170–172. [CrossRef]
6. Recham, N.; Chotard, J.-N.; Jumas, J.-C.; Laffont, L.; Armand, M.; Tarascon, J.-M. Ionothermal Synthesis of Li-Based Fluorophos-

phates Electrodes. Chem. Mater. 2010, 22, 1142–1148. [CrossRef]
7. Barpanda, P.; Ati, M.; Melot, B.C.; Rousse, G.; Chotard, J.-N.; Doublet, M.-L.; Sougrati, M.T.; Corr, S.A.; Jumas, J.-C.; Tarascon,

J.-M. A 3.90 V Iron-Based Fluorosulphate Material for Lithium-Ion Batteries Crystallizing in the Triplite Structure. Nat. Mater.
2011, 10, 772–779. [CrossRef]

8. Lv, D.; Bai, J.; Zhang, P.; Wu, S.; Li, Y.; Wen, W.; Jiang, Z.; Mi, J.; Zhu, Z.; Yang, Y. Understanding the High Capacity of Li 2 FeSiO
4: In Situ XRD/XANES Study Combined with First-Principles Calculations. Chem. Mater. 2013, 25, 2014–2020. [CrossRef]

9. Siu, C.; Seymour, I.D.; Britto, S.; Zhang, H.; Rana, J.; Feng, J.; Omenya, F.O.; Zhou, H.; Chernova, N.A.; Zhou, G.; et al. Enabling
Multi-Electron Reaction of ε-VOPO4 to Reach Theoretical Capacity for Lithium-Ion Batteries. Chem. Commun. 2018, No. 54,
7802–7805. [CrossRef]

10. Shi, Y.; Zhou, H.; Seymour, I.D.; Britto, S.; Rana, J.; Wangoh, L.W.; Huang, Y.; Yin, Q.; Reeves, P.J.; Zuba, M.; et al. Electrochemical
Performance of Nanosized Disordered LiVOPO4. ACS Omega 2018, 3, 7310–7323. [CrossRef] [PubMed]

11. Shi, Y.; Zhou, H.; Britto, S.; Seymour, I.D.; Wiaderek, K.M.; Omenya, F.; Chernova, N.A.; Chapman, K.W.; Grey, C.P.; Whit-
tingham, M.S. A High-Performance Solid-State Synthesized LiVOPO4 for Lithium-Ion Batteries. Electrochem. Commun. 2019,
105, 106491. [CrossRef]

12. Chung, Y.; Cassidy, E.; Lee, K.; Siu, C.; Huang, Y.; Omenya, F.; Rana, J.; Wiaderek, K.M.; Chernova, N.A.; Chapman,
K.W.; et al. Nonstoichiometry and Defects in Hydrothermally Synthesized ε-LiVOPO4. ACS Appl. Energy Mater. 2019, 2,
4792–4800. [CrossRef]

13. Rana, J.; Shi, Y.; Zuba, M.J.; Wiaderek, K.M.; Feng, J.; Zhou, H.; Ding, J.; Tianpin, W.; Cibin, G.; Balasubramanian, M.; et al. Role of
Disorder in Limiting the True Multi-Electron Redox in ε-LiVOPO4. J. Mater. Chem. A 2018, 42, 1–10. [CrossRef]

14. Ateba Mba, J.; Masquelier, C.; Suard, E.; Croguennec, L. Synthesis and Crystallographic Study of Homeotypic LiVPO4F and
LiVPO4O. Chem. Mater. 2012, 24, 1223–1234. [CrossRef]

114



Molecules 2021, 26, 1428

15. Boudin, S.; Guesdon, A.; Leclaire, A.; Borel, M.M. Review on Vanadium Phosphates with Mono and Divalent Metallic Cations:
Syntheses, Structural Relationships and Classification, Properties. Int. J. Inorg. Mater. 2000, 2, 561–579. [CrossRef]

16. Whittingham, M.S. Ultimate Limits to Intercalation Reactions for Lithium Batteries. Chem. Rev. 2014, 114, 11414–11443.
[CrossRef] [PubMed]

17. Croguennec, L.; Palacin, M.R. Recent Achievements on Inorganic Electrode Materials for Lithium-Ion Batteries. J. Am. Chem. Soc.
2015, 137, 3140–3156. [CrossRef]

18. Masquelier, C.; Croguennec, L. Polyanionic (Phosphates, Silicates, Sulfates) Frameworks as Electrode Materials for Rechargeable
Li (or Na) Batteries. Chem. Rev. 2013, 113, 6552–6591. [CrossRef] [PubMed]

19. Yabuuchi, N.; Kubota, K.; Dahbi, M.; Komaba, S. Research Development on Sodium-Ion Batteries. Chem. Rev. 2014, 114,
11636–11682. [CrossRef] [PubMed]

20. Shi, H.-Y.; Jia, Z.; Wu, W.; Zhang, X.; Liu, X.-X.; Sun, X. The Development of Vanadyl Phosphate Cathode Materials for Energy
Storage Systems: A Review. Chem. A Eur. J. 2020, 26, 8190–8204. [CrossRef] [PubMed]

21. Beneš, L.; Melánová, K.; Svoboda, J.; Zima, V. Intercalation Chemistry of Layered Vanadyl Phosphate: A Review. J. Incl. Phenom.
Macrocycl. Chem. 2012, 73, 33–53. [CrossRef]

22. Jian, Z.; Hu, Y.-S.; Ji, X.; Chen, W. NASICON-Structured Materials for Energy Storage. Adv. Mater. 2017, 29, 1601925. [CrossRef]
23. Anantharamulu, N.; Koteswara Rao, K.; Rambabu, G.; Vijaya Kumar, B.; Radha, V.; Vithal, M. A Wide-Ranging Review on

Nasicon Type Materials. J. Mater. Sci. 2011, 46, 2821–2837. [CrossRef]
24. Manthiram, A.; Goodenough, J.B. Lithium Insertion into Fe2(SO4)3 Frameworks. J. Power Sources 1989, 26, 403–408. [CrossRef]
25. Huang, H.; Yin, S.C.; Kerr, T.; Taylor, N.; Nazar, L.F. Nanostructured Composites: A High Capacity, Fast Rate Li3V2(PO4)3/Carbon

Cathode for Rechargeable Lithium Batteries. Adv. Mater. 2002, 14, 1525–1528. [CrossRef]
26. Patoux, S.; Wurm, C.; Morcrette, M.; Rousse, G.; Masquelier, C. A Comparative Structural and Electrochemical Study of

Monoclinic Li3Fe2(PO4)3 and Li3V2(PO4)3. J. Power Sources 2003, 119, 278–284. [CrossRef]
27. Yin, S.-C.; Grondey, H.; Strobel, P.; Anne, M.; Nazar, L.F. Electrochemical Property: Structure Relationships in Monoclinic

Li3-YV2(PO4)3. J. Am. Chem. Soc. 2003, 125, 10402–10411. [CrossRef] [PubMed]
28. Yin, S.C.; Strobel, P.S.; Grondey, H.; Nazar, L.F. Li2.5V2(PO4)3: A Room-Temperature Analogue to the Fast-Ion Conducting

High-Temperature γ-Phase of Li3V2(PO4)3. Chem. Mater. 2004, 16, 1456–1465. [CrossRef]
29. Rui, X.; Yan, Q.; Skyllas-Kazacos, M.; Lim, T.M. Li3V2(PO4)3 Cathode Materials for Lithium-Ion Batteries: A Review.

J. Power Sources 2014, 258, 19–38. [CrossRef]
30. Kang, J.; Mathew, V.; Gim, J.; Kim, S.; Song, J.; Im, W.B.; Han, J.; Lee, J.Y.; Kim, J. Pyro-Synthesis of a High Rate Nano-Li3V2

(PO4)3/C Cathode with Mixed Morphology for Advanced Li-Ion Batteries. Sci. Rep. 2014, 4, 1–9. [CrossRef]
31. Saïdi, M.Y.; Barker, J.; Huang, H.; Swoyer, J.L.; Adamson, G. Performance Characteristics of Lithium Vanadium Phosphate as a

Cathode Material for Lithium-Ion Batteries. J. Power Sources 2003, 119, 266–272. [CrossRef]
32. Kim, S.; Zhang, Z.; Wang, S.; Yang, L.; Cairns, E.J.; Penner-Hahn, J.E.; Deb, A. Electrochemical and Structural Investigation of the

Mechanism of Irreversibility in Li3V2(PO4)3 Cathodes. J. Phys. Chem. C 2016, 120, 7005–7012. [CrossRef]
33. Rui, X.H.; Yesibolati, N.; Chen, C.H. Li3V2(PO4)3/C Composite as an Intercalation-Type Anode Material for Lithium-Ion Batteries.

J. Power Sources 2011, 196, 2279–2282. [CrossRef]
34. Gaubicher, J.; Wurm, C.; Goward, G.; Masquelier, C.; Nazar, L. Rhombohedral Form of Li3V2(PO4)3 as a Cathode in Li-Ion

Batteries. Chem. Mater. 2000, 12, 3240–3242. [CrossRef]
35. Delmas, C.; Olazcuaga, R.; Cherkaoui, F.; Brochu, R.; Leflem, G. New Family of Phosphates with Formula Na3M2(PO4)3

(M= Ti,V,Cr,Fe). C. R. Seances Acad. Sci. 1978, 287, 169–171.
36. Chotard, J.-N.; Rousse, G.; David, R.; Mentré, O.; Courty, M.; Masquelier, C. Discovery of a Sodium-Ordered Form of Na3V2(PO4)3

below Ambient Temperature. Chem. Mater. 2015, 27, 5982–5987. [CrossRef]
37. Jian, Z.; Yuan, C.; Han, W.; Lu, X.; Gu, L.; Xi, X.; Hu, Y.; Li, H.; Chen, W.; Chen, D.; et al. Atomic Structure and Kinetics of

NASICON NaxV2(PO4)3 Cathode for Sodium-Ion Batteries. Adv. Funct. Mater. 2014, 24, 4265–4272. [CrossRef]
38. Golalakrishnan, J.; Kasthuri Rangan, K. NASICON-Type Vanadium Phosphate Synthesized by Oxidative Deintercalation of

Sodium from Sodium Vanadium Phosphate (Na3V2(PO4)3). Chem. Mater. 1992, 4, 745–747. [CrossRef]
39. Lalère, F.; Seznec, V.; Courty, M.; David, R.; Chotard, J.N.; Masquelier, C. Improving the Energy Density of Na3V2(PO4)3-Based

Positive Electrodes through V/Al Substitution. J. Mater. Chem. A 2015, 3, 16198–16205. [CrossRef]
40. Mason, C.W.; Gocheva, I.; Hoster, H.E.; Dennis, Y.W. Activating Vanadium’s Highest Oxidation State in the NASICON Structure.

ECS Trans. 2014, 58, 41–46. [CrossRef]
41. Aragón, M.J.; Lavela, P.; Ortiz, G.F.; Tirado, J.L. Benefits of Chromium Substitution in Na3V2(PO4)3 as a Potential Candidate for

Sodium-Ion Batteries. ChemElectroChem 2015, 2, 995–1002. [CrossRef]
42. Liu, R.; Xu, G.; Li, Q.; Zheng, S.; Zheng, G.; Gong, Z.; Li, Y.; Kruskop, E.; Fu, R.; Chen, Z.; et al. Exploring Highly Reversible

1.5-Electron Reactions (V3+/V4+/V5+) in Na3VCr(PO4)3 Cathode for Sodium-Ion Batteries. ACS Appl. Mater. Interfaces 2017, 9,
43632–43639. [CrossRef]

43. Liu, R.; Zheng, S.; Yuan, Y.; Yu, P.; Liang, Z.; Zhao, W.; Shahbazian-Yassar, R.; Ding, J.; Lu, J.; Yang, Y. Counter-Intuitive
Structural Instability Aroused by Transition Metal Migration in Polyanionic Sodium Ion Host. Adv. Energy Mater. 2020, 2003256,
1–9. [CrossRef]

115



Molecules 2021, 26, 1428

44. Zhou, W.; Xue, L.; Gao, H.; Li, Y.; Xin, S.; Fu, G.; Cui, Z.; Zhu, Y.; Goodenough, J.B. MV(PO4)3 (M= Mn, Fe, Ni) Structure and
Properties for Sodium Extraction. Nano Lett. 2016, 16, 7836–7841. [CrossRef]

45. Zakharkin, M.V.; Drozhzhin, O.A.; Tereshchenko, I.V.; Chernyshov, D.; Abakumov, A.M.; Antipov, E.V.; Stevenson, K.J. Enhancing
Na+ Extraction Limit through High Voltage Activation of the NASICON-Type Na4MnV(PO4)3 Cathode. ACS Appl. Energy Mater.
2018, 1, 5842–5846. [CrossRef]

46. Zakharkin, M.V.; Drozhzhin, O.A.; Ryazantsev, S.V.; Chernyshov, D.; Kirsanova, M.A.; Mikheev, I.V.; Pazhetnov, E.M.; Antipov,
E.V.; Stevenson, K.J. Electrochemical Properties and Evolution of the Phase Transformation Behavior in the NASICON-Type
Na3+xMnxV2-x(PO4)3 (0≤x≤1) Cathodes for Na-Ion Batteries. J. Power Sources 2020, 470, 1–8. [CrossRef]

47. Chen, F.; Kovrugin, V.M.; David, R.; Mentré, O.; Fauth, F.; Chotard, J.N.; Masquelier, C. A NASICON-Type Positive Electrode for
Na Batteries with High Energy Density: Na4MnV(PO4)3. Small Methods 2019, 3, 1–9. [CrossRef]

48. Le Meins, J.; Crosnier-Lopez, M.-P.; Hemon-Ribaud, A.; Courbion, G. Phase Transitions in the Na3M2(PO4)2F3 Family
(M= Al3+,V3+,Cr3+,Fe3+,Ga3+): Synthesis, Thermal, Structural, and Magnetic Studies. J. Solid State Chem. 1999, 148,
260–277. [CrossRef]

49. Bianchini, M.; Brisset, N.; Fauth, F.; Weill, F.; Elkaim, E.; Suard, E.; Masquelier, C.; Croguennec, L. Na3V2(PO4)2F3 Revisited:
A High-Resolution Diffraction Study. Chem. Mater. 2014, 26, 4238–4247. [CrossRef]

50. Shakoor, R.A.; Seo, D.-H.; Kim, H.; Park, Y.-U.; Kim, J.; Kim, S.-W.; Gwon, H.; Lee, S.; Kang, K. A Combined First Principles and
Experimental Study on Na3V2(PO4)2F3 for Rechargeable Na Batteries. J. Mater. Chem. 2012, 22, 20535. [CrossRef]

51. Yan, G.; Mariyappan, S.; Rousse, G.; Jacquet, Q.; Deschamps, M.; David, R.; Mirvaux, B.; Freeland, J.W.; Tarascon, J.M. Higher
Energy and Safer Sodium Ion Batteries via an Electrochemically Made Disordered Na3V2(PO4)2F3 Material. Nat. Commun. 2019,
10, 1–12. [CrossRef] [PubMed]

52. Bianchini, M.; Fauth, F.; Brisset, N.; Weill, F.; Suard, E.; Masquelier, C.; Croguennec, L. Comprehensive Investigation of the
Na3V2(PO4)2F3−NaV2(PO4)2F3 System by Operando High Resolution Synchrotron X-ray Diffraction. Chem. Mater. 2015, 27,
3009–3020. [CrossRef]

53. Broux, T.; Bamine, T.; Simonelli, L.; Stievano, L.; Fauth, F.; Ménétrier, M.; Carlier, D.; Masquelier, C.; Croguennec, L. VIV
Disproportionation Upon Sodium Extraction From Na3V2(PO4)2F3 Observed by Operando X-ray Absorption Spectroscopy and
State NMR. J. Phys. Chem. C 2017, 121, 4103–4111. [CrossRef]

54. Broux, T.; Bamine, T.; Fauth, F.; Simonelli, L.; Olszewski, W.; Marini, C.; Ménétrier, M.; Carlier, D.; Masquelier, C.; Croguennec, L.
Strong Impact of the Oxygen Content in Na3V2(PO4)2F3-YOy (0 5 y 5 0.5) on Its Structural and Electrochemical Properties.
Chem. Mater. 2016, 28, 7683–7692. [CrossRef]

55. Park, Y.U.; Seo, D.H.; Kim, H.; Kim, J.; Lee, S.; Kim, B.; Kang, K. A Family of High-Performance Cathode Materials for Na-Ion
Batteries, Na3(VO1-XPO4)2 F1+2x (0 ≤ x ≤ 1): Combined First-Principles and Experimental Study. Adv. Funct. Mater. 2014, 24,
4603–4614. [CrossRef]

56. Mariyappan, S.; Wang, Q.; Tarascon, J.M. Will Sodium Layered Oxides Ever Be Competitive for Sodium Ion Battery Applications?
J. Electrochem. Soc. 2018, 165, 3714–3722. [CrossRef]

57. Park, Y.U.; Seo, D.H.; Kwon, H.S.; Kim, B.; Kim, J.; Kim, H.; Kim, I.; Yoo, H.I.; Kang, K. A New High-Energy Cathode for a Na-Ion
Battery with Ultrahigh Stability. J. Am. Chem. Soc. 2013, 135, 13870–13878. [CrossRef]

58. Serras, P.; Alonso, J.; Sharma, N.; Miguel, J.; Kubiak, P.; Gubieda, M.-L.; Rojo, T. Electrochemical Na Extraction/Insertion of
Na3V2O2x(PO4)2F3−2x. Chem. Mater. 2013, 25, 4917–4925. [CrossRef]

59. Morimoto, H.; Ito, D.; Ogata, Y.; Suzuki, T.; Sakamaki, K.; Tsuji, T.; Hirukawa, M.; Matsumoto, A.; Tobishima, S.
Charge/Discharge Behavior of Triclinic LiTiOPO4 Anode Materials for Lithium Secondary Batteries. Electrochem. Soc. Jpn. 2016,
84, 878–881. [CrossRef]

60. Barker, J.; Saidi, M.Y.; Swoyer, J.L. Electrochemical Insertion Properties of the Novel Lithium Vanadium Fluorophosphate,
LiVPO4F. J. Electrochem. Soc. 2003, 150, 1394–1398. [CrossRef]

61. Badraoui, A.E.; Pivan, J.-Y.; Maunaye, M.; Pena, O.; Louer, M.; Louer, D. Order-Disorder Phenomena in Vanadium Phosphates.
Structures and Properties of Tetragonal and Monoclinic VPO4·H2O. Ann. Chim. Sci. Matériaux 1998, 23, 97–101. [CrossRef]

62. Lii, K.H.; Li, H.; Cheng, C.; Wang, S. Synthesis and Structural Characterization of Sodium Vanadyl (IV) Orthophosphate
NaVOPO4. Z. Krist. Cryst. Mater. 2010, 197, 67–73. [CrossRef]

63. Bianchini, M.; Ateba-Mba, J.M.; Dagault, P.; Bogdan, E.; Carlier, D.; Suard, E.; Masquelier, C.; Croguennec, L. Multiple Phases in
the ε-VPO4O–LiVPO4O–Li2VPO4O System: A Combined Solid State Electrochemistry and Diffraction Structural Study. J. Mater.
Chem. A 2014, 2, 10182–10192. [CrossRef]

64. Song, Y.; Zavalij, P.Y.; Whittingham, M.S. ε-VOPO4: Electrochemical Synthesis and Enhanced Cathode Behavior. J. Electrochem. Soc.
2005, 152, 721–728. [CrossRef]

65. Boivin, E.; Chotard, J.-N.; Ménétrier, M.; Bourgeois, L.; Bamine, T.; Carlier, D.; Fauth, F.; Suard, E.; Masquelier, C.; Croguen-
nec, L. Structural and Electrochemical Studies of a New Tavorite Composition LiVPO4OH. J. Mater. Chem. A 2016, 4,
11030–11045. [CrossRef]

66. Lee Harrison, K.; Bridges, C.; Segre, C.; Varnado, D.; Applestone, D.; Bielawski, C.; Paranthaman, M.; Manthiram, A. Chemical
and Electrochemical Lithiation of LiVOPO4 Cathodes for Lithium-Ion Batteries. Chem. Mater. 2014, 26, 3849–3861. [CrossRef]

116



Molecules 2021, 26, 1428

67. Lin, Y.; Wen, B.; Wiaderek, K.; Sallis, S.; Liu, H.; Lapidus, S.; Borkiewicz, O.; Quackenbush, N.; Chernova, N.; Karki, K.; et al.
Thermodynamics, Kinetics and Structural Evolution of ε -LiVOPO4 over Multiple Lithium Intercalation. Chem. Mater. 2016, 28,
1794–1805. [CrossRef]

68. Barker, J.; Saidi, M.Y.; Swoyer, J.L. A Comparative Investigation of the Li Insertion Properties of the Novel Fluorophosphate
Phases, NaVPO4F and LiVPO4F. J. Electrochem. Soc. 2004, 151, 1670–1677. [CrossRef]

69. Barker, J.; Gover, R.K.B.; Burns, P.; Bryan, A.; Saidi, M.Y.; Swoyer, J.L. Structural and Electrochemical Properties of Lithium
Vanadium Fluorophosphate, LiVPO4F. J. Power Sources 2005, 146, 516–520. [CrossRef]

70. Ellis, B.L.; Ramesh, T.N.; Davis, L.J.M.; Goward, G.R.; Nazar, L.F. Structure and Electrochemistry of Two-Electron Redox Couples
in Lithium Metal Fluorophosphates Based on the Tavorite Structure. Chem. Mater. 2011, 23, 5138–5148. [CrossRef]

71. Boivin, E. Crystal Chemistry of Vanadium Phosphates as Positive Electrode Materials for Li-Ion and Na-Ion Batteries. Ph.D.
Thesis, University of Picardie Jules Verne, Amiens, France, 2017.

72. Ateba Mba, J.-M.; Croguennec, L.; Basir, N.I.; Barker, J.; Masquelier, C. Lithium Insertion or Extraction from/into Tavorite-Type
LiVPO4F: An In Situ X-Ray Diffraction Study. J. Electrochem. Soc. 2012, 159, 1171–1175. [CrossRef]

73. Piao, Y.; Qin, Y.; Ren, Y.; Heald, S.M.; Sun, C.; Zhou, D.; Polzin, B.J.; Trask, S.E.; Amine, K.; Wei, Y.; et al. A XANES Study of
LiVPO4F: A Factor Analysis Approach. Phys. Chem. Chem. Phys. 2014, 16, 3254–3260. [CrossRef] [PubMed]

74. Zhong, S.; Chen, W.; Li, Y.; Zou, Z.; Liu, C. Synthesis of LiVPO4F with High Electrochemical Performance by Sol-Gel Route.
Trans. Nonferrous Met. Soc. China 2010, 20, 275–278. [CrossRef]

75. Rangaswamy, P.; Shetty, V.R.; Suresh, G.S.; Mahadevan, K.M.; Nagaraju, D.H. Enhanced Electrochemical Performance of
LiVPO4F/f-Graphene Composite Electrode Prepared via Ionothermal Process. J. Appl. Electrochem. 2017, 47. [CrossRef]

76. Messinger, R.J.; Ménétrier, M.; Salager, E.; Boulineau, A.; Duttine, M.; Carlier, D.; Ateba Mba, J.-M.; Croguennec, L.; Masquelier, C.;
Massiot, D.; et al. Revealing Defects in Crystalline Lithium-Ion Battery Electrodes by Solid-State NMR: Applications to LiVPO4F.
Chem. Mater. 2015, 27, 5212–5221. [CrossRef]

77. Bamine, T.; Boivin, E.; Boucher, F.; Messinger, R.J.; Salager, E.; Deschamps, M.; Masquelier, C.; Croguennec, L.; Ménétrier, M.;
Carlier, D. Understanding Local Defects in Li-Ion Battery Electrodes through Combined DFT/NMR Studies: Application to
LiVPO4F. J. Phys. Chem. C 2017, 121, 3219–3227. [CrossRef]

78. Kim, M.; Lee, S.; Kang, B. Fast-Rate Capable Electrode Material with Higher Energy Density than LiFePO4: 4.2 V LiVPO4F
Synthesized by Scalable Single-Step Solid-State Reaction. Adv. Sci. 2015, 3, 1500366. [CrossRef]

79. Kim, M.; Lee, S.; Kang, B. High Energy Density Polyanion Electrode Material: LiVPO4O1-XFx (x ≈ 0.25) with Tavorite Structure.
Chem. Mater. 2017, 29, 4690–4699. [CrossRef]

80. Boivin, E.; David, R.; Chotard, J.N.; Bamine, T.; Iadecola, A.; Bourgeois, L.; Suard, E.; Fauth, F.; Carlier, D.; Masquelier, C.;
et al. LiVPO4F1-YOy Tavorite-Type Compositions: Influence of the Vanadyl-Type Defects’ Concentration on the Structure and
Electrochemical Performance. Chem. Mater. 2018, 30, 5682–5693. [CrossRef]

81. Boivin, E.; Iadecola, A.; Fauth, F.; Chotard, J.N.; Masquelier, C.; Croguennec, L. Redox Paradox of Vanadium in Tavorite
LiVPO4F1-YOy. Chem. Mater. 2019, 31, 7367–7376. [CrossRef]

82. Wurm, C.; Morcrette, M.; Rousse, G.; Dupont, L.; Masquelier, C. Lithium Insertion/Extraction into/from LiMX2O7 Compositions
(M = Fe, V.; X = P, As) Prepared via a Solution Method. Chem. Mater. 2002, 14, 2701–2710. [CrossRef]

83. Barker, J.; Gover, R.K.B.; Burns, P.; Bryan, A. LiVP2O7: A Viable Lithium-Ion Cathode Material? Electrochem. Solid State Lett. 2005,
8, 446–448. [CrossRef]

84. Deng, C.; Zhang, S. 1D Nanostructured Na7V4(P2O7)4(PO4) as High-Potential and Superior-Performance Cathode Material for
Sodium-Ion Batteries. Appl. Mater. Interfaces 2014, 6, 9111–9117. [CrossRef] [PubMed]

85. Kovrugin, V.; Chotard, J.-N.; Fauth, F.; Jamali, A.; David, R.; Christian, M. Structural and Electrochemical Studies of Novel
Batteries. J. Mater. Chem. A 2017, 5, 14365–14376. [CrossRef]

86. Kim, J.; Yoon, G.; Kim, H.; Park, Y.U.; Kang, K. Na3V(PO4)2: A New Layered-Type Cathode Material with High Water Stability
and Power Capability for Na-Ion Batteries. Chem. Mater. 2018, 30, 3683–3689. [CrossRef]

87. Liu, R.; Liang, Z.; Xiang, Y.; Zhao, W.; Liu, H.; Chen, Y. Recognition of V3+/V4+/V5+ Multielectron Reactions in Na3V(PO4)2:
A Potential High Energy Density Cathode for Sodium-Ion Batteries. Molecules 2020, 25, 1000. [CrossRef]

88. Sandineni, P.; Madria, P.; Ghosh, K.; Choudhury, A. A Square Channel Vanadium Phosphite Framework as High Voltage Cathode
for Li- and Na- Ion Batteries. Mater. Adv. 2020. [CrossRef]

89. Kuang, Q.; Xu, J.; Zhao, Y.; Chen, X.; Chen, L. Layered Monodiphosphate Li9V3(P2O7)3(PO4)2: A Novel Cathode Material for
Lithium-Ion Batteries. Electrochim. Acta 2011, 56, 2201–2205. [CrossRef]

90. Deng, C.; Zhang, S.; Zhao, B. First Exploration of Ultra Fine Na7V3(P2O7)4 as a High-Potential Cathode Material for Sodium-Ion
Battery. Energy Storage Mater. 2016, 4, 71–78. [CrossRef]

91. Reynaud, M.; Wizner, A.; Katcho, N.A.; Loaiza, L.C.; Galceran, M.; Carrasco, J.; Rojo, T.; Armand, M.; Casas-Cabanas, M.
Sodium Vanadium Nitridophosphate Na3V(PO3)3N as a High-Voltage Positive Electrode Material for Na-Ion and Li-Ion Batteries.
Electrochem. Commun. 2017, 84, 14–18. [CrossRef]

92. Boivin, E.; Chotard, J.-N.; Bamine, T.; Carlier, D.; Serras, P.; Veronica, P.; Rojo, T.; Iadecola, A.; Dupont, L.; Bourgeois, L.;
et al. Vanadyl-Type Defects in Tavorite-like NaVPO4F: From the Average Long Range Structure to Local Environments.
J. Mater. Chem. A 2017, 5, 25044–25055. [CrossRef]

117



Molecules 2021, 26, 1428

93. Fedotov, S.S.; Khasanova, N.R.; Samarin, A.S.; Drozhzhin, O.A.; Batuk, D.; Karakulina, O.M.; Hadermann, J.; Abakumov, A.M.;
Antipov, E.V. AVPO4F (A = Li, K): A 4 V Cathode Material for High-Power Rechargeable Batteries. Chem. Mater. 2016, 28,
411–415. [CrossRef]

94. Zhang, B.; Dugas, R.; Rousse, G.; Rozier, P.; Abakumov, A.M.; Tarascon, J.M. Insertion Compounds and Composites Made by Ball
Milling for Advanced Sodium-Ion Batteries. Nat. Commun. 2016, 7, 1–9. [CrossRef] [PubMed]

95. Makimura, Y.; Cahill, L.S.; Iriyama, Y.; Goward, G.R.; Nazar, L.F. Layered Lithium Vanadium Fluorophosphate, Li 5 V(PO 4 ) 2 F
2: A 4 V Class Positive Electrode Material for Lithium-Ion Batteries. Chem. Mater. 2008, 20, 4240–4248. [CrossRef]

96. Liang, Z.; Zhang, X.; Liu, R.; Ortiz, G.F.; Zhong, G.; Xiang, Y.; Chen, S.; Mi, J.; Wu, S.; Yang, Y. New Dimorphs of Na5V(PO4)2F2
as an Ultrastable Cathode Material for Sodium-Ion Batteries. ACS Appl. Energy Mater. 2020, 3, 1181–1189. [CrossRef]

97. Barker, J.; Saidi, M.Y.; Swoyer, J.L. Electrochemical Properties of β-LiVOPO4 Prepared by Carbothermal Reduction.
J. Electrochem. Soc. 2004, 151, 796–800. [CrossRef]

98. He, G.; Kan, W.; Manthiram, A. β-NaVOPO4 Obtained by a Low-Temperature Synthesis Process: A New 3.3 V Cathode for
Sodium-Ion Batteries. Chem. Mater. 2016, 28, 1503–1512. [CrossRef]

99. He, G.; Bridges, C.A.; Manthiram, A. Crystal Chemistry of Electrochemically and Chemically Lithiated Layered α-LiVOPO4.
Chem. Mater. 2015, 27, 6699–6707. [CrossRef]

100. Satya Kishore, M.; Pralong, V.; Caignaert, V.; Malo, S.; Hebert, S.; Varadaraju, U.V.; Raveau, B. Topotactic Insertion of Lithium in
the Layered Structure Li4VO(PO4)2: The Tunnel Structure Li5VO(PO4)2. J. Solid State Chem. 2008, 181, 976–982. [CrossRef]

101. Kim, J.; Kim, H.; Lee, S. High Power Cathode Material Na4VO(PO4)2 with Open Framework for Na Ion Batteries. Chem. Mater.
2017, 29, 3363–3366. [CrossRef]

102. Kishore, M.S.; Pralong, V.; Caignaert, V.; Varadaraju, U.V.; Raveau, B. A New Lithium Vanadyl Diphosphate Li2VOP2O7:
Synthesis and Electrochemical Study. Solid State Sci. 2008, 10, 1285–1291. [CrossRef]

103. Manthiram, A.; Goodenough, J.B. Lithium Insertion into Fe2(MO4)3 Frameworks: Comparison of M = W with M = MO. J. Solid
State Chem. 1987, 71, 349–360. [CrossRef]

104. Ben Yahia, M.; Lemoigno, F.; Rousse, G.; Boucher, F.; Tarascon, J.-M.; Doublet, M.-L. Origin of the 3.6 V to 3.9 V Voltage Increase
in the LiFeSO4F Cathodes for Li-Ion Batteries. Energy Environ. Sci. 2012, 5, 9584. [CrossRef]

105. Parapari, S.S.; Ateba Mba, J.M.; Tchernychova, E.; Mali, G.; Arčon, I.; Kapun, G.; Gülgün, M.A.; Dominko, R. Effects of a Mixed
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Abstract: We examined the magnetic ground states, the preferred spin orientations and the spin
exchanges of four layered phases MPS3 (M = Mn, Fe, Co, Ni) by first principles density functional
theory plus onsite repulsion (DFT + U) calculations. The magnetic ground states predicted for MPS3

by DFT + U calculations using their optimized crystal structures are in agreement with experiment for
M = Mn, Co and Ni, but not for FePS3. DFT + U calculations including spin-orbit coupling correctly
predict the observed spin orientations for FePS3, CoPS3 and NiPS3, but not for MnPS3. Further
analyses suggest that the ||z spin direction observed for the Mn2+ ions of MnPS3 is caused by the
magnetic dipole–dipole interaction in its magnetic ground state. Noting that the spin exchanges
are determined by the ligand p-orbital tails of magnetic orbitals, we formulated qualitative rules
governing spin exchanges as the guidelines for discussing and estimating the spin exchanges of
magnetic solids. Use of these rules allowed us to recognize several unusual exchanges of MPS3,
which are mediated by the symmetry-adapted group orbitals of P2S6

4− and exhibit unusual features
unknown from other types of spin exchanges.

Keywords: magnetic ground state; spin exchange; magnetic anisotropy; molecular anion; MPS3;
magnetic orbitals; qualitative rules

1. Introduction

In an extended solid, transition-metal magnetic cations M are surrounded by main-
group ligands L to form MLn (typically, n = 3–6) polyhedra, and the unpaired spins of M are
accommodated in the singly occupied d-states (i.e., the magnetic orbitals) of MLn. Each d-
state has the metal d-orbital combined out-of-phase with the p-orbitals of the surrounding
ligands L. The tendency for two adjacent magnetic ions to have a ferromagnetic (FM) or
an antiferromagnetic (AFM) spin alignment is determined by the spin exchange between
them, which takes place through the M-L-M or M-L . . . L-M exchange path [1–4]. Whereas
the characteristics (e.g., the angular and distance dependence) of the M-L-M exchanges is
conceptually well understood [5–8], the properties of the M-L . . . L-M exchanges involving
several main-group ligands have only come into focus in the last two decades [1–4].
Furthermore, the character of a M-L . . . L-M exchange can be modified if the L . . . L contact
is bridged by a d0 metal cation A to form a L . . . A . . . L bridge [1–4]. What has not been
well understood so far is the M-L . . . L-M exchange in which the L . . . L contact is an
integral part of the covalent framework of a molecular anion made up of main group
elements (e.g., the P2S6

4− anion in MPS3, where M = Mn, Fe, Co, Ni), which might be
termed the M-(L-L)-M exchange to emphasize its difference from the M-L-M, M-L . . . L-M
and M-L . . . A . . . L-M exchanges.
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In the present work we examine the M-(L-L)-M spin exchanges in the layered phases
MPS3 (M = Mn [9–11], Fe [9–11], Co [10,11], Ni [10,11]), which crystallize with a monoclinic
structure (space group C2/m, no. 12). Each layer of MPS3 is made up of the molecular
anions P2S6

4− possessing the structure of staggered ethane (i.e., a trigonal antiprism
structure) (Figure 1a,b). The molecular anions P2S6

4− form a trigonal layer (Figure 1c) with
the P-P bonds perpendicular to the layer, and a high-spin M2+ cation occupies every S6
octahedral site (deviations from a trigonal symmetry caused by the monoclinic distortions
are less than 1◦). Thus, each MPS3 layer consists of a honeycomb arrangement of M2+

cations. With the c*-direction of the MPS3 taken as the z-direction, the P-P bond of each
P2S6

4− is parallel to the z-direction (||z), and each MS6 octahedron is arranged with one
of its three-fold rotational axes along the ||z-direction.
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Figure 1. (a) Perspective and (b) projection views of a P2S6
4− anion. (c) A projection view of a single

MPS3 layer along the c*-direction (i.e., the z-direction), which is perpendicular to the MPS3 layer.
(d) Three kinds of the spin exchange paths in the MPS3 honeycomb layers of MPS3, where the labels
12, 13 and 14 refer to J12, J13 and J14, respectively. (e) A group orbital of P2S6

4− viewed along the P-P
axis. The red triangle represents the three S atoms of the upper PS3 pyramid, and the blue triangles
those of the lower PS3 pyramid.

To a first approximation, it may be assumed that each MPS3 layer has a trigonal
symmetry (see below for further discussion), so there are three types of spin exchanges
to consider, i.e., the first nearest-neighbor (NN) spin exchange J12, the second NN spin
exchange J13, and the third NN exchange J14 (Figure 1d). J12 is a spin exchange of the
M-L-M type, in which the two metal ions share a common ligand, while J13 and J14 are
nominally spin exchanges of the M-L . . . L-M type, in which the two metal ions do not
share a common ligand. In describing the magnetic properties of MPS3 in terms of the spin
exchanges J12, J13 and J14, an interesting conceptual problem arises. Each P2S6

4− anion is
coordinated to the six surrounding M2+ cations simultaneously (Figure 1c,d), so one P2S6

4−

anion participates in all three different types of spin exchanges simultaneously with the
surrounding six M2+ ions. Furthermore, the lone-pair orbitals of the S atoms of P2S6

4−,
responsible for the coordination with M2+ ions, form symmetry-adapted group orbitals,
in which all six S atoms participate (for example, see Figure 1e). Consequently, there is
no qualitative argument with which to even guess the possible differences in J12, J13, and
J14. Over the past two decades, it became almost routine to quantitatively determine any
spin exchanges of a magnetic solid by performing an energy-mapping analysis based on
first principles DFT calculations. From a conceptual point of view, it would be very useful
to have qualitative rules with which to judge whether the spin exchange paths involving
complex intermediates are usual or unusual.

A number of experimental studies examined the magnetic properties of MPS3 (M = Mn [9,11–
14], Fe [9,11,15–18], Co [11,19], Ni [11,20]). The magnetic properties of MPS3 (M = Mn, Fe, Co, Ni)
monolayers were examined by DFT calculations to find their potential use as single-layer materials
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possessing magnetic order [21]. The present work is focused on the magnetic properties of bulk
MPS3. For the ordered AFM states of MPS3, the neutron diffraction studies reported that the layers
of MnPS3 exhibits a honeycomb-type AFM spin arrangement, AF1 (Figure 2a), but those of FePS3,
CoPS3 and NiPS3 a zigzag-chain spin array, AF2 (Figure 2b), in which the FM chains running along
the a-direction are antiferromagnetically coupled (hereafter, the ||a-chain arrangement). An alternative
AFM arrangement, AF3 (Figure 2c), in which the FM zigzag chains running along the (a + b)-direction
are antiferromagnetically coupled (hereafter, the ||(a + b)-chain arrangement), is quite similar in nature
to the ||a-chain arrangement.
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At present, it is unclear why the spin arrangement of MnPS3 differs from those
of FePS3, CoPS3 and NiPS3 and why FePS3, CoPS3 and NiPS3 all adopt the ||a-chain
arrangement rather than the ||(a + b)-chain arrangement. To explore these questions,
it is necessary to examine the relative stabilities of a number of possible ordered spin
arrangements of MPS3 (M = Mn, Fe, Co, Ni) by electronic structure calculations and
analyze the spin exchanges of their spin lattices.

Other quantities of importance for the magnetic ions M of an extended solid are the
preferred orientations of their magnetic moments with respect to the local coordinates of
the MLn polyhedra. These quantities, i.e., the magnetic anisotropy energies, are also readily
determined by DFT calculations including spin orbit coupling (SOC). For the purpose
of interpreting the results of these calculations, the selection rules for the preferred spin
orientation of MLn were formulated [2,3,22–24] based on the SOC-induced interactions be-
tween the highest-occupied molecular orbital (HOMO) and lowest-unoccupied molecular
orbital (LUMO) of MLn. With the local z-axis of MLn taken along its n-fold rotational axis
(n = 3, 4), the quantity needed for the selection rules is the minimum difference, |∆Lz|, in
the magnetic quantum numbers Lz of the d-states describing the angular behaviors of the
HOMO and LUMO. It is of interest to analyze the preferred spin orientations of the M2+

ions in MPS3 (M = Mn, Fe, Co, Ni) from the viewpoint of the selection rules.
Our work is organized as follows: Section 2 describes simple qualitative rules gov-

erning spin exchanges. The details of our DFT calculations are presented in Section 3.1.
The magnetic ground states of MPS3 (M = Mn, Fe, Co, Ni) are discussed in Section 3.2, the
preferred spin orientations of M2+ ions of MPS3 in Section 3.3, and the quantitative values
of the spin exchanges determined for MPS3 in Section 3.4. We analyze the unusual features
of the calculated spin exchanges via the P2S6

4− anion in Section 3.5, and investigate in
Section 3.6 the consequences of the simplifying assumption that the honeycomb spin lattice
has a trigonal symmetry rather than a slight monoclinic distortion found experimentally.
Our concluding remarks are summarized in Section 4.

2. Qualitative Rules Governing Spin Exchanges
2.1. Spin Exchange between Magnetic Orbitals

For clarity, we use the notation (ϕi,ϕj) to represent the spin exchange arising from
the magnetic orbitals ϕi and ϕj at the magnetic ion sites A and B, respectively. It is well
known that (ϕi,ϕj) consists of two competing terms [1–4,25]

(ϕi,ϕj) = JF + JAF (1)
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The FM component JF (>0) is proportional to the exchange repulsion,

JF ∝ Kij (2)

which increases with increasing the overlap electron density ρij = ϕiϕj. In case when the
magnetic orbitals ϕi and ϕj are degenerate (e.g., between the t2g states or between eg states
of the magnetic ions at octahedral sites), the AFM component JAF (<0) is proportional to the
square of the energy split ∆eij between ϕi and ϕj induced by the interaction between them,

JAF ∝ −(∆eij)
2 ∝ −(Sij)

2 (3)

The energy split ∆eij is proportional to the overlap integral Sij = 〈ϕi|ϕj〉, so that the
magnitude of the AFM component JAF increases with increasing that of (Sij)

2. If ϕi and ϕj
are not degenerate (e.g., between the t2g and eg states of the magnetic ions), the magnitude
of JAF is approximately proportional to −(Sij)

2.

2.2. p-Orbital Tails of Magnetic Orbitals

The spin exchanges between adjacent transition-metal cations M are determined by
the interactions between their magnetic orbitals, which in turn are governed largely by the
overlap and the overlap electron density that are generated by the p-orbitals of the ligands
present in the magnetic orbitals (the p-orbital tails, for short) [1–4]. Suppose that the metal
ions M are surrounded by main-group ligands L to form ML6 octahedra. In the t2g and eg
states of an ML6 octahedron (Figure 3a,b), the d-orbitals of M make σ and π antibonding
combinations with the p-orbitals of the ligands L. Thus, the p-orbital tails of the t2g and eg
states are represented as in Figure 4a,b, respectively, so that each M-L bond has the pπ and
pσ tails in the t2g and eg states, respectively, as depicted in Figure 4c. The triple-degeneracy
of the t2g and the double-degeneracy of the eg states are lifted in a ML5 square pyramid
and a ML4 square plane, both of which have a four-fold rotational symmetry; the t2g states
(xz, yz, xy) are split into (xz, yz) and xy, and the eg states (3z2 − r2, x2 − y2) into 3z2 −
r2 and x2 − y2. Nevertheless, the description of the ligand p-orbital tails of the d-states
depicted in Figure 4c remains valid.
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2.3. Spin Exchanges in Terms of the p-Orbital Tails

In this section, we generalize the qualitative rules of spin exchanges formulated for
the magnetic solids of Cu2+ ions [4]. Each Cu2+ ion has only one magnetic orbital, i.e.,
the x2−y2 state in which each Cu-L bond has a pσ tail. The d-electron configuration of
the magnetic ion is (t2g↑)3(eg↑)2(t2g↓)0(eg↓)0 in MnPS3, (t2g↑)3(eg↑)2(t2g↓)1(eg↓)0 in FePS3,
(t2g↑)3(eg↑)2(t2g↓)2(eg↓)0 in CoPS3, and (t2g↑)3(eg↑)2(t2g↓)3(eg↓)0 in NiPS3. Thus, the Mn2+,
Fe2+, Co2+, and Ni2+ ions possess 5, 4, 3, and 2 magnetic orbitals, respectively. For magnetic
ions with several magnetic orbitals, the spin exchange JAB between two such ions located
at sites A and B is given by the sum of all possible individual exchanges (ϕi,ϕj),

JAB =
2

nAnB
∑
i∈A

∑
j∈B

(ϕi,ϕj) ∝ ∑
i∈A

∑
j∈B

(ϕi,ϕj) (4)

where nA and nB are the number of magnetic orbitals at the sites A and B, respectively.
Each individual exchange (ϕi,ϕj) can be FM or AFM depending on which term, JF or
JAF, dominates. Whether JAB is FM or AFM depends on the sum of all individual (ϕi,ϕj)
contributions.

2.3.1. M-L-M Exchange

As shown in Figure 5, there occur three types of M-L-M exchanges between the
magnetic orbitals of t2g and eg states.

Molecules 2021, 26, x 5 of 18 
 

 

 
Figure 4. The p-orbital tails of (a) the t2g and (b) the eg states of a ML6 octahedron. (c) The pσ and pπ 
orbitals of the ligand p-orbital tails. 

2.3. Spin Exchanges in Terms of the p-Orbital Tails 
In this section, we generalize the qualitative rules of spin exchanges formulated for 

the magnetic solids of Cu2+ ions [4]. Each Cu2+ ion has only one magnetic orbital, i.e., the 
x2−y2 state in which each Cu-L bond has a pσ tail. The d-electron configuration of the mag-
netic ion is (t2g↑)3(eg↑)2(t2g↓)0(eg↓)0 in MnPS3, (t2g↑)3(eg↑)2(t2g↓)1(eg↓)0 in FePS3, 
(t2g↑)3(eg↑)2(t2g↓)2(eg↓)0 in CoPS3, and (t2g↑)3(eg↑)2(t2g↓)3(eg↓)0 in NiPS3. Thus, the Mn2+, Fe2+, 
Co2+, and Ni2+ ions possess 5, 4, 3, and 2 magnetic orbitals, respectively. For magnetic ions 
with several magnetic orbitals, the spin exchange JAB between two such ions located at 
sites A and B is given by the sum of all possible individual exchanges ),( ji φφ , 

2 ( , )        ( , )AB i j i j
i A j B i A j BA B

J
n n

ϕ ϕ ϕ ϕ
∈ ∈ ∈ ∈

= ∝   (4)

where An  and Bn  are the number of magnetic orbitals at the sites A and B, respectively. 
Each individual exchange ),( ji φφ  can be FM or AFM depending on which term, JF or 

JAF, dominates. Whether JAB is FM or AFM depends on the sum of all individual ),( ji φφ  
contributions. 

2.3.1. M-L-M Exchange 
As shown in Figure 5, there occur three types of M-L-M exchanges between the mag-

netic orbitals of t2g and eg states. 

 
Figure 5. Three-types of M-L-M spin exchanges between t2g and eg magnetic orbitals. 

If the M-L-M bond angle θ is 90° for the (eg, eg) and (t2g, t2g) exchanges, and also when 
θ is 180° for the (eg, t2g) exchange, the two p-orbital tails have an orthogonal arrangement 
so that 〈 iφ | jφ 〉 = 0 (i.e., AFJ  = 0). However, the overlap electron density jiφφ  is non-

zero (i.e., FJ  ≠ 0), hence predicting these spin exchanges to be FM. When the θ angles of 
the (eg, eg) and (t2g, t2g) exchanges increase from 90° toward 180°, and also when the angle 
θ of the (eg, t2g) exchange decreases from 180° toward 90°, both AFJ  and FJ  are nonzero 

Figure 5. Three-types of M-L-M spin exchanges between t2g and eg magnetic orbitals.

If the M-L-M bond angle θ is 90◦ for the (eg, eg) and (t2g, t2g) exchanges, and also when
θ is 180◦ for the (eg, t2g) exchange, the two p-orbital tails have an orthogonal arrangement
so that 〈ϕi|ϕj〉 = 0 (i.e., JAF = 0). However, the overlap electron density ϕiϕj is nonzero
(i.e., JF 6= 0), hence predicting these spin exchanges to be FM. When the θ angles of the (eg,
eg) and (t2g, t2g) exchanges increase from 90◦ toward 180◦, and also when the angle θ of
the (eg, t2g) exchange decreases from 180◦ toward 90◦, both JAF and JF are nonzero so that
the balance between the two determines if the overall exchange (ϕi,ϕj) becomes FM or
AFM. These trends are what the Goodenough–Kanamori rules [5–8] predict.

2.3.2. M-L . . . L-M Exchange

There are two extreme cases of M-L . . . L-M exchange. When the pσ-orbital tails are
pointing toward each other (Figure 6a), the overlap integral, 〈ϕi|ϕj〉, can be substantial if
the contact distance L . . . L lies in the vicinity of the van der Waals distance. However, the
overlap electron density ρij = ϕiϕj is practically zero because ϕi and ϕj do not have an
overlapping region. Consequently, the in-phase and out-of-phase states Ψ+ and Ψ- are split
in energy with a large separation ∆eij. Thus, it is predicted that the M-L . . . L-M type
exchange can only be AFM [1–4]. When the L . . . L linkage is bridged by a d0 cation such
as V5+ or W6+, for example, only the out-of-phase state Ψ- is lowered in energy by the dπ

orbital of the cation A, reducing the ∆eij so that the M-L . . . A . . . L-M exchange becomes
weak (Figure 6b). Conversely, when the p-orbital tails of the M-L . . . L-M exchange path
have an orthogonal arrangement (Figure 7a), the overlap integral, 〈ϕi|ϕj〉, is zero, making
the M-L . . . L-M exchange weak. If the L . . . L linkage of such an exchange path is bridged
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by a d0 cation, the out-of-phase state Ψ- level is lowered in energy enlarging ∆eij so that
the M-L . . . A . . . L-M becomes strongly AFM (Figure 7b) [2–4].
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In the M-L . . . A . . . L-M exchange of Figure 7, the vanishingly small ∆eij of the M-L
. . . L-M exchange results because the two pσ tails have an orthogonal arrangement. A very
small ∆eij for the M-L . . . L-M exchange occurs even if the two M-L bonds are pointing to
each other as in Figure 6 when one M-L bond has a pσ tail and the other has a pπ tail, and
also when both M-L bonds have pπ tails. Such M-L . . . L-M spin exchanges become strong
in the corresponding M-L . . . A . . . L-M exchanges.

2.3.3. Qualitative Rules Governing Spin Exchanges

The above discussions are based on the observation that the nature of a spin exchange,
be it the M-L-M, M-L . . . L-M or M-L . . . A . . . L-M type, is governed by the ligand p-orbital
tails present in the magnetic orbitals of the spin exchange path. The essential points of our
discussions can be summarized as follows:

a. For an individual (ϕi,ϕj) exchange of a M-L-M type, the (t2g, t2g) and (eg, eg)
exchanges are FM if the bond angle θ is 90◦, and so is the (t2g, eg) exchange if the
bond angle θ is 180◦. These exchanges become AFM when the bond angles θ deviate
considerably from these values.

b. An individual (ϕi,ϕj) exchange of a M-L . . . L-M or M-L . . . A . . . L-M type can
only be AFM if not weak.

c. A strong individual (ϕi,ϕj) exchange of a M-L . . . L-M is weakened by the d0 metal
cation A in the M-L . . . A . . . L-M exchange, but a weak individual (ϕi,ϕj) exchange
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of a M-L . . . L-M is strengthened by the presence of a d0 metal cation A in the M-L
. . . A . . . L-M exchange.

d. When a magnetic ion has several unpaired spins, the spin exchange between two
magnetic ions is given by the sum of all possible individual (ϕi,ϕj) exchanges.

These qualitative rules governing spin exchanges can serve as guidelines for exploring
how the calculated spin exchanges are related to the structures of the exchange paths and
also for ensuring that important exchange paths are included the set of spin exchanges to
evaluate by the energy-mapping analysis.

3. Results and Discussion
3.1. Details of Calculations

We performed spin-polarized DFT calculations using the Vienna ab initio Simula-
tion Package (VASP) [26,27], the projector augmented wave (PAW) method, and the PBE
exchange-correlation functionals [28]. The electron correlation associated with the 3d
states of M (M = Mn, Fe, Co, Ni) was taken into consideration by performing the DFT+U
calculations [29] with the effective on-site repulsion Ueff = U − J = 4 eV on the magnetic
ions. Our DFT + U calculations carried out for numerous magnetic solids of transition-
metal ions showed that use of the Ueff values in the range of 3 − 5 eV correctly reproduce
their magnetic properties (see the original papers cited in the review articles [1–3,22,24]).
The primary purpose of using DFT + U calculations is to produce magnetic insulating
states for magnetic solids. Use of Ueff = 3 − 5 eV in DFT + U calculations leads to magnetic
insulating states for magnetic solids of Mn2+, Fe2+, Co2+, and Ni2+ ions. The present work
employed the representative Ueff value of 4 eV. We carried out DFT + U calculations (with
Ueff = 4 eV) to optimize the structures of MPS3 (M = Mn, Fe, Co, Ni) in their FM states
by relaxing only the ion positions while keeping the cell parameters fixed and using a
set of (4 × 2 × 6) k-points and the criterion of 5 × 10−3 eV/Å for the ionic relaxation.
All our DFT + U calculations for extracting the spin-exchange parameters employed a
(2a, 2b, c) supercell, the plane wave cutoff energy of 450 eV, the threshold of 10−6 eV for
self-consistent-field energy convergence, and a set of (4 × 2 × 6) k-points. The preferred
spin direction of the cation M2+ (M = Mn, Fe, Co, Ni) cation was determined by DFT + U +
SOC calculations [30], employing a set of (4 × 2 × 6) k-points and the threshold of 10−6 eV
for self-consistent-field energy convergence.

3.2. Magnetic Ground States of MPS3

We probed the magnetic ground states of the MPS3 phases by evaluating the relative
energies, on the basis of DFT + U calculations, of the AF1, AF2 and AF3 spin configurations
shown in Figure 2 as well as the FM, AF4, AF5, and AF6 states depicted in Supplementary
Materials, Figure S1. As summarized in Table 1, our calculations using the experimental
structures of MPS3 show that the magnetic ground states of MnPS3 and NiPS3 adopt
the honeycomb state AF1 and the ||a-chain state AF2, respectively, in agreement with
experiment. In disagreement with experiment, however, the magnetic ground state is
predicted to be the ||(a + b)-chain state AF3 for FePS3, and the honeycomb state AF1 for
CoPS3. Since the energy differences between different spin ordered states are small, it is
reasonable to speculate if they may be affected by small structural (monoclinic) distortion.
Thus, we optimize the crystal structures of MPS3 (M = Mn, Fe, Co, Ni) by performing DFT
+ U calculations to obtain the structures presented in the supporting material. Then, we
redetermined the relative stabilities of the FM and AF1–AF6 states using these optimized
structures. Results of these calculations are also summarized in Table 1. The optimized
structures predict that the magnetic ground states of MnPS3, CoPS3 and NiPS3 are the
same as those observed experimentally, but that of FePS3 is still the ||(a+b)-chain state
AF3 rather than the ||a-chain state AF2 reported experimentally. This result is not a
consequence of using the specific value of Ueff = 4 eV, because our DFT + U calculations for
FePS3 with Ueff = 3.5 and 4.5 eV lead to the same conclusion.
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Table 1. Relative energies (in meV/formula unit) obtained for the seven ordered spin states of MPS3

(M = Mn, Fe, Co, Ni) from DFT + U calculations with Ueff = 4 eV. The numbers without parentheses
are obtained by using the experimental structures, and those in parentheses by using the structures
optimized by DFT + U calculations.

Mn Fe Co Ni

FM 33.77 (33.36) 31.25 (25.10) 71.46 (55.00) 45.00 (42.04)

AF1 0 (0) 12.24 (5.16) 0 (5.70) 6.50 (7.11)

AF2 15.54 (15.50) 12.92 (7.93) 45.05 (0) 0 (0)

AF3 14.25 (14.21) 0 (0) 34.02 (24.99) 0.35 (0.34)

AF4 14.72 (14.45) 20.85 (18.57) 22.16 (26.00) 52.40 (49.53)

AF5 12.77 (12.58) 15.79 (12.95) 157.25 (158.33) 33.62 (31.98)

AF6 17.24 (17.07) 10.57 (6.33) 140.58 (143.05) 16.43 (15.21)

To resolve the discrepancy between theory and experiment on the magnetic ground
state of FePS3, we note that the magnetic peak positions in the neutron diffraction profiles
are determined by the repeat distances of the rectangular magnetic structures, namely, a
and b for the AF2 state (Figure 2b), and a’ and b’ for the AF3 state (Figure 2c). In both the
experimental and the optimized structures of FePS3, it was found that a = a’ = 5.947 Å and
b = b’ = 10.300 Å. Thus, for the neutron diffraction refinement of the magnetic structure
for FePS3, the AF2 and AF3 states provide an equally good model. In view of our com-
putational results, we conclude that the AF3 state is the correct magnetic ground state for
FePS3.

The experimental and optimized structures of MPS3 (M = Mn, Fe, Co, Ni) are very
similar, as expected. The important differences between them affecting the magnetic ground
state would be the M-S distances of the MS6 octahedra, because the d-state splitting of the
MS6 octahedra is sensitively affected by them. The M-S distances of the MS6 octahedra
taken from the experimental and optimized crystal structures of MPS3 are summarized
in Table 2, and their arrangements in the honeycomb layer are schematically presented in
Figure 8. All Mn-S bonds of MnS6 in MnPS3 are nearly equal in length, as expected for a
high-spin d5 ion (Mn2+) environment. The Fe-S bonds of FeS6 in the optimized structure of
FePS3 are grouped into two short and four long Fe-S bonds. This distinction is less clear in
the experimental structure. The Co-S bonds of CoS6 in the experimental and optimized
structures of CoPS3 are grouped into two short, two medium and two long Co-S bonds.
However, the sequence of the medium and long Co-S bonds is switched between the two
structures. In the experimental and optimized structures of NiPS3, the Ni-S bonds of NiS6
are grouped into two short, two medium and two long Ni-S bonds. This distinction is
less clear in the experimental structure. Thus, between the experimental and optimized
structures of MPS3, the sequence of the two short, two medium and two long M-S bonds
do not switch for M = Fe and Ni whereas it does for M = Co. The latter might be the cause
for why the relative stabilities of the AF1 and AF2 states in CoPS3 switches between the
experimental and optimized structures.
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Table 2. The M-S bond distances (in Å) of the MS6 octahedra in MPS3 (M = Mn, Fe, Co, Ni) obtained
from the experimental and the optimized crystal structures, which are shown without and with
parentheses, respectively.

Mn Fe Co Ni

2.627 (2.632) 2.546 (2.525) 2.485 (2.492) 2.457 (2.453)

2.627 (2.632) 2.546 (2.526) 2.485 (2.492) 2.457 (2.453)

2.625 (2.635) 2.547 (2.571) 2.504 (2.525) 2.462 (2.457)

2.625 (2.635) 2.547 (2.572) 2.504 (2.525) 2.462 (2.457)

2.634 (2.639) 2.549 (2.572) 2.491 (2.537) 2.465 (2.461)

2.634 (2.639) 2.549 (2.573) 2.491 (2.537) 2.465 (2.461)
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3.3. Preferred Spin Orientation of MPS3
3.3.1. Quantitative Evaluation

We determine the preferred spin orientations of the M2+ ions in MPS3 (M = Mn, Fe,
Co, Ni) phases by performing DFT + U + SOC calculations using their FM states with
the ||z and ⊥z spin orientations. For the ⊥z direction we selected the ||a-direction.
As summarized in Table 3, these calculations predict the preferred spin orientation to be
the ||z direction for FePS3, and the ||x direction for MnPS3, CoPS3 and NiPS3. These
predictions are in agreement with experiment for FePS3 [9,18], CoPS3 [19], and NiPS3 [20],
while this is not the case for MnPS3 [9,12,14,31]. Our DFT + U + SOC calculations for
the AF1 state of MnPS3 show that the ||x spin orientation is still favored over the ||z
orientation just as found from the calculations using the FM state of MnPS3. The Mn2+ spins
of MnPS3 were reported to have the ||z orientation in the early studies [9,12], but were
found to be slightly tilted away from the z-axis (by 8◦) [14,31]. In our further discussion
(see below), this small deviation is neglected.

Table 3. Relative energies (in K per formula unit) of the ||z and ⊥z spin orientations of the M2+

ions in the FM states of MPS3 (M = Mn, Fe, Co, Ni) obtained by DFT + U + SOC calculations. The
results calculated by using the optimized (experimental) structures are presented without (with) the
parentheses.

MnPS3
a FePS3

b CoPS3 NiPS3

⊥z 0 (0) 20.0 (21.8) 0 (0) 0 (0)

||z 0.3 (0.3) 0 (0) 3.8 (5.2) 0.8 (0.7)
a The same result is obtained by using the AF1 state, which is the magnetic ground state of MnPS3. b The same
results are obtained from our DFT+U calculations with Ueff = 3.5 and 4.5 eV.
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3.3.2. Qualitative Picture
Selection Rules of Spin Orientation and Implications

With the local z-axis of a ML6 octahedron along its three-fold rotational axis
(Figure 1a), the t2g set is described by {1a, 1e’}, and the eg set by {2e’}[22–24], where

1a = 3z2 − r2

{1e′} =
{√

2
3 xy−

√
1
3 xz,

√
2
3 (x

2 − y2)−
√

1
3 yz
}

{2e′} =
{√

1
3 xy +

√
2
3 xz,

√
1
3 (x

2 − y2) +
√

2
3 yz
} (5)

Using these d-states, the electron configurations expected for the M2+ ions of MPS3
(M = Mn, Fe, Co, Ni) are presented in Figure 9. In the spin polarized description of a
magnetic ion, the up-spin d-states lie lower in energy than the down-spin states so that the
HOMO and LUMO occur in the down-spin d-states for the M2+ ions with more than the
d5 electron count, so only the down-spin states are shown for FePS3, CoPS3, and NiPS3 in
Figure 9a–c. For MnPS3 with d5 Mn2+ ion, the HOMO is represented by the up-spin 1e’,
and the LUMO by the down-spin 1a and 2e’ (Figure 9d).
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Figure 9. Electron configurations of the M2+ (M = Mn, Fe, Co, Ni) ions of (a) FePS3, (b) CoPS3,
(c) NiPS3, and (d) MnPS3 in the spin polarized description. In (a–c), the up-spin d-states lying below
the down-spin t2g states are not shown for clarity.

In terms of the d-orbital angular states |L, Lz〉 (L = 2, Lz = −2, −1, 0, 1, 2), the 1e’ state
consists of the |2, ±2〉 and |2, ±1〉 sets in the weight ratio of 2:1, and the 2e’ state in the
weight ratio of 1:2 ratio. Consequently, the major component of the 1e’ set is the |2, ±2〉
set, while that of the 2e’ set is the |2, ±1〉 set.

The selection rules of the spin orientation are based on the |∆Lz| value between the
HOMO and LUMO of MLn. If the HOMO and LUMO both occur in the up-spin state or in
down-spin states (Figure 9a–c), the ||z spin orientation is predicted if |∆Lz| = 0, and the
⊥z spin orientation if |∆Lz| = 1. When |∆Lz| > 1, the HOMO and LUMO do not interact
under SOC and hence do not affect the spin orientation. Between the 1a, 1e’ and 2e’ states,
we note the following cases of values:

|∆Lz| = 0
{

between the major components of the 1e′ set
between the major components of the 2e′ set

(6)

|∆Lz| = 1





between 1a and the minor component of 1e′

between 1a and the major component of 2e′

between the major components of 1e′ and 2e′
(7)
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We now examine the preferred spin orientations of MPS3 from the viewpoint of the
selection rules and their electron configurations (Figure 9). The d-electron configuration
of FePS3 can be either (d↑)5(1e’↓)1 or (d↑)5(1a↓)1 (Figure 9a), where the notation (d↑)5

indicates that all up-spin d-states are occupied. The (d↑)5(1e’↓)1 configuration, for which
|∆Lz| = 0, predicts the ||z spin orientation, while the (d↑)5(1a↓)1 configuration, for
which |∆Lz| = 1, predicts the ⊥z spin orientation. Thus, the (d↑)5(1a↓)1 configuration
is correct for the Fe2+ ion of FePS3. Since this configuration has the degenerate level
1e’ unevenly occupied, it should possess uniaxial magnetism [2,3,22–24] and hence a
large magnetic anisotropy energy. This is in support of the experimental finding of the
Ising character of the spin lattice of FePS3 [16] or the single-ion anisotropic character of
the Fe2+ ion [17,18]. The d-electron configuration of CoPS3 can be either (d↑)5(1e’↓)2 or
(d↑)5(1a↓)1(1e’↓)1 (Figure 9b). The (d↑)5(1e’↓)2 configuration, for which |∆Lz| = 1, predicts
the ⊥z spin orientation, while the (d↑)5(1a↓)1(1e’↓)1 configuration, for which |∆Lz| = 0,
predicts the ||z spin orientation. Thus, the (d↑)5(1e’↓)2 configuration is correct for the
Co2+ ion of CoPS3. Since this configuration has the degenerate level 1e’ evenly occupied, it
does not possess uniaxial magnetism [2,3,22–24] and hence a small magnetic anisotropy
energy. The d-electron configuration of NiPS3 is given by (d↑)5(1a)1(1e’↓)2 (Figure 9c), for
which |∆Lz| = 1, so the ⊥z spin orientation is predicted in agreement with experiment.

Let us now consider the spin orientation of the Mn2+ ion of MnPS3. First, it should be
noted that, if the HOMO and LUMO occur in different spin states as in MnPS3 (Figure 9d),
the selection rules predict the opposite to those found for the case when the HOMO and
LUMO occur all in up-spin states or all in down-spin states [2,3,22–24]. Namely, the preferred
spin orientation is the ||z spin orientation if |∆Lz| = 1, but the⊥z spin orientation if |∆Lz|
= 0 [2,3,22–24]. According to Equation (7), |∆Lz| = 1 for the Mn2+ ion of MnPS3, which
predicts the ⊥z orientation as the preferred spin direction in agreement with the quantitative
estimate of the magnetic anisotropy energy obtained from the DFT + U + SOC calculations,
although this is in disagreement with experiment [5,8–10]. It has been suggested that the
||z spin orientation is caused by the magnetic dipole–dipole (MDD) interactions [13]. This
subject will be probed in the following.

Magnetic Dipole–Dipole Interactions

Being of the order of 0.01 meV for two spin-1/2 ions separated by 2 Å, the MDD
interaction is generally weak. For two spins located at sites i and j with the distance rij and
the unit vector eij along the distance, the MDD interaction is defined as [32]

(
g2µ2

B
a3

0

)(
a0

rij

)3[
−3(

→
S i ·

→
e ij)(

→
S j ·

→
e ij) + (

→
S i ·

→
S j)

]
(8)

where a0 is the Bohr radius (0.529177 Å), and (gµB)2/(a0)3 = 0.725 meV. The MDD effect on
the preferred spin orientation of a given magnetic solid can be examined by comparing
the MDD interaction energies calculated for a number of ordered spin arrangements.
In summing the MDD interactions between various pairs of spin sites, it is necessary to
employ the Ewald summation method [33–35]. Table 4 summarizes the MDD interaction
energies calculated, by using the optimized structures of MPS3 (M = Mn, Fe, Co, Ni), for the
||z and ||x spin directions in the AF1, AF2 and AF3 states. The corresponding results
obtained by using the experimental structures of MPS3 are summarized in Table S1.
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Table 4. Relative energies (in K per formula unit) of the ||x and ||z spin orientations calculated by
MDD calculations for the M2+ ions of MPS3 (M = Mn, Fe, Co, Ni) in the AF1, AF2 and AF3 states
using the optimized crystal structures.

MnPS3 FePS3 CoPS3 NiPS3

||x ||z ||x ||z ||x ||z ||x ||z

AF1 0.48 0.17 0.36 0.12 0.21 0.07 0.09 0.03

AF2 0.00 0.35 0.00 0.26 0.00 0.15 0.00 0.07

AF3 0.55 0.38 0.38 0.27 0.22 0.15 0.10 0.07

These results can be summarized as follows: for the ||z spin orientation, the AF1
state is more stable than the AF2 and AF3 states. For the ||x spin orientation, the AF2
state is more stable than the AF1 and AF3 states. The ||x spin direction of the AF2 state is
more stable than the ||z spin direction of the AF1 state. However, none of these results
can reverse the relative stabilities of the ||z and ||x spin directions determined for FePS3,
CoPS3, and NiPS3 from the DFT + U + SOC calculations (Table 3). The situation is slightly
different for MnPS3, which adopts the AF1 state as the magnetic ground state. For MnPS3
in this state, the MDD calculations predict that the ||z spin orientation is more stable than
the ||x spin orientation by 0.3 K per formula unit (Table 4). Note that this prediction is
the exact opposite to what the DFT + U + SOC calculations predict for MnPS3 in the AF1
state (Table 3). Thus, the balance between these two opposing energy contributions will
determine whether the ||z spin orientation is more stable than the ⊥z spin orientation
in agreement with the experimental observation. Consequently, for MnPS3 the MDD
interaction dominates over the SOC effect which is plausible because of the half-filled shell
electronic configuration. This is because the AF1 magnetic structure is forced on MnPS3; in
terms of purely MDD interactions alone, the ⊥z spin orientation in the AF2 state is most
stable.

3.4. Quantitative Evaluations of Spin Exchanges

Due to the monoclinic crystal structure that MPS3 adopts, each of the exchanges J12, J13
and J14 (Figure 10a) are expected to split into two slightly different spin exchanges (Figure
10b) so that there are six spin exchanges J1–J6 to consider. To extract the values of the six
spin exchanges J1–J6 (Figure 3), we employ the spin Hamiltonian expressed as:

Hspin = −∑
i>j

JijŜi · Ŝj (9)
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Then, the energies of the FM and AF1–AF6 states of MPS3 (M = Mn, Fe, Co, Ni) per 2
× 2 × 1 supercell are written as:

EFM = (-16J1 − 8J2 − 16J3 − 32J4 − 16J5 − 8J6)S2

EAF1 = (+16J1 + 8J2 − 16J3 − 32J4 + 16J5 + 8J6)S2

EAF2 = (−16J1 + 8J2 − 16J3 + 32J4 + 16J5 + 8J6)S2

EAF3 = (−8J2 + 16J3 + 16J5 + 8J6)S2

EAF4 = (+16J1 − 8J2 − 16J3 + 32J4 − 16J5 − 8J6)S2

EAF5 = (+8J2 + 16J3 − 16J5 + 8J6)S2

EAF6 = (−8J2 + 16J3 + 16J5 − 8J6)S2

where S is the spin on each M2+ ion (i.e., S = 5/2, 2, 3/2 and 1 for M = Mn, Fe, Co, and Ni,
respectively). By mapping the relative energies of the FM and AF1–AF6 states determined
in terms of the spin exchange J1–J6 onto the corresponding relative energies obtained from
the DFT + U calculations (Table 1), we find the values of J1–J6 listed in Table 5. (The
spin exchanges of MPS3 determined by using their experimental crystal structures are
summarized in Table S2)

Table 5. Spin exchanges J1–J6 obtained (for the optimized structures of MPS3 (M = Mn, Fe, Co,
Ni) from DFT + U calculations with Ueff = 4 eV) by simulating the relative energies of the FM and
AF1–AF6 states with the six spin exchanges.

Mn Fe Co Ni

J1 1.00 0.37 0.05 −0.25

J2 0.87 −0.32 −0.91 −0.14

J3 0.06 0.36 −0.55 0.04

J4 0.05 0.07 0.04 −0.01

J5 0.34 0.86 0.11 0.99

J6 0.33 1.00 1.00 1.00

J1 = −16.0 K J6 = −18.4 K J6 = −608.7 K J6 = −172.4 K

With the sign convention adopted in Eq. 1, AFM exchanges are represented by Jij < 0,
and FM exchanges by Jij > 0. From Table 5, the following can be observed:

a. In all MPS3 (M = Mn, Fe, Co, Ni), J1 6= J2, J3 6= J4, and J5 6= J6, reflecting that the
exchange paths are different between J1 and J2, between J3 and J4, and between J5
and J6 (Figure 10).

b. J1 ≈ J2 < 0, J3 ≈ J4 ≈ 0, and J5 ≈ J6 < 0 for MnPS3 while J1 ≈ J2 > 0, J3 ≈ J4 ≈ 0, and J5
≈ J6 < 0 NiPS3. To a first approximation, the electron configurations of MnPS3 and
NiPS3 can be described by (t2g)3(eg)2 and (t2g)6(eg)2, respectively. That is, they do
not possess an unevenly occupied degenerate state t2g.

c. In FePS3 and CoPS3, J1 and J2 are quite different, and so are J3 and J4. While J5
and J6 are comparable in FePS3, they are quite different in CoPS3. The electron
configurations of FePS3 and NiPS3 can be approximated by (t2g)4(eg)2 and (t2g)5(eg)2,
respectively. Namely, they possess an unevenly occupied degenerate state t2g.

d. The strongest exchange is J1 in MnPS3, but J6 in other MPS3 (M = Fe, Co, Ni).
e. The second NN exchange J3 is strongly FM in CoPS3, while the third NN exchange

J6 is very strongly AFM in CoPS3 and NiPS3.

From the viewpoints of the expected trends in spin exchanges, the observation (e) is
quite unusual. This will be discussed in the next section.
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3.5. Unusual Features of the M-L . . . L-M Spin Exchanges
3.5.1. Second Nearest-Neighbor Exchange

As pointed out in the previous section, the second NN exchange J3 of CoPS3 is strongly
FM despite that it is a M-L . . . L-M exchange to a first approximation. This implies that the
JF component in some (ϕi,ϕj) exchanges is nonzero, namely, the overlap electron density
associated with those exchanges is nonzero. This implies that the p-orbital tails of the two
magnetic orbitals are hybridized with the group orbitals of the P2S6

4− anion, i.e., they
become delocalized into the whole P2S6

4− anion. Each MS6 octahedron has three mutually
orthogonal “MS4 square planes” containing the yz, xz and xy states (Figure 11a). At the
four corners of these three square planes, the p-orbital tails of the d-states are present
(Figure 3a).
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The lone-pair orbitals of the S atoms are important for the formation of each MS6
octahedron. Due to the bonding requirement of the P2S6

4− anion, such lone pair orbitals
become symmetry-adapted. An example in which the p-orbitals of all the S atoms are
present is shown in Figure 1e.

With the (t2g)5(eg)2 configuration, the Co2+ ion of CoPS3 has five electrons in the t2g
level, namely, it has only one t2g magnetic orbital. This magnetic orbital is contained in
one of the three CoS4 square planes presented in Figure 11b–d. When the S p-orbital at one
corner of the P2S6

4− anion interacts with a d-orbital of M, the S p-orbitals at the remaining
corners are also mixed in. Thus, when P2S6

4− anion shares corners with both MS4 square
planes of the J3 exchange path, a nonzero overlap electron density is generated, thereby
making the spin exchange FM. For convenience, we assume that the magnetic t2g orbital of
the Co2+ ion is the xy state. Then, there will be not only the (xy, xy) exchange, but also the
(xy, x2−y2) and (x2−y2, xy) exchanges between the two Co2+ ions of the J3 path. All these
individual exchanges lead to nonzero overlap electron densities by the delocalization of
the p-orbital tails with the group orbitals of the molecular anion P2S6

4−. In other words,
the spin exchange J3 in CoPS3 is nominally a M-L . . . L-M, which is expected to be AFM
by the qualitative rule, but it is strongly FM. It is clear that, if the L . . . L linkage is a part
of the covalent framework of a molecular anion such as P2S6

4−, a nominal M-L . . . L-M
exchange can become FM for a certain combination of the d-electron count of the metal M
and the geometries of the exchange path.

3.5.2. Third Nearest-Neighbor Exchange

Unlike in MnPS3 and FePS3, the M-S . . . S-M exchange J6 is unusually strong in CoPS3 and
NiPS3 (Section 3.3). This is so despite that the S . . . S contact distances are longer in CoPS3 and
NiPS3 than in MnPS3 and FePS3 (i.e., the S . . . S contact distance of the J6 path in MPS3 is 3.409,
3.416, 3.421 and 3.450 Å for M = Mn, Fe, Co and Ni, respectively). We note that a strong M-L . . .
L-M exchange (i.e., a spin exchange leading to a large energy split ∆eij) becomes weak, when the
L . . . L contact is bridged by a d0 cation like, e. g., V5+ and W6+ to form the M-L . . . A . . . L-M
exchange path (Figure 6b), because the out-of-phase combination ψ− is lowered in energy by
interacting with the unoccupied dπ orbital of the cation A. Conversely, then, one may ask if the
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strength of a M-L . . . L-M spin exchange can be enhanced by raising theψ− level. The latter can
be achieved if the L . . . L path provides an occupied level of π-symmetry that can interact with
ψ−. As depicted in Figure 12a, the J6 path has the two MS4 square planes containing the x2-y2

magnetic orbitals (Figure 12b). The lone-pair group orbital of the S4 rectangular plane (Figure 12c)
of the P2S6

4− anion has the correct symmetry to interact withψ−, so that theψ− level is raised in
energy thereby enlarging the energy split betweenψ+ andψ− and strengthening the J6 exchange
(Figure 12d). Although this reasoning applies equally to MnPS3 and FePS3, the latter do not have
a strong J6 exchange. This can be understood by considering Equation (1), which shows that a
magnetic ion with several magnetic orbitals leads to several individual spin exchanges that can
lead to FM contributions.
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In view of the above discussion, which highlights the unusual nature of the second and
third NN spin exchanges mediated by a molecular anion such as P2S6

4−, we propose to use
the notation M-(L-L)-M to distinguish it from M-L-M. M-L . . . L-M and M-L . . . A . . . L-M
type exchanges. The notation (L-L) indicates two different ligand sites of a multidentate
molecular anion, each with lone pairs for the coordination with a cation M. Such M-(L-L)-M
exchanges can be strongly FM or strongly AFM, as discussed above. Currently, there are
no qualitative rules with which to predict whether they will be FM or AFM. A similar
situation was found, for example, for the mineral Azurite Cu3(CO3)2(OH)2, in which every
molecular anion CO3

2− participates in three different Cu-(O-O)-Cu exchanges. DFT + U
calculations show that one of these three is substantially AFM, but the remaining two
are negligible. So far, this observation has not been understood in terms of qualitative
reasoning.

3.6. Description Using Three Exchanges

Experimentally, the magnetic properties of MPS3 have been interpreted in terms
of three exchange parameters, namely, by assuming that J1 = J2 (≡ J12), J3 = J4 (≡ J13),
and J5 = J6 (≡ J14). To investigate whether this simplified description is justified, we
simulate the relative energies of the seven ordered spin states of MPS3 by using the three
exchanges J12, J13 and J14 as parameters in terms of the least-square fitting analysis. Our
results, summarized in Table 6, show that the standard deviations of J12, J13 and J14 are
small for MnPS3 and NiPS3, moderate in FePS3, but extremely large in CoPS3 (for details,
see Figures S2–S5). The exchanges experimentally deduced for FePS3 are J12 = −17 K,
J13 = −0.5 K, and J14 = 7 K from neutron inelastic scattering measurements [17], −17 K
≤ J12 ≤ −5.6 K, −7.2 K ≤ J13 ≤ 2.8 K, and 0 ≤ J14 ≤ 10 K from powder susceptibility
measurements [9], and J12 = −19.6 K, J13 = 10.3 K, and J14 = −2.2 K from high field
measurements [17]. These experimental estimates are dominated by J12, but the theoretical
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estimates of Table 6 by J14. One might note from Table 6 that the magnetic properties of
MnPS3, FePS3 and NiPS3 can be reasonably well approximated by two exchanges, that is,
by J12 and J14 for MnPS3, by J14 and J12 for NiPS3, and by J14 and J13 for FePS3. However,
this three-parameter description leads to erroneous predictions for the magnetic ground
states of MPS3; it predicts the AF1 state to be the ground state for both MnPS3 and CoPS3.
This prediction is correct for MnPS3, but incorrect for CoPS3. In addition, it predicts that
the AF2 and AF3 states possess the same stability for all MPS3 (M = Mn, Fe, Co, Ni), and are
the ground states for FePS3 and NiPS3. These two predictions are both incorrect.

Table 6. Spin exchanges J12, J13 and J14 in K obtained (for the optimized structures of MPS3 (M = Mn,
Fe, Co, Ni) from DFT + U calculations with Ueff = 4 eV) by simulating the relative energies of the FM
and AF1–AF6 states with the three spin exchanges.

Mn Fe Co Ni

J12 −15.5 ± 0.4 2.0 ± 7.7 −61.4 ± 119.0 36.3 ± 4.3

J13 −0.9 ± 0.2 −7.7 ± 3.9 60.7 ± 55.3 0.0 ± 2.0

J14 −5.3 ± 0.3 −20.9 ± 4.5 −59.1 ± 95.6 −186.0 ± 3.4

4. Concluding Remarks

Our DFT + U calculations for the optimized structures of MPS3 (M = Mn, Fe, Co, Ni)
reveal that, in agreement with experiment, the magnetic ground state of MnPS3 is the AF1
state while those of CoPS3 and NiPS3 are the AF2 state. In disagreement with experiment,
however, our calculations predict the AF2 state to be the magnetic ground state for FePS3.
Our DFT + U + SOC calculations show that, in agreement with experiment, the preferred
spin orientation of FePS3 is the ||z direction while those of CoPS3 and NiPS3 are the ⊥z
direction, and the Fe2+ ion of FePS3 exhibits uniaxial anisotropy. In disagreement with
experiment, these calculations predict the preferred spin orientation for MnPS3 to be the⊥z
direction. Our analyses suggest that the ||z spin direction experimentally observed for the
Mn2+ ions arises from the magnetic dipole–dipole interactions in the AF1 magnetic state.
We presented simple qualitative rules governing spin exchanges to be used as guidelines for
gauging the nature of various spin exchanges. These rules allowed us to recognize several
unusual exchanges of MPS3; the second NN exchange J3 of CoPS3 is strongly FM while
the third NN exchanges J6 of CoPS3 and NiPS3 are very strongly AFM. These observations
reflect the fact that the lone-pair orbitals of the P2S6

4− ion, mediating the spin exchanges in
MPS3 are symmetry-adapted group orbitals, so the effect of coordinating one S atom to one
M2+ ion is felt by all the remaining five S atoms of P2S6

4−. The spin exchanges mediated by
molecular anions, termed the M-(L-L)-M type exchanges, differ in nature from the M-L-M,
M-L . . . L-M and M-L . . . A . . . L-M type exchanges. To find qualitative trends in the
M-(L-L)-M type exchanges, it is necessary to further study the spin exchanges involving
various other molecular anions.

Supplementary Materials: The following are available online. Figure S1: Ordered spin states, FM,
AF4, AF5 and AF6 employed together with the states AF1, AF2 and AF3 (see the text) to determine
the magnetic ground states as well as the spin exchanges J1–J6 of MPS3 (M = Mn, Fe, Co, Ni). Figure
S2–S5. Results of the least-square fitting the relative energies of the seven ordered spin states (FM,
AF1-AF6) of MnPS3, CoPS3 and FePS3, and NiPS3, Table S1: Relative energies (in K per formula unit)
of the ||x and ||z spin orientations obtained by MDD calculations for the M2+ ions of MPS3 (M =
Mn, Fe, Co, Ni) in the AFM1, AF2 and AFM3 states using the experimental crystal structures. Table
S2: Spin exchanges (in K) obtained for the experimental structures of MPS3 (M = Mn, Fe, Co, Ni)
from DFT + U calculations with Ueff = 4 eV.
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Saúl, A. Magnetoelastic interaction in the two-dimensional magnetic material MnPS3 studied by first principles calculations and
Raman experiments. 2D Mater. 2020, 7, 035030. [CrossRef]

32. Koo, H.-J.; Xiang, H.J.; Lee, C.; Whangbo, M.-H. Effect of Magnetic Dipole-Dipole Interactions on the Spin Orientation and
Magnetic Ordering of the Spin-Ladder Compound Sr3Fe2O5. Inorg. Chem. 2009, 48, 9051. [CrossRef]

33. Ewald, P.P. Die Berechnung Optischer und Elektroststischer Gitterpotentiale. Ann. Phys. 1921, 64, 253. [CrossRef]
34. Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An N·log(N) method for Ewald sums in large systems. J. Chem. Phys.

1993, 98, 10089. [CrossRef]
35. Wang, H.; Dommert, F.; Holm, C. Optimizing working parameters of the smooth particle mesh Ewald algorithm in terms of

accuracy and efficiency. J. Chem. Phys. 2010, 133, 034117. [CrossRef] [PubMed]

136



molecules

Review

Spin Hamiltonians in Magnets: Theories and Computations

Xueyang Li 1,2,† , Hongyu Yu 1,2,†, Feng Lou 1,2, Junsheng Feng 1,3, Myung-Hwan Whangbo 4 and
Hongjun Xiang 1,2,*

����������
�������

Citation: Li, X.; Yu, H.; Lou, F.; Feng,

J.; Whangbo, M.-H.; Xiang, H. Spin

Hamiltonians in Magnets: Theories

and Computations. Molecules 2021, 26,

803. https://doi.org/10.3390/

molecules26040803

Academic Editor: Takashiro Akitsu

Received: 24 December 2020

Accepted: 2 February 2021

Published: 4 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Key Laboratory of Computational Physical Sciences (Ministry of Education), State Key Laboratory of
Surface Physics, Department of Physics, Fudan University, Shanghai 200433, China;
16110190006@fudan.edu.cn (X.L.); 20110190060@fudan.edu.cn (H.Y.); flou16@fudan.edu.cn (F.L.);
fjs@hfnu.edu.cn (J.F.)

2 Shanghai Qi Zhi Institute, Shanghai 200232, China
3 School of Physics and Materials Engineering, Hefei Normal University, Hefei 230601, China
4 Department of Chemistry, North Carolina State University, Raleigh, NC 27695-8204, USA;

whangbo@ncsu.edu
* Correspondence: hxiang@fudan.edu.cn
† These authors contributed equally to this work.

Abstract: The effective spin Hamiltonian method has drawn considerable attention for its power to
explain and predict magnetic properties in various intriguing materials. In this review, we summarize
different types of interactions between spins (hereafter, spin interactions, for short) that may be used
in effective spin Hamiltonians as well as the various methods of computing the interaction parameters.
A detailed discussion about the merits and possible pitfalls of each technique of computing interaction
parameters is provided.

Keywords: spin Hamiltonian; magnetism; energy-mapping analysis; four-state method; Green’s
function method

1. Introduction

The utilization of magnetism can date back to ancient China when the compass was
invented to guide directions. Since the relationship between magnetism and electricity was
revealed by Oersted, Lorentz, Ampere, Faraday, Maxwell, and others, more applications
of magnetism have been invented, which include dynamos (electric generators), electric
motors, cyclotrons, mass spectrometers, voltage transformers, electromagnetic relays, pic-
ture tubes, and sensing elements. During the information revolution, magnetic materials
were extensively employed for information storage. The storage density, efficiency, and
stability were substantially improved by the discovery and applications of the giant magne-
toresistance effect [1,2], tunnel magnetoresistance [3–9], spin-transfer torques [10–13], etc.
Recently, more and more novel magnetic states such as spin glasses [14,15], spin ice [16,17],
spin liquid [18–22], and skyrmions [23–28] were found, revealing both theoretical and
practical significance. For example, hedgehogs and anti-hedgehogs can be seen as the
sources (monopoles) and the sinks (antimonopoles) of the emergent magnetic fields of
topological spin textures [29], while magnetic skyrmions have shown promise as ultradense
information carriers and logic devices [24].

To explain or predict the properties of magnetic materials, many models and methods
have been invented. In this review, we will mainly focus on the effective spin Hamiltonian
method based on first-principles calculations, and its applications in solid-state systems. In
Section 2, we will introduce the effective spin Hamiltonian method. Firstly, in Section 2.1,
the origin and the computing methods of the atomic magnetic moments are presented.
Then, from Sections 2.2–2.6, different types of spin interactions that may be included in the
spin Hamiltonians are discussed. Section 3 will discuss and compare various methods of
computing the interaction parameters used in the effective spin Hamiltonians. In Section 4,
we will give a brief conclusion of this review.
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2. Effective Spin Hamiltonian Models

Though accurate, first-principles calculations are somewhat like black boxes (that
is to say, they provide the final total results, such as magnetic moments and the total
energy, but do not give a clear understanding of the physical results without further
analysis), and have difficulties in dealing with large-scale systems or finite temperature
properties. In order to provide an explicit explanation for some physical properties and
improve the efficiency of thermodynamic and kinetic simulations, the effective Hamiltonian
method is often adopted. In the context of magnetic materials where only the spin degree
of freedom is considered, it can also be called the effective spin Hamiltonian method.
Typically, the effective spin Hamiltonian models need to be carefully constructed and
include all the possibly important terms; then the parameters of the models need to be
calculated based on either first-principles calculations (see Section 3) or experimental data
(see Section 3.3). Given the effective spin Hamiltonian and the spin configurations, the
total energy of a magnetic system can be easily computed. Therefore, it is often adopted
in Monte Carlo simulations [30] (or quantum Monte Carlo simulations) for assessing the
total energy of many different configurations so that the finite temperature properties of
magnetic materials can be studied. If the effects of atom displacements are taken into
account, the effective Hamiltonians can also be applied to the spin molecular dynamics
simulations [31–33], which is beyond the scope of this review.

In this review, we mainly focus on the classical effective spin Hamiltonian method
where atomic magnetic moments (or spin vectors) are treated as classical vectors. In many
cases, these classical vectors are assumed to be rigid so that their magnitudes keep constant
during rotations. This treatment significantly simplifies the effective Hamiltonian models,
and it is usually a good approximation, especially when atomic magnetic moments are
large enough.

In this part, we shall first introduce the origin of the atomic magnetic moments as
well as the methods of computing atomic magnetic moments. Then different types of spin
interactions will be discussed.

2.1. Atomic Magnetic Moments

The origin of atomic magnetic moments is explained by quantum mechanics. Suppose
the quantized direction is the z-axis, an electron with quantum numbers (n, l , ml , ms) leads
to an orbital magnetic moment µl = −µBl and a spin magnetic moment µs = −geµBs,
with their z components µlz = −mlµB and µsz = −gemsµB, where µB = |e|}

2m is the Bohr
magneton and ge ≈ 2 is the g-factor for a free electron. The energy of a magnetic moment µ
in a magnetic field B (magnetic induction) along z-direction is −µ · B = −µzB.

Considering the Russell-Saunders coupling (also referred to as L-S coupling), which
applies to most multi-electronic atoms, the total orbital magnetic moment and the total spin
magnetic moment are µL = −µBL and µS = −geµBS, respectively, where L = ∑

i
li and

S = ∑
i

si are the summation over electrons. The quantum numbers of each electron can

usually be predicted by Hund’s rules. Owing to the spin–orbit interaction, L and S both
precess around the constant vector J = L + S. The time-averaged effective total magnetic
moment is µ = −gJµBJ, where

gJ = 1 +
J(J + 1) + S(S + 1)− L(L + 1)

2J(J + 1)
(1)

The atomic magnetic moments discussed above are based on the assumption that the
atoms are isolated. Taking the influence of other atoms and external fields into account,
the orbital interaction theory, the crystal field theory [34], or the ligand field theory [35,36]
may be a better choice for theoretically predicting atomic magnetic moments. Notice that
half-filled shells lead to a total L = 0, and that in solids and molecules, orbital moments of
electrons are usually quenched, resulting in an effective L = 0 [37] (counterexamples may
be found for 4f elements or for 3d7 configurations as in Co(II)). Therefore typically µ = µS,
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with its z component µz = −geSzµB (Sz is restricted to discrete values: S, S− 1, . . . ,−S).
Usually, a nonzero µS results from singly filled (localized) d or f orbitals, while s and p
orbitals are typically either doubly filled or vacant so that they have no direct contribution
to the atomic magnetic moments. Therefore, when referring to atomic magnetic moments,
usually only the atoms in the d- and f -transition series need to be considered.

The atomic magnetic moments can also be predicted numerically employing first-
principles calculations. Nevertheless, we should notice that traditional Kohn–Sham density
functional theory (DFT) calculations [38,39] (based on single-electron approximation) are
not reliable for predicting atomic magnetic moments, and hence require the considera-
tion of strong correlation effect among electrons, especially when dealing with localized
d or f orbitals. Based on the Hubbard model [40], such problem can often be remedied
by introducing an intra-atomic interaction with effective on-site Coulomb and exchange
parameters, U and J [41] (or only one parameter Ueff = U − J in Dudarev’s approach [42]).
This approach is the DFT+U method [41–44], including LDA+U (LDA: Local density
approximation), LSDA+U (LSDA: Local spin density approximation), GGA+U (GGA: Gen-
eralized gradient approximation), and so forth, where “+U” indicates the Hubbard “+U”
correction. The parameters U and J can be estimated according to experience or semi-
empirically by seeking agreement with experimental results of some specific properties,
which is convenient but not very reliable. Considering how the values of the parameters U
and J affect the prediction of atomic magnetic moments and other physical properties, we
may need to compute these parameters more rigorously. A typical approach is constrained
DFT calculations [43,45–47], where the local d or f charges are constrained to different
values in several calculations, so that the parameters U and J can be obtained. Another
approach based on constrained random-phase approximation (cRPA) [48–50] allows for
considering the frequency (or energy) dependence of the parameters. More methods of
computing U and J are summarized in Ref. [43]. There are more accurate approaches
for dealing with strong correlated systems like DFT + Dynamical Mean Field Theory
(DFT+DMFT) [51–55] and Reduced Density Matrix Functional Theory (RDMFT) [56,57],
but they are much more sophisticated and computationally demanding so that they may
be impractical for large-scale calculations. Wave function (WF) methods, such as Complete
Active Space Self-Consistent Field (CASSCF) [58–61], Complete Active Space second-order
Perturbation Theory (CASPT2) [62–64], Complete Active Space third-order Perturbation
Theory (CASPT3) [65], and Difference Dedicated Configuration Interaction (DDCI) [66–68],
are also widely adopted by theoretical chemists for studying magnetic properties of materi-
als (especially molecules), including atomic magnetic moments and magnetic interactions.
These WF methods are also more accurate but more computationally demanding than the
DFT+U method, more detailed discussions of which can be found in Ref. [69].

2.2. Heisenberg Model

The simplest effective spin Hamiltonian model is the classical Heisenberg model,
which can be reduced to Ising model or XY model. The classical Heisenberg model can be
written as

Hspin = ∑
i,j>i

JijSi · Sj, (2)

where Si and Sj indicate the total spin vectors on atoms i and j, and the summation is over
all relevant pairs (ij). Its form was suggested by Heisenberg, Dirac, and Van Vleck. Such an
interaction comes from the energy splitting between quantized parallel (ferromagnetic, FM;
triplet state) and antiparallel (antiferromagnetic, AFM; singlet state) spin configurations.
Jij > 0 and Jij < 0 prefer AFM and FM configurations, respectively. There may be a
difference in the factor such as −1 and 1

2 between different definitions of Hspin, which is
also the case in other models as will be discussed.
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The spatial wave function of two electrons should possess the form of
ψ± = 1√

2
[ψa(r1)ψb(r2)± ψb(r1)ψa(r2)], where ψa and ψb are any single-electron spa-

tial wave functions. A parallel triplet spin state and an antiparallel singlet spin state should
correspond to an antisymmetric (ψ−) and a symmetric (ψ+) spatial wave function, respec-
tively. For given ψa and ψb, the expectation value for the total energy of ψ− can be different
from that of ψ+, which gives a preference to the AFM or FM spin configuration. Whether
the AFM or FM spin configuration is preferred depends on the circumstances, and their
energy difference can be described as a Heisenberg term J12S1 · S2.

In the simple case of an H2 molecule, an AFM singlet spin state is preferred, whose
symmetric spatial wave function ψ+ corresponds to a bonding state [70,71]. However, this
leads to the total magnetic moment of zero because the two antiparallel electrons share
the same spatial state. In another simple case, where ψa and ψb stands for two degenerate
and orthogonal orbitals of the same atom, an FM triplet spin state is preferred, which is
in agreement with Hund’s rules. Consider a set of orthogonal Wannier functions with
φnλ(r − rα) resembling the nth atomic orbital with spin λ centered at the αth lattice site,
and suppose there are Nh electrons each localized on one of the N lattice sites, each ion
possessing h unpaired electrons. If these h electrons have the same exchange integrals with
all the other electrons, the interaction resulting from the antisymmetrization of the wave
functions can be expressed as

Hex = ∑
αα′

nn′

Jnn′(rα, rα′)

[
1
4
+ S(rα) · S(rα′)

]
(3)

which is called the Heisenberg exchange interaction [72]. After removing the constant
terms, we can see such an interaction has the form of Hspin = ∑

i,j>i
JijSi · Sj.

Based on molecular orbital analysis using φa and φb to denote the singly filled d
orbitals of the two spin- 1

2 magnetic ions (i.e., d9 ions), Hay et al. [73] showed that the
exchange interaction between the two ions can be approximately expressed as

J = −2Kab +
∆2

Ueff = JF + JAF (4)

where

Kab ∝
〈

φa(1)φb(2)
∣∣∣∣

1
r12

∣∣∣∣φb(1)φa(2)
〉

=
∫

φ∗a (r1)φ
∗
b (r2)

1
r12

φb(r1)φa(r2) > 0 (5)

Ueff = Jaa − Jab ∝
〈

φa(1)φa(2)
∣∣∣∣

1
r12

∣∣∣∣φa(1)φa(2)
〉
−
〈

φa(1)φb(2)
∣∣∣∣

1
r12

∣∣∣∣φa(1)φb(2)
〉

> 0 (6)

and ∆ indicates the energy gap between the bonding state and antibonding state con-
structed by φa and φb. The two components of J have opposite signs, i.e., JF = −2Kab < 0
and JAF = ∆2

Ueff > 0, which give preference to FM and AFM spin configurations, respec-
tively. For general dn cases, more orbitals should be considered. Therefore the expression
of J will be more complicated, but the exchange interaction can still be similarly decom-
posed into FM and AFM contributions [73]. An application of this analysis is that when
calculating exchange parameter J using Dudarev’s approach of DFT+U with a parameter
Ueff, the calculated value of J should vary with Ueff approximately as J = JF +

∆2

Ueff with
JF and ∆2 to be fitted [74]. However, this is no longer correct when Ueff → 0 .

Another mechanism that leads to FM spin configurations is the double exchange, in
which the interaction between two magnetic ions is induced by spin coupling to mobile
electrons that travels from one ion to another. A mobile electron has lower energy if the
localized spins are aligned. Such a mechanism is essential in metallic systems containing
ions with variable charge states [75,76].
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The superexchange is another important indirect exchange mechanism, where the
interaction between two transition-metal (TM) ions is induced by spin coupling to two
electrons on a non-magnetic ligand (L) ion that connects them, forming an exchange path
of TM-L-TM type. Different mechanisms were proposed to explain the superexchange
interaction. In Anderson’s mechanism [77,78], the superexchange results from virtual
processes in which an electron is transferred from the ligand to one of the neighboring
magnetic ions, and then another electron on the ligand couples with the spin of the other
magnetic ion through exchange interaction. In Goodenough’s mechanism [79,80], the
concept of semicovalent bonds was invented, where only one electron given by the ligand
predominates in a semicovalent bond. Because of the exchange forces between the electrons
on the magnetic ion and the electron given by the ligand, the ligand electron with its spin
parallel to the net spin of the magnetic ion will spend more time on the magnetic ion
than that with an antiparallel spin if the d orbital of the magnetic ion is less than half-
filled, and vice versa. The magnetic atom and the ligand are supposed to be connected
by a semicovalent bond or a covalent bond when they are near, or by an ionic bond (or
possibly a metallic-like bond) otherwise. The superexchange interaction with semicovalent
bonds existing is also called semicovalent exchange interaction. Kanamori summarized
the dependence of the sign of the superexchange parameter (whether FM or AFM) on
bond angle, bond type and number of d electrons (in different mechanisms), which is often
referred as Goodenough–Kanamori (GK) rules [80–82]. For the 180◦ (bond angle) case,
generally, AFM interaction is expected between cations of the same kind (counterexamples
may exist for d4 cases such as Mn3+-Mn3+, where the sign depends on the direction of the
line of superexchange), and FM interaction is expected between two cations with more-
than-half-filled and less-than-half-filled d-shells, respectively [81]. For the 90◦ case, the
results are usually the opposite [81]. A schematic diagram of superexchange interactions
(between cations both with more-than-half-filled d-shell) is given in Figure 1. More details
of the discussions can be found in Ref. [81] and Ref. [82].
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Figure 1. A schematic diagram of superexchange interactions between transition-metal (TM) ions
both with more-than-half-filled d-shell. According to Goodenough–Kanamori (GK) rules, the 180◦

and the 90◦ cases favor antiferromagnetic (AFM) and ferromagnetic (FM) arrangements of TM ions,
respectively. The main difference is whether the two electrons of L occupy the same p orbital, leading
to different tendencies for the alignments of the two electrons of L that interact with two TM ions.
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A counterexample of the GK rules can be found in the layered magnetic topological
insulator MnBi2Te4, which possesses intrinsic ferromagnetism [83]. In contrast, the pre-
diction of the GK rules leads to a weak AFM exchange interaction between Mn ions. In
Ref. [84], the presence of Bi3+ was found to be essential for explaining this anomaly: d5

ions in TM-L-TM spin-exchange paths would prefer FM coupling if the empty p orbitals
of a nonmagnetic cation M (which is Bi3+ ion in the case of MnBi2Te4) hybridize strongly
with those of the ligand L (but AFM coupling otherwise). Oleś et al. [85] pointed out that
the GK rules may not be obeyed in transition metal compounds with orbital degrees of
freedom (e.g., d1 and d2 electronic configurations) due to spin-orbital entanglement.

Exchange interactions between two TM ions also take place through the exchange
paths of TM-L . . . L-TM type [86], referred to as super-superexchanges, where TM ions
do not share a common ligand. Each TM ion of a solid forms a TMLn polyhedron (typi-
cally, n = 3–6) with the surrounding ligands L, and the unpaired spins of the TM ion are
accommodated in the singly filled d-states of TMLn. Since each d-state has a d-orbital of
TM combined out-of-phase with the p-orbitals of L, the unpaired spin of TM does not
reside solely on the d-orbital of TM, as assumed by Goodenough and Kanamori, but is
delocalized into the p-orbitals of the surrounding ligands L. Thus, TM-L . . . L-TM type
exchanges occur and can be strongly AFM when their L . . . L contact distances are in the
vicinity of the van der Waals distance so that the ligand p-orbitals overlap well across the L
. . . L contact.

Another mechanism is the indirect coupling of magnetic moments by conduction
electrons, referred to as Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction [87–90]. This
kind of interaction between two spins S1 and S2 is also proportional to S1 · S2 with an
expression

HRKKY ∝ ∑
q

χ(q)eiq·r21 S1 · S2. (7)

The magnetic dipole–dipole interaction (between magnetic moments µ1 and µ2 located
at different atoms) with energy

V =
1

R3

[
µ1 · µ2 − 3

(
R̂ · µ1

)(
R̂ · µ2

)]
(8)

also has contributions to the bilinear term, but it is typically much weaker than the ex-
change interactions in most solid-state materials such as iron and cobalt. The characteristic
temperature of dipole–dipole interaction (or termed as “dipolar interaction”) in magnetic
materials is typically of the order of 1 K, above which no long-range order can be stabilized
by such an interaction [37]. However, in some cases, such as in several single-molecule
magnets (SMMs), the exchange interactions can be so weak that they are comparable to or
weaker than dipolar interactions, thus the dipolar interactions must not be neglected [91].

For most magnetic materials, the Heisenberg interaction is the most predominant
spin interaction. As a result, the simple classical Heisenberg model is able to explain the
magnetic properties such as the ground states of spin configurations (FM or AFM) and the
transition temperatures (Curie temperature for FM states or Néel temperature for AFM
states) for many magnetic materials.

If some pairs of spins favor FM spin configurations while other pairs favor AFM
configurations, frustration may occur, leading to more complicated and more interesting
noncollinear spin configurations. For example, the FM effects of double exchange resulting
from mobile electrons in some antiferromagnetic lattices give rise to a distortion of the
ground-state spin arrangement and lead to a canted spin configuration [92]. A magnetic
solid with moderate spin frustration lowers its energy by adopting a noncollinear su-
perstructure (e.g., a cycloid or a helix) in which the moments of the ions are identical in
magnitude but differ in orientation or a collinear magnetic superstructure (e.g., a spin
density wave, SDW) in which the moments of the ions differ in magnitude but identical in
orientation [93,94]. For a cycloid formed in a chain of magnetic ions, each successive spin
rotates in one direction by a certain angle, so there are two opposite ways of rotating the

142



Molecules 2021, 26, 803

successive spins hence producing two cycloids opposite in chirality but identical in energy.
When these two cycloids occur with equal probability below a certain temperature, their
superposition leads to a SDW [93,94]. On lowering the temperature further, the electronic
structure of the spin-lattice relaxes to energetically favor one of the two chiral cycloids so
that one can observe a cycloid state. The latter, being chiral, has no inversion symmetry
and gives rise to ferroelectricity [95]. The spin frustration is also a potential driving force
for topological states like skyrmions and hedgehogs [29].

2.3. The J Matrices and Single-Ion Anisotropy

The classical Heisenberg model can be generalized to a matrix form to include all the
possible second-order interactions between two spins (or one spin itself):

Hspin = ∑
i,j>i

ST
i JijSj + ∑

i
ST

i AiSi (9)

where Jij and Ai are 3 × 3 matrices called the J matrix and single-ion anisotropy (SIA) ma-
trix. The Jij matrix can be decomposed into three parts: The isotropic Heisenberg exchange
parameter Jij =

(
Jij,xx + Jij,yy + Jij,zz

)
/3 as in the classical Heisenberg model, the antisym-

metric Dzyaloshinskii–Moriya interaction (DMI) matrix Dij =
(
Jij − JT

ij

)
/2 [96–98], and

the symmetric (anisotropic) Kitaev-type exchange coupling matrix Kij =
(
Jij + JT

ij

)
/2−

JijI (where I denotes a 3 × 3 identity matrix). Thus Jij = JijI+Dij +Kij [99,100].
Now we analyze the possible origin of these terms by means of symmetry analysis.

When considering interaction potential between (or among) spins, we should notice that
the total interaction energy should be invariant under time inversion ({Sk} → {−Sk} ).
Therefore, any odd order term in the spin Hamiltonian should be zero unless an external
magnetic field is present when a term −∑

i
µi · B = ∑

i
geµBB · Si should be added to the

effective spin Hamiltonian. Ignoring the external magnetic field, the spin Hamiltonian
should only contain even order terms, with the lowest order of significance being the
second-order (the zeroth-order term is a constant and therefore not necessary). If the
spin-orbit coupling (SOC) is negligible, the total effective spin Hamiltonian Hspin should
be invariant under any global spin rotations, therefore Hspin should be expressed by only
inner product terms of spins like terms proportional to Si · Sj,

(
Si · Sj

)
(Sk · Sl) and so on.

That is to say, when SOC is negligible, the second-order terms in the Hspin should only
include the classical Heisenberg term ∑

i,j>i
JijSi · Sj, which implies that those interactions

described by Ai, Dij, and Kij matrices all originate from SOC (HSO = λŜ · L̂). What is more,
if the spatial inversion symmetry is satisfied by the lattice, Jij should be equal to JT

ij so that
there will be no DMI (Dij = 0). That is to say, the DMI can only exist where the spatial
inversion symmetry is broken.

The SIA matrix Ai has only six independent components and is usually assumed to be
symmetric. If we suppose the magnitude of the classical spin vector Si to be independent
of its direction, the isotropic part 1

3
(
Ai,xx +Ai,yy +Ai,zz

)
I would be of no significance, and

therefore Ai would have only five independent components after subtracting the isotropic
part from itself. It is evident that the ST

i AiSi prefers the direction of Si along the eigenvector
of Ai with the lowest eigenvalue. If this lowest eigenvalue is two-fold degenerate, the
directions of Si favored by SIA will be those belonging to the plane spanned by the two
eigenvectors that share the lowest eigenvalue, in which case we say the ion i has easy-
plane anisotropy. On the contrary, if the lowest eigenvalue is not degenerate while the
higher eigenvalue is two-fold degenerate, we say the ion i has easy-axis anisotropy. In
these two cases (easy-plane or easy-axis anisotropy), by defining the direction of z-axis
parallel to the nondegenerate eigenvector, the ST

i AiSi part would be simplified to Ai,zz
(
Sz

i
)2

with only one independent component. The easy-axis anisotropy has been found to be
helpful in stabilizing the long-range magnetic order and enhancing the Curie temperature
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in two-dimensional or quasi-two-dimensional systems [101]. The easy-plane anisotropy in
three-dimensional ferromagnets can lead to the effect called “quantum spin reduction”,
where the mean spin at zero temperature has a value lower than the maximal one due to
the quantum fluctuations [101,102]. Recently, several materials with unusually large easy-
plane or easy-axis anisotropy were found [103–105], which, as single-ion magnets (SIMs),
are promising for applications such as high-density information storage, spintronics, and
quantum computing.

The DMI matrix Dij is antisymmetric and therefore has only three independent com-
ponents, which can be expressed by a vector Dij with Dij,x = Dij,yz, Dij,y = Dij,zx, and
Dij,z = Dij,xy. Thus, the DMI can be expressed by cross product: ST

i DijSj = Dij ·
(
Si × Sj

)
.

Such an interaction prefers the vectors Si and Sj to be orthogonal to each other, with a
rotation (of Sj relative to Si) around the direction of −Dij. Together with Heisenberg term
JijSi · Sj, the preferred rotation angle between Si and Sj relative to the collinear state pre-

ferred by the Heisenberg term would be arctan |Dij|
|Jij| . In Ref. [106], the DMI is shown to

determine the chirality of the magnetic ground state of Cr trimers on Au(111). The DMI
is also important in explaining the skyrmion states in many materials such as MnSi and
FeGe [24,26,27,29,107–110]. Materials with skyrmion states induced by DMI usually have
a large ratio of |D1|

|J1| (typically 0.1~0.2) where the subscript “1” means nearest pairs [24,100].
In Ref. [100], strong enough DMI for the existence of helical cycloid phases and skyrmionic
states are predicted in Cr(I,X)3 (X = Br or Cl) Janus monolayers (e.g., for Cr(I,Br)3, sup-
posing |Si| = 3

2 for any i, the corresponding interaction parameters are computed as

J1 = −1.800 meV and |D1| = 0.270 meV, thus |D1|
|J1| = 0.150), though monolayers such as

CrI3 only exhibit an FM state for lack of DMI. In Ref. [110], the nonreciprocal magnon spec-
trum (and the associated spectral weights) of MnSi, as well as its evolution as a function
of magnetic field, is explained by a model including symmetric exchange, DMI, dipolar
interactions, and Zeeman energy (related to the magnetic field).

The Kitaev matrix Kij has five independent components as a symmetric matrix with
zero trace. For the specific cases when Si and Sj are parallel to each other (pointing in the
same direction), ST

i KijSj would perform like ST
i AiSi and show preference to the direction

with the lowest eigenvalue of Kij; while when Si and Sj are antiparallel to each other,
ST

i KijSj would prefer the direction with the highest eigenvalue of Kij. The difference
between the highest and lowest eigenvalue of Kij can be defined as Kij (a scalar), which
characterizes the anisotropic contribution of Kij. Generally, the favorite direction of the
spins is decided by both SIA and Kitaev interactions. The long-range ferromagnetic order in
monolayer CrI3 was explained by the anisotropic superexchange interaction since the Cr-I-
Cr bond angle is close to 90◦ [111]. In Ref. [112], the interplay between the prominent Kitaev
interaction and SIA was studied to explain the different magnetic behaviors of CrI3 and
CrGeTe3 naturally. For CrI3, supposing |Si| = 3

2 for any i, the Jij and Kij parameters between
nearest pairs are computed as−2.44 and 0.85 meV, respectively; while the only independent
component Ai,zz of Ai is −0.26 meV. For CrGeTe3, these three parameters are calculated
to be −6.64, 0.36, and 0.25 meV, respectively. These two kinds of interactions are induced
by SOC of the heavy ligands (I or Te) in these two materials (rather than the commonly
believed Cr ions). Among different types of quantum spin liquids (QSLs), the exactly
solvable Kitaev model with a ground state being QSL (with Majorana excitations) [113]
has attracted much attention. Materials that achieve the realization of such Kitaev QSLs
as α-RuCl3 [114–116] and (Na1-xLix)2IrO3 [117,118] (with an effective S = 1/2 spin value)
with honeycomb lattices are discovered. A possible Kitaev QSL state is also predicted in
epitaxially strained Cr-based monolayers with S = 3/2, e.g., CrSiTe3 and CrGeTe3 [119].

2.4. Fourth-Order Interactions without SOC

Sometimes, higher-order interactions are also crucial for explaining the magnetic
properties of some materials, especially if the magnetic atoms have large magnetic moments
or if the system is itinerant. As mentioned in Section 2.3, when SOC can be ignored, the
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effective spin Hamiltonian should only include inner product terms of spins. Besides
second-order Heisenberg terms like JijSi · Sj, the terms with the next lowest order (which is

fourth-order) are biquadratic (exchange) terms like Kij
(
Si · Sj

)2, three-body fourth-order
terms like Kijk

(
Si · Sj

)
(Si · Sk), and four-spin ring coupling terms like Kijkl

(
Si · Sj

)
(Sk · Sl).

That is to say, when SOC and external magnetic field are ignored, keeping the terms with
orders no higher than fourth, the effective spin Hamiltonian can be expressed as

Hspin = ∑
i,j>i

JijSi · Sj + ∑
i,j>i

Kij
(
Si · Sj

)2
+ ∑

i, j,
k > j

Kijk
(
Si · Sj

)
(Si · Sk) + ∑

i, j > i,
k > i,
l > k

Kijkl
(
Si · Sj

)
(Sk · Sl) (10)

The biquadratic terms have been found to be important in many systems, such as
MnO [120,121], YMnO3 [74], TbMnO3 [122], iron-based superconductor KFe1.5Se2 [123],
and 2D magnets [124]. In the case of TbMnO3, besides the biquadratic terms, the four-spin
couplings are also found to be important in explaining the non-Heisenberg behaviors [122];
the three-body fourth-order terms are also found to be important in simulating the total
energies of different spin configurations [125] (a list of the fitted values of each important
interaction parameter in TbMnO3 is provided in the supplementary material of Ref. [125]).
According to Ref. [126], in a Heisenberg chain system constructed from alternating S > 1

2
and S = 1

2 site spins, the additional isotropic three-body fourth-order terms are found
to stabilize a variety of partially polarized states and two specific non-magnetic states
including a critical spin-liquid phase and a critical nematic-like phase. In Ref. [127], the
four-spin couplings were found to have a large effect on the energy barrier preventing
skyrmions (or antiskyrmions) collapse into the ferromagnetic state in several transition-
metal interfaces.

2.5. Chiral Magnetic Interactions Beyond DMI

Some high-order terms containing cross products of spins may also be necessary for
fitting the models to the total energy or explaining some certain magnetic properties. Due
to the chiral properties of these interactions like DMI, it is possible that they can also
lead to, or explain, intriguing noncollinear spin textures such as skyrmions. In Ref. [128],
topological–chiral interactions are found to be very prominent in MnGe, which includes
chiral–chiral interactions (CCI) with the form

κCC
ijki′ j′k′

[
Si ·
(
Sj × Sk

)][
Si′ ·

(
Sj′ × Sk′

)]
(11)

whose local part has the form
κCC

ijk
[
Si ·
(
Sj × Sk

)]2 (12)

and spin–chiral interactions (SCI) with the form

κSC
ijk

(
τijk · Si

)[
Si ·
(
Sj × Sk

)]
(13)

where the unit vector τijk ∝
(
Rj −Ri

)
× (Rk −Ri) is the surface normal of the oriented

triangle spanned by the lattice sites Ri, Rj and Rk. The local scalar spin chirality χijk =

Si ·
(
Sj × Sk

)
among triplets of spins can be interpreted as a fictitious effective magnetic

field Beff ∝ χijkτijk, which leads to topological orbital moments LTO (TOM) [129–134]
arising from the orbital current of electrons hopping around the triangles. The TOM is
defined as

LTO
i = ∑

(jk)
LTO

ijk = ∑
(jk)

κTO
ijk χijkτijk (14)

where κTO
ijk is the local topological orbital susceptibility. CCI corresponds to the interaction

between pairs of topological orbital currents (or TOMs), whose local part can be interpreted
as the orbital Zeeman interaction LTO

i · Beff. SCI arises from the SOC, which couples the
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TOM to single spin magnetic moments. An illustration of CCI and SCI is provided in
Figure 2. Considerations of CCI and SCI improved the fitting of the total energy in MnGe
(see details in Ref. [128]). Moreover, the authors showed the possibility that the CCI may
lead to three-dimensional topological spin states and therefore may be vital in deciding
the ground state of the spin configurations of MnGe, which was found to be a three-
dimensional topological lattice (possibly built up with hedgehogs and anti-hedgehogs)
experimentally [135].
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Grytsiuk et al. in Ref. [128]. Spins and topological orbital moments (TOMs) are denoted as black arrows and blue arrows,
respectively. CCI can be regarded as interactions between TOMs, while SCI can be interpreted as interactions between TOM
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A new type of chiral pair interaction Cij ·
(
Si × Sj

) (
Si · Sj

)
, named as chiral biquadratic

interaction (CBI), which is the biquadratic equivalent of the DMI, was derived from a mi-
croscopic model and demonstrated to be comparable in magnitude to the DMI in magnetic
dimers made of 3d elements on Pt(111), Pt(001), Ir(111) and Re(0001) surface with strong
SOC [136]. Similar but generalized chiral interactions such as Dijjk ·

(
Sj × Sk

) (
Si · Sj

)
and

Dijkl · (Sk × Sl)
(
Si · Sj

)
, named four-spin chiral interactions, were discussed in Ref. [137],

and they are found to be important in predicting a correct chirality for a spin spiral state of
Fe chains deposited on the Re(0001) surface.

When there is a magnetic field, for a nonbipartite lattice, the magnetic field can couple
with the spin and produce a new term of the form JijkSi ·

(
Sj × Sk

)
= Jijkχijk [138,139],

which can be termed the three-spin chiral interaction (TCI) [140]. Such a chiral term can
induce a gapless line in frustrated spin-gapped phases, and a critical chiral strength can
change the ground state from spiral to Néel quasi-long-range-order phase [138]. This
chiral term is also found to produce a chiral spin liquid state [141], where the time-reversal
symmetry is broken spontaneously by the emergence of long-range order of scalar chiral-
ity [142].

2.6. Expansions of Magnetic Interactions

In general, a complete basis can be used to expand the spin interactions. One example
is the spin-cluster expansion (SCE) [143–145], where unit vectors denoting the directions
of spins are used as independent variables and spherical harmonic functions are used in
the expressions of the basis functions. When SOC and the external magnetic field are not
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important, as mentioned in Section 2.3, only inner products of spins need to be considered.
Consequently, the expansion can be

Hspin = E0 +
∞

∑
n=1

Jn


 ∑

nth nearest pairs 〈k,l〉
ek · el


+

∞

∑
n′=1

J′n′ ∑
n′th type

(ek · el)(em · en) + · · · (15)

as used in Ref. [125]. When using expansions of spin vectors (or directions of the spins),
suitable truncations on interaction distances and interaction orders are needed. Otherwise,
the number of terms would be infinite, and as a result, the problem would be unsolvable.

3. Methods of Computing the Parameters of Effective Spin Hamiltonian Models

In this part, we mainly discuss the methods of computing the spin interaction parame-
ters based on first-principles calculations of crystals, where periodic boundary conditions
are tacitly supposed. These methods include different kinds of energy-mapping analysis
(see Section 3.1) and Green’s function method based on magnetic-force linear response
theory (see Section 3.2). Discussions on the rigid spin rotation approximation and other
assumptions are provided in Section 3.3. The cases of clusters, where periodic boundary
conditions do not exist, will be briefly discussed in Section 3.3. Methods of obtaining spin
interaction parameters from experiments will also be briefly mentioned in Section 3.3.

3.1. Energy-Mapping Analysis

In an energy-mapping analysis, we do several first-principles calculations to assess the
total energies of different spin configurations. Then, we use the effective spin Hamiltonian
to provide the expressions of the total energies of these spin configurations (with the
expressions containing several undetermined parameters). By mapping the total energy
expressions given by the effective spin Hamiltonian model to the results of first-principles
calculations, the values of the undetermined parameters can be estimated. There are several
types of energy-mapping analysis. For the first type, a minimal number of configurations
are used, and a concrete expression for calculating the parameters can be given in advance.
An example is by mapping between the eigenvalues and eigenfunctions of exact Hamiltoni-
ans and the effective spin Hamiltonian models (typically the Heisenberg model) to estimate
the exchange parameters for relatively simple systems [146,147]. Several broken symmetry
(BS) approaches are also of this type, where broken-symmetry states (instead of eigenstates
of exact Hamiltonians) are adopted for energy mapping between the models and results of
first-principles calculations [147,148]. A typical example of BS approach is the four-state
method [148,149] where four special states are chosen for calculating each component
of the parameters, which will be introduced in Section 3.1.1. For the second type, more
configurations are used, and the parameters in the supposed effective spin Hamiltonian
model are determined by employing least-squares fitting, which will be introduced in
Section 3.1.2. The third type is similar to the second one, but the concrete form of the
effective spin Hamiltonian model is not determined in advance. In the beginning, one
includes many terms in the mode Hamiltonians. The relevance of each individual term
depends on the fitting performance with respect to first-principles calculations. While
selecting the relevant terms for a model Hamiltonian, it is important to search for the
minimal Hamiltonian for a given magnetic system, namely, the one with the minimal
number of parameters that capture its essential physics. This type of energy-mapping
analysis will be introduced in Section 3.1.3.

In this section, we will mainly focus on the applications in solid state systems with
periodic boundary conditions. The total energy of a designated configuration (which is
usually a broken-symmetry state) is typically provided by first-principles calculations (e.g.,
DFT+U calculations) with constrained directions of magnetic moments.

3.1.1. Four-State Method

The energy-mapping analysis based on four ordered spin states [148,149], also referred
to as the four-state method, assumes the effective spin Hamiltonian include only second-
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order terms (i.e., isotropic Heisenberg terms, DMI terms, Kitaev terms, and SIA terms).
Each component of the parameters like Jij, Dij,x, Ai,xy, (Ai,yy − Ai,xx) and (Ai,zz − Ai,xx)
can be obtained by first-principles calculations for four specified spin states [148]. Taking
the isotropic Heisenberg parameter Jij for example, with the spin-orbit coupling (SOC)
switched off during the first-principles calculations, we use Eij,αβ ( α, β =↑, ↓ ) to denote
the energy of the configuration where spin i is parallel or antiparallel to the z direction (if
α =↑ or ↓ , respectively), spin j is parallel or antiparallel to the z direction (if β = ↑ or ↓ ,
respectively), and all the spins except i and j are kept unchanged in the four states (which
will be referred to as the “reference configuration”, usually chosen to be a low-energy
collinear state). Then Jij can be expressed as

Jij =
Eij,↑↑ + Eij,↓↓ − Eij,↑↓ − Eij,↓↑

4S2 (16)

The schematic diagrams of these four states are shown in Figure 3.
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Figure 3. Schematic diagrams of the four states adopted in the four-state method for computing Jij.
Except atoms i and j, all the other atoms are omitted in this diagram (which are kept the same in the
four states). Spins pointing up and down are indicated with orange and blue balls, respectively. The
total energies given by first-principles calculations corresponding to these four states are denoted as
(a) Eij,↑↑, (b) Eij,↑↓, (c) Eij,↓↑, and (d) Eij,↓↓, respectively.

In general, the second-order effective spin Hamiltonian takes the form of

Hspin = ∑
i,j>i

ST
i JijSj + ∑

i
ST

i AiSi (17)

and each component of the matrix Jij and Ai can also be obtained by first-principles
calculations for four specified spin states. To compute Jij,ab (a, b = x, y, z), we use Eij,ab,αβ

( α, β = ↑, ↓ ) to denote the energy of the configuration where spin i is parallel or antiparallel
to the a direction (if α = ↑ or ↓ , respectively), spin j is parallel or antiparallel to the b
direction (if β = ↑ or ↓ , respectively), and all the spins except for i and j are kept unchanged
and parallel to the c-axis (c = x, y or z, c 6= a, c 6= b) with an appropriate reference
configuration and kept unchanged. Then, Jij,ab can be expressed as

Jij,ab =
Eij,ab,↑↑ + Eij,ab,↓↓ − Eij,ab,↑↓ − Eij,ab,↓↑

4S2 (18)
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To compute Ai,ab (a, b = x, y, z with a 6= b), we use Ei,ab,αβ ( α, β = ↑, ↓ ) to denote the
energy of the configuration where spin i is parallel to the direction whose a component
is ±

√
2

2 (for α = ↑ or ↓ , respectively), b component is ±
√

2
2 (for β = ↑ or ↓ , respectively),

and the other component is 0. Here all the spins except for i and j are parallel to the c-axis
(c = x, y or z, c 6= a, c 6= b) with an appropriate reference configuration. Then, Ai,ab can be
expressed as

Ai,ab =
Ei,ab,↑↑ + Ei,ab,↓↓ − Ei,ab,↑↓ − Ei,ab,↓↑

4S2 (19)

To compute (Ai,aa −Ai,bb) (a, b = x, y, z with a 6= b), we use Ei,ab,αβ ( α, β = ↑, ↓ or 0) to
denote the energy of the configuration where spin i is parallel to the direction whose a com-
ponent is ±1 or 0 (if α = ↑, ↓ or 0 , respectively), b component is ±1 or 0 (if β = ↑, ↓ or 0 ,
respectively) and the other component is 0, while all the spins except i are parallel to the
c-axis (c = x, y or z, c 6= a, c 6= b) with an appropriate reference configuration. Then
(Ai,aa −Ai,bb) can be expressed as

Ai,aa −Ai,bb =
Ei,ab,↑0 + Ei,ab,↓0 − Ei,ab,0↑ − Ei,ab,0↓

4S2 (20)

It is easy to verify that, by employing this four-state method, each component of the
Jij and Ai can be obtained with the effects of other second-order terms entirely cancelled.
Now we take the effects of fourth-order terms (without SOC) into account and check if
the algorithms for computing Jij and Ai are still rigorous. For Ai, we can find out that
the effects of all these terms are correctly cancelled. For Jij, the effects of biquadratic
terms, three-body fourth-order terms, and most of the four-spin ring coupling terms are
perfectly cancelled, while only the terms like

(
Si · Sj

)
(Sk · Sl) (k, l 6= i, j) will interfere with

the calculation of Jij because (Sk · Sl) is constant during the calculation and therefore mixed
with the contribution of Jij

(
Si · Sj

)
. The error of the calculated Jij originated from four-spin

ring coupling terms
∑

i, j > i,
k > i,
l > k

Kijkl
(
Si · Sj

)
(Sk · Sl) (21)

is given by
∑

k 6= i or j
l 6= i or j
(l > k)

Kijkl(Sk · Sl) (22)

while there is no easy way to get rid of this problem perfectly. Other parts of the Jij
(including Dij and Kij) are not affected by these fourth-order terms (without SOC), but by
other types of fourth-order terms (like four-spin chiral interactions) if SOC is taken into
account (because of the similar reason).

In Ref. [122], the four-spin ring coupling interaction is found to be important in
TbMnO3, and therefore leads to instability in calculating the Heisenberg parameters using
the four-state method when changing the reference configurations. This problem is reme-
died by calculating the Heisenberg parameter Jij twice with the four-state method using
the FM and A-type AFM (A-AFM, see Figure 4c) as the reference configurations, and use
their average value as the final estimation of Jij. The parameter of the vital ring coupling
interaction is obtained by calculating the difference between the two calculated Jij values
(with FM and A-AFM reference configurations, respectively). This effective remedy is
based on the assumption that only one kind of ring coupling interaction is essential. How-
ever, if there are more kinds of significant ring coupling or if we do not know which ring
coupling is essential in advance, such a method of calculating Jij is still not very trustworthy.
Nevertheless, it is found that by taking the average of the calculated Jij with four-state
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method with FM and G-type AFM (G-AFM, see Figure 4a) reference configurations, the
influences of Kijkl

(
Si · Sj

)
(Sk · Sl) with k and l being nearest pairs are eliminated. The terms

Kijkl
(
Si · Sj

)
(Sk · Sl) with non-nearest pairs of k and l still interfere with the calculation

of Jij, but they are generally very weak. Therefore, such a remedy to calculate Jij using
the four-state method should work well in most cases. In cases when a G-AFM state (in
which all the nearest pairs of spins are antiparallelly aligned) cannot be defined (e.g., a
triangular or a Kagomé lattice), there may be more than two reference configurations to
use in the four-state method so as to eliminate the effects of Kijkl

(
Si · Sj

)
(Sk · Sl) terms with

non-nearest pairs of k and l. These reference configurations need to be designed carefully
according to the specific circumstances to get rid of the effects of Kijkl

(
Si · Sj

)
(Sk · Sl) terms

as much as possible.
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The main advantages of the four-state method are its relatively small amount of
first-principles calculations and its relatively good cancellations of other relevant terms. A
weakness is that it cannot analyze the uncertainties of the parameters, so that we do not
know how precise those estimated values are. Another weakness, which is also shared
with other energy-mapping analysis methods, is that the computed Jij between Si and Sj is
actually the sum over Jij′ with any lattice vector R = rj′ − rj. Therefore, to get rid of the
effects of other spin pairs, a relatively large supercell is needed.

The four-state method can also be generalized to compute biquadratic parameters,
where the SOC needs to be switched off during the first-principles calculations. For
calculating Kij in the term Kij

(
Si · Sj

)2, we can let Si pointing to the (1, 0, 0) direction, Sj

pointing to the (1, 0, 0), (−1, 0, 0),
(

1√
2
, 1√

2
, 0
)

and
(
− 1√

2
,− 1√

2
, 0
)

directions, with other
spins parallel to the z-axis. The corresponding total energies are denoted as E1, E2, E3, and
E4, respectively. Then the Kij can be expressed as

Kij = E1 + E2 − E3 − E4 (23)

It can be easily checked that the effects of other terms not higher than fourth order are
totally eliminated. Therefore, this approach of calculating Kij should be relatively rigorous
theoretically.

Note that the four-state methods [148,149] could also give the derivatives of ex-
change interactions with respect to the atomic displacements without doing additional
first-principles calculations due to the Hellmann-Feynman theorem. These derivatives are
useful for the study of spin-lattice coupling related phenomena.

3.1.2. Direct Least Squares Fitting

Another type of energy-mapping analysis, instead of the four-state method, uses
more first-principles calculations with different spin configurations and fits the results
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to the effective spin Hamiltonian using the least-squares method to estimate the parame-
ters [74,122–124]. Ways of choosing spin configurations can depend on which parameters
to estimate.

In Ref. [74], for the four Mn sites in a unit cell of YMnO3, the polar and azimuthal
angles (θ,ϕ) of their spins are given by (0, 0), (0, 0),

(
θ, 3π

2
)
, and

(
θ, π

2
)
, respectively. By

changing the θ from 0◦ to 180◦, different configurations are produced. If the effective spin
Hamiltonian only contains Heisenberg terms, there will be a systematic deviation between
the predicted value given by the effective Hamiltonian and the calculated value given by
first-principles calculations. Such a deviation is well remedied by adding biquadratic ex-
change interactions into the effective Hamiltonian model. Thus, the biquadratic parameters
can be fitted. Similar approaches were adopted by others to calculate and show the impor-
tance of biquadratic parameters and topological chiral–chiral contributions [122–124,128].
Apart from using an angular variable for generating spin configurations, using two or more
variables is also practicable, or randomly chosen directions [106] can also be considered.
Thus, more diverse configurations will be produced. The least-squares fitting will also
work, but whether a systematic deviation exists will not be as apparent as the case when
only one angular variable is used for generating configurations, and the fitting task may be
more laborious.

The main virtues of this method are that the reliability of the model can be checked
by the fitting performance and that the uncertainties of the parameters can be estimated
if needed. This method is especially suitable for calculations of biquadratic parameters
and topological CCI. However, when talking about calculations of Heisenberg parameters,
this method needs more first-principles calculations and is thus less efficient. Furthermore,
the fitted result of the Heisenberg parameter Jij is vulnerable to the effects of other fourth-
order interactions such as terms as

(
Si · Sj

)
(Si · Sk) and

(
Si · Sj

)
(Sk · Sl). Therefore, the

estimations of the Heisenberg parameters may not be very reliable if any of such fourth-
order interactions are essential. This problem can be remedied by adding the related terms
into the effective Hamiltonian model, while it is not easy to decide which terms to include
in the model beforehand.

A possible way to get rid of the effects of other high-order terms is to perform artificial
calculations where most of the magnetic ions are replaced by similar but nonmagnetic ions
(e.g., substituting Fe3+ ions with nonmagnetic Al3+ ions) except for one or more ions to be
studied [150]. For example, when calculating SIA, only one magnetic ion is not substituted,
and by rotating this magnetic ion and calculating the total energy, the SIA can be studied.
When studying two-body interactions between Si and Sj, only two magnetic ions (at site
i and j) are not substituted, and by rotating the spins (or magnetic moments) of these
two magnetic ions, the interactions between them can be studied. Such a technique of
substituting atoms can be applied to energy mapping analysis based on either the four-state
method or least-squares fitting. In this way, effects from interactions involving other sites
are effectively avoided. Nevertheless, this substitution method can make the chemical
environments of the remaining magnetic ions different from those in the system with no
substitution. This may make the calculations of the interaction parameters untrustworthy.

3.1.3. Methods Based on Expansions and Selecting Important Terms

The traditional energy-mapping analysis needs to construct an effective spin Hamil-
tonian first and then fit the undetermined parameters. However, it is not easy to give a
perfect guess, especially when high-order interactions are essential. Such problems can be
solved by considering almost all the possible terms utilizing some particular expansion
with appropriate truncations. Usually, there are too many possible terms to be considered,
so a direct fitting is impracticable; it requires at least as many first-principles calculations
as the number of terms to determine, but leads to over-fitting problems due to too many
parameters to determine. So, it is necessary to decide whether or not to include each
term into the effective spin Hamiltonian on the basis of their contributions to the fitting
performance.
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In Ref. [145], SCE is adopted for the expansion of spin interactions of bcc and fcc Fe.
After truncations based on the interacting distance and interaction orders, they considered
154 (179) possible different interaction terms in bcc (fcc) Fe. They randomly generated 3954
(835) different spin configurations in a 2 × 2 × 2 supercell for fitting. Their method of
choosing terms is as follows: starting from the effective Hamiltonian model with only a
constant term, try adding each possible term into the temporary model and accept the one
providing the best fitting performance, in which way the terms are added to the model
one by one. This method is the forward selection in variable selection problems, which is
simple and straightforward, and it works well in most cases. However, this method may
include unnecessary interactions to the effect Hamiltonian.

In Ref. [125], a machine learning method for constructing Hamiltonian (MLMCH) is
proposed, which is more efficient and more reliable than the traditional forward selection
method. Firstly, a testing set is used to avoid over-fitting problems. Secondly, not only
adding terms but also deleting and substituting terms are considered during the search for
the appropriate model. Thus, if an added term is judged to be unnecessary, it can still be
removed from the model afterward. A penalty factor p˘ (λ ≥ 1), where p is the number
of parameters in the temporary model and λ is a given parameter, is used together with
the loss function σ2 (the fitting variance) to select models with fewer parameters. Several
techniques are used to reduce the search space and enhance the search efficiency to select
important terms out of tens of thousands of possible terms. The flow charts of this method
of variable selection as well as the forward selection method are shown in Figure 5.
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the training set and the testing set are denoted as σ̂2 and ˆσ′2, respectively. (a) The traditional forward selection method as
adopted in Ref. [145]. (b) The forward selection method using a testing set to check if over-fitting problems occur. (c) A
simplified flow chart of the algorithm used in MLMCH [125], where some details are omitted. A testing set is used to check

if over-fitting problems occur. The criterion for a better model is a smaller
(

σ̂2 · λp
)

with λ ≥ 1. There are Nλ values of λ,
which are set in advance, saved in the array “lambdas(1: Nλ)”, whose components are usually arranged in descending order

of magnitude. For each value of λ, the best model is selected by using the criterion
(

σ̂2 · λp
)

.
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This method is advantageous in two ways: (a) Constructing the effective spin Hamil-
tonians is carried out comprehensively, which makes it less likely to miss some critical
interaction terms; (b) this method is general, so it can be applied to most magnetic materials.
The least-squares fitting needed in this approach can also provide the estimations for the
uncertainties of the parameters. The flaw is that it needs lots of (typically hundreds of)
first-principles calculations, which could be impracticable when a very large supercell
is needed (especially when the material is metallic so that long-range interactions are
essential). The way to generate spin configurations (typically randomly distributed among
all possible directions, sometimes deviating only moderately from the ground state) may
have some room for improvement.

3.2. Green’s Function Method Based on Magnetic-Force Linear Response Theory

In Green’s function method based on magnetic-force linear response theory [151–159],
we need localized basis functions ψimσ(r) (i, m, σ indicating the site, orbital, and spin
indices, respectively) based on the tight-binding model. The localized basis functions can
be provided by DFT codes together with Wannier90 [160,161] or codes based on localized
orbitals. By defining

Himjm′σσ′(R) = 〈ψimσ(r)|H|ψimσ(r + R)〉 (24)

Simjm′σσ′(R) = 〈ψimσ(r)|ψimσ(r + R) (25)

H(k) = ∑
R
H(R)eik·R (26)

S(k) = ∑
R
S(R)eik·R (27)

the Green’s function in reciprocal space and real space are defined as

G(k, ε) = (εS(k)−H(k))−1 (28)

and
G(R, ε) =

∫

BZ
G(k, ε)e−ik·Rdk (29)

Based on the magnetic force theorem [162], the total energy variation due to a pertur-
bation (which is the rotation of spins in this case) from the ground state equals the change
of single-particle energies at the fixed ground-state potential:

δE =
∫ EF

−∞
εδn(ε)dε = −

∫ EF

−∞
δN(ε)dε (30)

where
n(ε) = − 1

π
ImTr(G(ε)) (31)

and
N(ε) = − 1

π
ImTr(ε−H) (32)

where traces are taken over orbitals. By defining

Pi = Hii(R = 0) = p0i l+
→
p i ·
→
σ (33)

with its component
Pimm′ = p0

imm′l+ pimm′
→
e imm′ ·

→
σ (34)

where
→
σ is the vector composed of Pauli matrices. By defining

Gim,jm′ = G0
im,jm′l+

→
Gim,jm′ ·

→
σ (35)
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the energy variation due to the two-spin interaction between sites i and j is

δEij = −
2
π

∫ EF

∞
ImTr

(
δHiGδHjG

)
dε (36)

with δHi = δφi × pi. After mathematical simplification, the expression of δEij can be
mapped to that given by the effective Hamiltonian model

Hspin = ∑
i

ST
i AiSi + ∑

i,j>i

[
JijSi · Sj + Dij ·

(
Si × Sj

)
+ ST

i KijSj

]
+ ∑

i,j>i
Kij
(
Si · Sj

)2 (37)

(including all the second-order terms and a biquadratic term) to obtain the expressions of
the parameters:

Jij = Im
(

A00
ij − Axx

ij − Ayy
ij − Azz

ij − 2Azz
ij Sref

i · Sref
j

)
(38)

Kuv
ij = Im

(
Auv

ij + Avu
ij

)
(39)

Du
ij = Re

(
A0u

ij − Au0
ij

)
(40)

Bij = Im
(

Azz
ij

)
(41)

where

Auv
ij =

1
π

∫ EF

−∞
Tr
{
pzi G

u
ijp

z
jG

v
ji

}
dε (42)

with u, v ∈ {0, x, y, z} (the trace is also taken over orbitals), and Sref
i indicates the un-

perturbed vector Si. An xyz average strategy can be adopted so that some components
inaccessible from one first-principles calculation can be obtained [157].

The main advantages of this method are that it only requires one or three DFT calcula-
tions to obtain all the parameters of second-order terms and biquadratic terms between
different atoms, using only a small supercell (with a dense enough k-point sampling) to ob-
tain interaction parameters between spins far away from each other. Therefore, it saves the
computational cost compared to the energy-mapping analysis, especially when long-range
interactions are essential. It also avoids the difficulties of reaching self-consistent-field
convergence in DFT calculations for high-energy configurations, which may occur in the
energy-mapping analysis. This method is good at describing states near the ground state
but may not be so good at describing high-energy states. A limitation is that this method
cannot obtain SIA parameters, and its calculations for biquadratic parameters are not very
trustworthy [157]. The calculated Heisenberg parameter Jij is mixed with the contributions
of other fourth-order interactions such as terms like

(
Si · Sj

)
(Si · Sk) and

(
Si · Sj

)
(Sk · Sl).

Therefore, the results may be unreliable if any of such fourth-order interactions are essential.
Another little flaw is the noise of a typical order of magnitude of a few µeV introduced by
the process of obtaining the Wannier orbitals [157]. In addition, the uncertainties of the
parameters cannot be obtained by this method.

A recent study [140] considered the rotations of more than two spins as the pertur-
bation and mapped the δE to the corresponding quantity given by an effective Hamil-
tonian with more types of interactions, including terms proportional to Si ·

(
Sj × Sk

)
,(

Si · Sj
)
(Sk · Sl) and

(
Si × Sj

)
(Sk · Sl). This enables one to obtain the expressions needed

for calculating the associated parameters. The derivations and forms of the expressions
are much more complicated compared with those from the second-order interactions dis-
cussed above. This generalization of the traditional approach for calculating second-order
interaction parameters remedied the problem of ignoring the effects of other high-order
interactions to some extent. However, it is still a challenging task to get rid of the effects of
high-order interactions on calculating the Heisenberg parameters (and other second-order
parameters). The noise introduced by Wannier orbitals, the inability to determine SIA and
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the uncertainties of the resulting parameters are still the drawbacks of this approach. In
addition, this method cannot give the derivatives of exchange interactions with respect to
the atomic displacements, in contrast to the four-state method discussed above.

3.3. More Discussions on Calculating Spin Interaction Parameters

We should notice that, for all the methods discussed above, a rigid spin rotation
approximation is used. The latter is equivalent to the supposition that the magnitudes
of the spins should be constant in different configurations. However, this is not always
true. For example, the magnitudes of the spins may be a little different in FM and AFM
states. In Ref. [128], the energy-mapping analysis based on direct least-squares fitting (with
configurations generated with different θ values) is adopted to study the spin interactions
of MnGe and FeGe, to find that the agreement between the calculations and the model is
enhanced by allowing the magnitudes of the spins to depend on the parameter θ (which
decides the configurations) instead of using the fixed magnitudes (see Supplementary
Materials of Ref. [128]). It is possible to obtain the relationship between the magnitudes
of the spins and the parameter θ with an appropriate fitting or interpolation so that for
a configuration with a new value of θ, the magnitudes of spins and the total energy can
be predicted. Nevertheless, for a general spin configuration that cannot be described by a
single θ, the prediction for the magnitudes of the spins can be very difficult. This is why
one commonly employs the effective spin Hamiltonian by assuming that the magnitudes
of the spins are constant.

Another perspective for the rigid spin rotation approximation, as implied in Ref. [143],
is that even if the magnitudes of the spins are highly relevant to the configurations, the
total energy can be fitted by using the directions of spins, instead of the spin vectors
themselves, as the independent variables (which is mathematically equivalent to supposing
the magnitudes of the spins to be constant) and considering an appropriate expansion of
these variables (spin directions). For example, supposing SOC can be ignored (supposing
SOC is switched off during first-principles calculations), the Heisenberg term JijSi · Sj can
be expressed as JijSi · Sj = JijSiei · Sjej; the magnitudes of the spins Si and Sj depend on
the angles between these two spins or neighboring spin directions (e.g., ek). Therefore,

JijSi · Sj = J̃0, ijei · ej + C1
(
ei · ej

)2
+ C2(ei · ek)

(
ei · ej

)
+ C3

(
ej · ek′

)(
ei · ej

)
+ · · · . (43)

That is to say, the relevance of the magnitudes of spins to the configurations can be
transferred to higher-order interactions when supposing the magnitudes of spins to be
constant. These “artificial” higher-order terms, only emerging for compensating for such
configuration dependency, are not very physical but can somewhat improve the fitting
performances (when such dependency is prominent).

All the methods discussed above assumes, besides the rigid spin rotation approxima-
tion, that magnetic moments are localized on the atoms. In addition, we note that the DFT
calculation results depend on the chosen exchange-correlation functional and the value of
DFT+U parameters [157].

In the above discussions, we have supposed the periodic boundary conditions, for
we mainly focus on the studies of crystals. When dealing with clusters (e.g., single-
molecule magnets), we can still arrange a cluster in a crystal (using periodic boundary
conditions) [159] with enough vacuum space to prevent the interactions between two
clusters belonging to different periodic cells. If no periodic boundary conditions exist,
the energy-mapping analysis can still work, while Green’s function method based on
magnetic-force linear response theory will fail because the reciprocal space is not defined.
For the cases without periodic boundary conditions, theoretical chemists have developed
several other approaches (such as wave-function based quantum chemical approaches)
for studying magnetic interactions [69,146,147,163–165], detailed discussions of which are
beyond the scope of this review.

The spin interaction parameters can also be obtained from comparing the experimental
results of observable quantities such as transition temperatures, magnetization [166], spe-
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cific heat [166], magnetic susceptibility [166,167], and magnon spectrum (given by inelastic
neutron scattering measurements) [110,124,168–171] with the corresponding predictions
given by the effective Hamiltonian model, which is similar to the idea of energy-mapping
analysis based on least squares fitting. While the transition temperatures can only be
used to roughly estimate the major interaction (typically the Heisenberg interaction be-
tween nearest pairs), the magnon spectrum can provide more detailed information and
thus widely adopted for obtaining interaction parameters. These experimental results
can also be used for checking the reliability of effective spin Hamiltonian models and the
corresponding parameters obtained from first-principles calculations [172].

4. Conclusions

In this review, we summarized different types of spin interactions that an effective
spin Hamiltonian may include. Recent studies have shown the importance of several
kinds of high-order terms in some magnetic systems, especially biquadratic terms, four-
spin ring interactions, topological chiral interactions, and chiral biquadratic interactions.
In addition, we discussed in some detail the advantages and disadvantages of various
methods of computing interaction parameters of the effective spin Hamiltonians. The
energy-mapping analysis is easier to use, and it is less vulnerable to the effects of higher-
order interactions (if carefully treated). Compared with the energy-mapping analysis,
Green’s function method requires less first-principle calculations and a relatively small
supercell. The energy-mapping analysis usually gives a relatively good description of
many kinds of states with diverse energies, while Green’s function method provides a
more accurate description of states close to the ground state (or the reference state). Both
methods usually provide similar results and are both widely adopted in the studies of
magnetic materials. We expect that first-principles based effective spin Hamiltonian will
continue to play a key role in the investigation of novel magnetic states (e.g., quantum spin
liquid and magnetic skyrmions).
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Abstract: In this review on spin exchanges, written to provide guidelines useful for finding the spin
lattice relevant for any given magnetic solid, we discuss how the values of spin exchanges in transition
metal magnetic compounds are quantitatively determined from electronic structure calculations,
which electronic factors control whether a spin exchange is antiferromagnetic or ferromagnetic, and
how these factors are related to the geometrical parameters of the spin exchange path. In an extended
solid containing transition metal magnetic ions, each metal ion M is surrounded with main-group
ligands L to form an MLn polyhedron (typically, n = 3–6), and the unpaired spins of M are represented
by the singly-occupied d-states (i.e., the magnetic orbitals) of MLn. Each magnetic orbital has the
metal d-orbital combined out-of-phase with the ligand p-orbitals; therefore, the spin exchanges
between adjacent metal ions M lead not only to the M–L–M-type exchanges, but also to the M–L
. . . L–M-type exchanges in which the two metal ions do not share a common ligand. The latter can
be further modified by d0 cations A such as V5+ and W6+ to bridge the L . . . L contact generating
M–L . . . A . . . L–M-type exchanges. We describe several qualitative rules for predicting whether
the M–L . . . L–M and M–L . . . A . . . L–M-type exchanges are antiferromagnetic or ferromagnetic by
analyzing how the ligand p-orbitals in their magnetic orbitals (the ligand p-orbital tails, for short)
are arranged in the exchange paths. Finally, we illustrate how these rules work by analyzing the
crystal structures and magnetic properties of four cuprates of current interest: α-CuV2O6, LiCuVO4,
(CuCl)LaNb2O7, and Cu3(CO3)2(OH)2.

Keywords: Keywords: spin exchange; magnetic orbitals; ligand p-orbital tails; M–L–M exchange;
M–L . . . L–M exchange; α-CuV2O6; LiCuVO4; (CuCl)LaNb2O7; Cu3(CO3)2(OH)2

1. Introduction

An extended solid consisting of transition metal magnetic ions has closely packed
energy states (Figure 1a,b) so that, at a given non-zero temperature, the ground state as
well as a vast number of the excited states can be thermally occupied. The thermodynamic
properties such as the magnetic susceptibility and the specific heat of a magnetic system
represents the weighted average of the properties associated with all thermally occupied
states, with their Boltzmann factors as the weights. Such a quantity is difficult to calculate
if all states were to be determined by first principle electronic structure calculations.

To generate the states of a given magnetic system and subsequently calculate the
thermally-averaged physical property, a model Hamiltonian (also called a toy Hamiltonian)
is invariably employed [1–3]. A typical model Hamiltonian used for this purpose is the
Heisenberg-type spin Hamiltonian, Hspin, expressed as:

Hspin = ∑
i>j

JijŜi · Ŝj (1)
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where the energy spectrum of a magnetic system as the sum of the pairwise spin exchange
interactions JijŜi · Ŝj is approximated. The spin operators Ŝi and Ŝj (at the spin sites i and j,

respectively) can be treated as the spin vectors
→
S i and

→
S j, respectively, unless they operate

on spin states. If all magnetic ions of a given system are identical with spin S, each term
→
S i ·

→
S j can be written as

→
S i ·

→
S j = S2 cos θij where θij is the angle between the two spin

vectors. In such a case, Equation (1) is rewritten as:

Hspin = ∑
i>j

JijS
2cosθij (2)

Figure 1. (a,b) Allowed energy states of a magnetic solid. Between the lowest-lying excited state and
the ground state, there is no energy gap in (a), but a non-zero energy gap in (b). (c–e) Examples of
simple spin lattices: a uniform chain in (c); isolated spin dimers in (d); and an alternating chain in (e).
Here, all nearest-neighbor spins are antiferromagnetically coupled.

In a collinearly ordered spin arrangement of a magnetic solid, every two spin ar-
rangements are either ferromagnetic (FM, i.e., parallel (θij = 0◦)) or antiferromagnetic
(AFM, i.e., antiparallel (θij = 180◦)). With the definition of a spin Hamiltonian as in
Equation (1), AFM and FM spin exchanges are represented by positive and negative Jij
values, respectively. For any collinearly ordered spin arrangement, the total energy is
readily written as a function of the various spin exchanges Jij.

The energy spectrum allowed for a magnetic system, and hence its magnetic properties,
depend on its spin lattice. The latter refers to the repeat pattern of predominant spin
exchange paths, i.e., those with large |Jij| values. For example, between the ground and
the excited states, a uniform half-integer spin AFM chain (Figure 1c) has no energy gap
(Figure 1a), whereas an isolated AFM dimer (Figure 1d) and an alternating AFM chain
(Figure 1e) have a non-zero energy gap (Figure 1b). The spin lattice of a given magnetic
solid is determined by its electronic structure, which makes it interesting how to identify
the spin lattice of a magnetic solid on the basis of its atomic and electronic structures. Strong
AFM exchanges between magnetic ions are often termed magnetic bonds, in contrast to
chemical bonds determined by strong chemical bonding. Thus, Figure 1c represents a
uniform AFM chain, and Figure 1d represents isolated AFM dimers. The magnetic bonds
do not necessarily follow the geometrical pattern of the magnetic ion arrangement dictated
by chemical bonding.

In a magnetic solid, transition metal ions M often share a common ligand L to form
M–L–M bridges (Figure 2a). The spin exchange between the magnetic ions in an M–L–M
bridge has been termed “superexchange” [4–7]. Whether the spin arrangement between
two metal ions becomes FM or AFM, as described by the Goodenough–Kanamori rules
formulated in the late 1950s, depends on the geometry of the M–L–M bridge [5–9]. Ever
since, the Goodenough–Kanamori rules have greatly influenced the thinking of inorganic
and solid-state chemists dealing with magnetic systems. Since the early 2000s, it has become
increasingly clear that the magnetic properties of certain compounds cannot be conclusively
explained unless also one takes into consideration the spin exchanges of the M–L . . . L–M
(Figure 2b) or the M–L . . . A . . . L–M (Figure 2c) types, termed super-superexchanges [1–3],
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in which the metal ions do not share a common ligand. In the late 1950s, it was impossible
to imagine that spin exchanges could take place in such paths in which the M . . . M
distances were very long, because the prevailing concept of chemical bonding at that
time, mainly based on the valence bond picture [10], suggested that an unpaired electron
of a magnetic ion is accommodated in a pure d-orbital of M. In an extended solid, each
transition metal ion M is typically surrounded with main-group ligand atoms L to form an
MLn polyhedron (n = 3–6), and each unpaired electron of MLn resides in a singly-occupied
d-state (referred to as a magnetic orbital) of MLn, in which the d-orbital of M is combined
out-of-phase with the p-orbitals of L. In this molecular orbital picture, the unpaired spin
density is already delocalized from the d-orbital of M (the “magnetic orbital head”) to the
p-orbitals of L (the “magnetic orbital tails”) [1–3]. Thus, it is quite natural to think that the
spin exchange between the metal ions in an M–L . . . L–M path takes place through the
overlap between the ligand p-orbital tails present in the L . . . L contact. This interaction
between the p-orbital tails can be modified by the empty dπ orbitals of the d0 cation A
(e.g., V5+ and W6+) in an M–L . . . A . . . L–M exchange.

Figure 2. Three types of spin exchange paths associated with two magnetic ions: (a) M–L–M, (b) M–L . . . L–M, and (c) M–L
. . . A . . . L–M, where A represents a d0 cation such as V5+ or W6+. The M, L, and A are represented by red, blue, and green
circles, respectively.

Given that spin exchanges between magnetic ions are determined by the p-orbital
tails of their magnetic orbitals, it is not surprising that spin exchanges of the M–L . . .
L–M or M–L . . . A . . . L–M type can be stronger than those of the M–L–M type, and that
spin exchanges are generally strong only along a certain direction of the crystal structure.
Although this aspect has been repeatedly pointed out in review articles over the years [1–3],
it is still not infrequent to observe that experimental results are incorrectly interpreted
simply because spin lattices have been deduced considering only the M–L–M type spin
exchanges. Such an unfortunate mishap is akin to providing solutions in search of a
problem. In this review, written as a tribute to John B. Goodenough for his long and
illustrious scientific career culminating with the Nobel Prize in 2019, we review what
electronic factors govern the nature of the M–L–M, M–L . . . L–M and M–L . . . A . . . L–M
type spin exchanges, with an ultimate goal to provide several qualitative rules useful for
finding the spin lattice relevant for any given magnetic system.

Our work is organized as follows: Section 2 examines how to quantitatively determine
the values of spin exchanges by carrying out the energy-mapping analysis based on elec-
tronic structure calculations. Section 3 explores the electronic factors controlling whether a
spin exchange is AFM or FM. In Section 4, we derive several qualitative rules that enable
one to predict whether the M–L . . . L–M and M–L . . . A . . . L–M type spin exchanges are
AFM or FM by analyzing how their ligand p-orbitals are arranged in the exchange paths. To
illustrate how the resulting structure–property relationships operate, in Section 5 we exam-
ine the crystal structures and magnetic properties of α-CuV2O6, LiCuVO4, (CuCl)LaNb2O7
and Cu3(CO3)2(OH)2. Our concluding remarks are presented in Section 6.

2. Energy Mapping Analysis for Quantitative Evaluation of Spin Exchanges

This section probes how to define the relevant spin Hamiltonian for a given magnetic
system on a quantitative level. This requires the determination of the spin exchanges to
include in the spin Hamiltonian. For various collinearly ordered spin states of a given
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magnetic system, one finds the expressions for their relative energies in terms of the spin
exchange parameters Jij to evaluate, performs DFT+U [11] or DFT+hybrid [12] electronic
structure calculations for the ordered spin states to determine the numerical values for their
relative energies, and finally maps the two sets of relative energies to find the numerical
values of the exchanges.

2.1. Using Eigenstates

To gain insight into the meaning and the nature of a spin exchange, we examine a
spin dimer made up of two S = 1/2 ions (Figure 3a). The spin Hamiltonian describing the
energies of this dimer is given by:

Hspin = JŜi · Ŝj, (3)

Figure 3. (a) Spin dimer made up of two S = 1/2 ions at sites i and j. Each site has one unpaired spin.
The magnetic orbitals at the sites i and j are represented by φi and φj, respectively. (b) The bonding
and antibonding states, Ψ1 and Ψ2, resulting from the interactions between φi and φj, are split in
energy by ∆e. (c) The singlet and triplet electron configurations resulting from Ψ1 and Ψ2.

The spin states allowed for this dimer are the singlet and triplet states, ΨS and ΨT, respectively.

ΨT = |↑↑〉, |↓↓〉, (|↑↓〉+ |↓↑〉)/
√

2
ΨS = (|↑↓〉 − |↓↑〉)/

√
2

(4)

It can be readily shown that these states are the eigenstates of the spin Hamiltonian by
rewriting Equation (3) as:

Hspin = JŜizŜjz + (J/2)[Ŝi+Ŝj− + Ŝi−Ŝj+] (5)

where Ŝmz (m = i, j) is the z-component of Ŝm, while Ŝm+ and Ŝm− are the raising and
lowering operators associated with Ŝm, respectively. Then, it is found that:

HspinΨT = (J/4)ΨT
HspinΨS = (−3J/4)ΨS

(6)

Thus:
∆Eeigen = ET − ES = 〈ΨT|Hspin|ΨT〉 − 〈ΨS|Hspin|ΨS〉 = J (7)

Therefore, the spin exchange J is related to the energy difference between the singlet
and triplet states of the spin dimer, as illustrated in Figure 4a.
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2.2. Using Broken-Symmetry States

In general, it is not an easy task to find the eigenstates of a general spin Hamiltonian
(e.g., Equation (1)), which makes it difficult to relate the spin exchanges to the energy differ-
ences between the eigenstates of a magnetic system. However, the energies for the broken-
symmetry (BS) states (i.e., the non-eigenstates) of a spin Hamiltonian are easy to evaluate.
For the magnetic dimer in Section 2.1, the high-spin (HS) state, ΨHS = |↑↑〉 or |↓↓〉, which
has an FM spin arrangement, is an eigenstate of the spin Hamiltonian (Equation (3)).
However, the low-spin (LS) state can be expressed as:

ΨLS = |↑↓〉 or |↓↑〉

This state has an AFM spin arrangement and is the BS state of the spin Hamiltonian.
Using Equation (5), it is found that:

Hspin|↑↓〉 = (−J/4) |↑↓〉+ (J/2) |↓↑〉
Hspin|↓↑〉 = (−J/4) |↓↑〉+ (J/2) |↑↓〉 (8)

Therefore:
〈↑↓|Hspin|↑↓〉 = 〈↓↑|Hspin|↓↑〉 = −J/4 (9)

From Equations (6) and (9), we obtain:

∆EBS = 〈ΨHS|Hspin|ΨHS〉 − 〈ΨBS|Hspin|ΨBS〉 = J/2 (10)

The spin exchange J is related to the energy difference between the states including
the BS states (Figure 4b).

2.3. Energy Mapping

For a general spin lattice, the energy difference between any two states (involving BS
and HS states) can be readily determined by using the spin Hamiltonian of Equation (3),
which is expressed as a function of unknown constants Jij. To evaluate the spin exchanges Jij
of a general spin Hamiltonian, it is necessary to numerically determine the relative energies
of various ordered spin states. This is done by performing DFT+U [11] or DFT+hybrid [12]
electronic structure calculations for the collinearly ordered spin states of a magnetic system
on the basis of the electronic Hamiltonian, Helec. These types of calculations ensure that the
electronic structures calculated for various ordered spin states have a bandgap as expected
for a magnetic insulator. Suppose that N different spin exchange paths Jij are considered to
describe a given magnetic solid. If one considers N + 1 ordered spin states, for example,
one can determine N different relative energies ∆Espin(i) (i = 1, 2,···, N) expressed in terms
of N different spin exchanges Jij (in principle, one could use more spin states, but at least
N+1 are necessary; using more would produce error bars and increase the precision of
the analysis). By carrying out electronic structure calculations for the N+1 ordered spin
states of the magnetic system, one obtains the numerical values for the N different relative
energies ∆Eelec(i) (i = 1, 2,···, N). Then, by equating the ∆Espin(i) (i = 1, 2, ···, N) values
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to the corresponding ∆Eelec(i) (i = 1, 2, ···, N) values, the N different spin exchanges Jij
are obtained.

∆Espin(i) (i = 1, 2, ···, N)↔ ∆Eelec(i) (i = 1, 2, ···, N) (11)

The spin exchanges discussed so far are known as Heisenberg exchanges. There
are other variants of interactions between spins which, though weaker than Heisenberg
exchanges in strength, are needed to explain certain magnetic properties not covered by the
symmetrical Heisenberg exchanges. They include Dzyaloshinskii–Moriya exchanges (or
antisymmetric exchanges) and asymmetric exchanges [2,3]. The energy-mapping analysis
based on collinearly ordered spin states allows one to determine the Heisenberg spin
exchanges only. To evaluate the Dzyaloshinskii–Moriya and asymmetric spin exchanges,
the energy-mapping analysis employs the four-state method [2,13], in which non-collinearly
ordered broken-symmetry states are used. A further generalization of this energy-mapping
method was developed to enable the evaluation of other energy terms that one might
include in a model spin Hamiltonian [14].

3. Qualitative Features of Spin Exchange

A spin Hamiltonian appropriate for a given magnetic system is one that consists
of the predominant spin exchange paths. Such a spin Hamiltonian can be determined
by evaluating the values of various possible spin exchanges for the magnetic system by
performing the energy-mapping analysis as described in Section 2. If the spin lattice is
chosen without quantitatively evaluating its spin exchanges, one might inadvertently
choose a spin lattice irrelevant for the interpretation of the experimental data. When
simulating the thermodynamic properties using a chosen set of spin exchanges, the values
of the spin exchanges are optimized until they provide the best possible simulation even
if the chosen spin lattice is incorrect from the viewpoint of electronic structure. Thus,
in principle, more than one spin lattice might provide an equally good simulation. In
interpreting the experimental results of a magnetic system with a correct spin lattice, it is
crucial to know what electronic and structural factors control the signs and the magnitudes
of spin exchanges.

3.1. Parameters Affecting Spin Exchanges

To examine what energy parameters govern the sign and magnitude of a spin ex-
change, we revisit the spin exchange of the spin dimer (Figure 3a) by explicitly considering
the electronic structures of its singlet and triplet states. For simplicity, we represent each
spin site with one magnetic orbital. As will be discussed in Section 5, the nature of the
magnetic orbital plays a crucial role in determining the sign and magnitude of a spin
exchange. We label the magnetic orbitals located at the spin sites i and j as φi and φj,
respectively (Figure 3a). These orbitals overlap weakly, and hence interact weakly, to form
the in-phase and out-of-phase states, Ψ1 and Ψ2, respectively, with energy split ∆e between
the two (Figure 3b). The overlap integral 〈φi|φj

〉
between φi and φj is small for magnetic

systems, so Ψ1 and Ψ2 are well approximated by:

Ψ1 ≈

(
φi +φj

)

√
2

, Ψ2 ≈

(
φi −φj

)

√
2

(12)

For simplicity, it is assumed here that the in-phase combination (i.e., the bonding
combination) is described by the plus combination, which amounts to the assumption that
the overlap integral 〈φi|φj

〉
is positive. The energy split ∆e is approximately proportional

to the overlap integral:
∆e ∝ 〈φi|φj

〉
(13)
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In understanding the qualitative features describing the electronic energy difference
between the singlet and triplet states, ∆Eelec, and hence the spin exchange J, it is necessary
to consider two other quantities. One is the on-site repulsion Uii:

Uii = 〈φi(1)φi(2)|1/r12| φi(1)φi(2)〉 (i = 1, 2) (14)

where the product φi(m)φi(m) is the electron density ρii(m) associated with the orbital
φi(m) occupied by electron m (=1, 2). Thus, Uii is the self-repulsion when the orbital φi
is occupied by two electrons. If the spin sites i and j are identical in nature, the on-site
repulsion Ujj at the site j is the same as Uii, therefore it is convenient to use the symbol U to
represent both Uii and Ujj (i.e., U = Uii = Ujj). The other quantity of interest is the exchange
repulsion Kij between φi and φj:

Kij =
〈
φi(1)φj(2)|1/r12| φj(1)φi(2)

〉
(15)

This is the self-repulsion arising from the overlap electron density:

ρij(m) = φi(m)φj(m) (m = 1, 2) (16)

To illustrate the difference between the overlap integral and overlap electron density,
we consider the px and py atomic orbitals located at a same atomic site (Figure 5a,b). The
product pxpy represents the overlap electron density ρxy, which consists of four overlapping
regions (Figure 5c); two regions of positive electron density (colored in pink) and two
regions of negative electron density (colored in cyan). The overlap integral 〈px|py

〉
is the

sum of these four overlap electron densities, which adds up to zero.

Figure 5. The overlap density resulting from two p-orbital at a given atomic site: (a) a px orbital;
(b) a py orbital; and (c) the overlap density between the two orbitals, ρxy = pxpy. The pink and cyan
regions have positive and negative values, respectively.

The exchange repulsion between px and py is written as:

Kxy = 〈px(1)px(2)|1/r12| py(1)py(2)
〉

(17)

Equation (17) is given by the sum of the self-repulsion resulting from each overlapping
region of the overlap electron density ρxy (Figure 5c). Each overlapping region, be it positive
or negative, leads to a positive repulsion; therefore, the exchange repulsion Kxy is positive.

3.2. Two Competing Components of Spin Exchange

In Figure 3c, the configuration ΨT represents the triplet state of the dimer while
the configurations ΨS1 and ΨS2 each represent a singlet state. For a magnetic system,
for which ∆e is very small, the singlet state is not well described by ΨS1 alone and is
represented by a linear combination of ΨS1 and ΨS2, i.e., ΨS = c1ΨS1 + c2ΨS2, where
the mixing coefficients c1 and c2 are determined by the interaction between ΨS1 and
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ΨS2, namely, 〈ΨS1|Helec|ΨS2〉 = Kij, as well as by the energies of ΨS1 and ΨS2, that
is, 〈ΨS1|Helec|ΨS1〉 = E1 and 〈ΨS2|Helec|ΨS2〉 = E2. After some lengthy manipulations
under the condition, Kij >> |E1−E2|, which is satisfied for magnetic systems, the en-
ergy difference between the triplet and singlet states, and hence the spin exchange J, is
expressed as [15]:

J = ET − ES ≈ −2Kij +
(∆e)2

U
(18)

Note that the spin exchange J consists of two components, J = JF + JAF, where:

JF = −2Kij < 0

JAF = (∆e)2

U > 0
(19)

The magnitude of the FM component | JF| increases as the exchange repulsion Kij

increases, namely, as the overlap density
∣∣∣ρij

∣∣∣ =
∣∣∣φiφj

∣∣∣ increases. The strength of the
AFM component JAF increases with increasing the energy split ∆e, i.e., with increasing the
overlap integral 〈φi|φj

〉
, while JAF decreases as the on-site repulsion U increases.

As already discussed in Section 2, the quantitative values of spin exchanges can be
accurately determined by the energy-mapping analysis based on first-principles DFT+U
or DFT+hybrid calculations. The purpose of Equations (18) and (19) is not to determine
the numerical value of any spin exchange, but to show that each spin exchange J consists
of two competing components, JF and JAF, that the overall sign of J is determined by
which component dominates, and which electronic parameters govern the strength of
each component.

4. Spin Exchanges Determined by the Ligand p-Orbitals in the Magnetic Orbitals

To illustrate how spin exchanges of transition metal magnetic ions are controlled
by the ligand p-orbitals in their magnetic orbitals, we consider various spin exchanges
involving Cu2+ (d9, S = 1/2) ions as an example, which typically form axially elongated
CuL6 octahedra (Figure 6a). The energies of their d-states are split as (xz, yz) < xy < 3z2–r2

< x2–y2 (Figure 6b) so that the magnetic orbital of each Cu2+ ion is represented by the
x2–y2 state, in which the Cu x2–y2 orbital induces σ-antibonding with the p-orbitals of four
equatorial ligands L (Figure 6c). In this section, we examine how the various types of spin
exchanges associated with Cu2+ ions are controlled by the ligand p-orbitals of their x2–y2

states. The major component of the magnetic orbital of a Cu2+ ion (Figure 6d) is the Cu
d-orbital (i.e., the magnetic orbital “head”), and the minor component the ligand p-orbitals
(i.e., the magnetic orbital “tail”). In this section, we probe how the nature and strengths of
M–L–M, M–L . . . L–M and M–L . . . A . . . L–M-type exchanges are determined by how the
ligand p-orbital tails of their magnetic orbitals are arranged in their exchange paths.

Figure 6. (a) An axially elongated CuL6 octahedron. (b) The electron configuration of a Cu2+(d9) ion at an axially elongated
octahedral site. (c) The magnetic orbital of the Cu2+(d9) ion at an axially elongated octahedral site, which is contained in the
CuL4 equatorial plane. (d) The head and tails of the magnetic orbital.
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4.1. M–L . . . L–M and M–L . . . A . . . L–M Spin Exchanges

The next-nearest-neighbor (nnn) spin exchange Jnnn (Figure 7a) that occurs in a CuL2
(L = O, Cl, Br) ribbon chain, is obtained by sharing the opposite edges of CuL4 square
planes. This spin exchange is an example of a strong Cu–L . . . L–Cu exchange (Figure 7b),
when the L . . . L contact distance is in the vicinity of the van der Waals distance. The
latter will be assumed to be the case in what follows. The two magnetic orbitals interact
across the L . . . L contacts through the overlap of their p-orbital tails. This through-space
interaction leads to the in-phase and out-of-phase combinations (Ψ+ and Ψ−, respectively)
of the magnetic orbitals (Figure 7c), with energy split ∆e between the two (Figure 7d). This
makes the AFM component JAF non-zero. The overlap electron density associated with the
interacting p-orbital tails is nearly zero, so the FM component JF is practically zero. As a
result, Jnnn becomes AFM.
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Figure 7. (a) The next-nearest-neighbor spin exchange Jnnn in a CuL2 ribbon chain made up of edge-sharing CuL4 square
planes. (b) A case of strong Cu–L . . . L–Cu exchange, which represents the next-nearest-neighbor exchange Jnnn. (c) The
in-phase and out-of-phase combinations of the two magnetic orbitals, Ψ+ and Ψ−, respectively, associated with the Cu–L
. . . L–Cu exchange. (d) The large energy split ∆e resulting from the through-space (TS) interaction in the Cu–L . . . L–Cu
exchange becomes small in the Cu–L . . . A . . . L–Cu exchange as a result of the through-bond (TB) interaction that occurs
with the Ψ− state. (e) A Cu–L . . . A . . . L–Cu exchange generated when each L . . . L contact is bridged by a d0 metal cation
A. (f) The bonding interaction of the Ψ− state with the dπ orbital of A.

In the M–L . . . L–M spin exchange Jnnn discussed above, there are two equivalent
exchange paths due to the ribbon structure. Suppose that each L . . . L contact of the M–L
. . . L–M exchange path is bridged by a d0 transition metal cation A (e.g., V5+ and W6+)
to form an M–L . . . A . . . L–M spin exchange (Figure 7e). We now analyze the relative
strengths of the M–L . . . L–M and M–L . . . A . . . L–M spin exchanges. Across the L . . .
L contact of the M–L . . . L–M path, the p-orbital tails of L are combined in-phase in Ψ+,
but out-of-phase in Ψ−. Thus, the empty dπ orbital of the cation A interacts in-phase with
Ψ− (Figure 7f) to lower the energy of Ψ−, but it does not interact with Ψ+, therefore the
energy of Ψ+ is unaffected. This selective interaction of the bridging d0 cation A with
the L . . . L contact of the M–L . . . L–M spin exchange has a dramatic consequence on
the strength of an M–L . . . A . . . L–M spin exchange. When the M–L . . . L–M exchange
has a strong through-space interaction, the through-bond interaction reduces the large
energy split ∆e to a small value, thereby weakening the overall M–L . . . A . . . L–M spin
exchange (Figure 7d).
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Another example of a strong M–L . . . L–M exchange occurs when the p-orbital tails
of L are pointed to each other along the L . . . L contact (Figure 8a). The through-space
interaction between the magnetic orbitals leads to the in-phase and out-of-phase combina-
tions, Ψ+ and Ψ−, respectively (Figure 8b), with a large energy split ∆e between the two
(Figure 8c) and a negligible overlap electron density between the interacting p-orbital tails.
As a result, the M–L . . . L–M spin exchange becomes AFM. If the L . . . L contact of an M–L
. . . L–M exchange path is bridged by a d0 transition metal cation A to form an M–L . . . A
. . . L–M spin exchange (Figure 8d), only the Ψ− state of the M–L . . . L–M path interacts
effectively with one of the empty dπ orbitals of A (Figure 8e). Thus, a strong through-space
interaction in the M–L . . . L–M exchange leads to a weak overall M–L . . . A . . . L–M spin
exchange due to the effect of the through-bond interaction (Figure 8c).

Figure 8. (a) A case of strong Cu–L . . . L–Cu spin exchange where the two Cu–L bonds leading to the L . . . L contacts are
linear. (b) The in-phase and out-of-phase combinations (Ψ+ and Ψ−, respectively) of the two magnetic orbitals, resulting
from the through-space (TS) interactions. (c) The energy split ∆e between Ψ+ and Ψ− is large when the overlap between
the p-orbital tails is large. (d) A Cu–L . . . A . . . L–Cu exchange generated when the L . . . L contact is bridged by a d0 metal
cation A. (e) The bonding interaction of the Ψ− state with the dπ orbital of A. (f) The large energy split ∆e resulting from
the through-space (TS) interaction in the Cu–L . . . L–Cu exchange becomes small in the Cu–L . . . A . . . L–Cu exchange as a
result of the through-bond (TB) interaction that occurs primarily with the Ψ− state.

An example of very weak Cu–L . . . L–Cu exchange is shown in Figure 9a, in which
the two magnetic orbitals are arranged such that the p-orbital tails are orthogonal to each
other (Figure 9b), and their overlap vanishes so that the energy split between Ψ+ and Ψ−
vanishes (i.e., ∆e = 0) (Figure 9c) so that JAF = 0. In addition, JF should vanish because the
overlap electron density resulting from the p-orbital tails will be practically zero. Then, the
spin exchange J would be zero. If the L . . . L contact of such an M–L . . . L–M exchange
path is bridged by a d0 transition metal cation A to form an M–L . . . A . . . L–M spin
exchange (Figure 9d), the Ψ− state of the M–L . . . L–M path interacts with the empty dπ

orbital of A, thereby lowering its energy (Figure 9e) while that of the Ψ+ state is unchanged.
Thus, when the M–L . . . L–M exchange has a very weak through-space interaction, the
through-bond interaction induces the large energy split ∆e, so that the overall M–L . . . A
. . . L–M spin exchange becomes strong (Figure 9f).
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Figure 9. (a) A case of weak Cu–L . . . L–Cu spin exchange, where the two Cu–L bonds leading
to the L . . . L contacts are orthogonal. (b) The in-phase and out-of-phase combinations (Ψ+ and
Ψ−, respectively) of the two magnetic orbitals. (c) The vanishing energy split ∆e resulting from the
through-space (TS) interaction in the Cu–L . . . L–Cu exchange is enhanced in the Cu–L . . . A . . .
L–Cu exchange as a result of the through-bond (TB) interaction that occurs primarily with the Ψ−
state. (d) A Cu–L . . . A . . . L–Cu exchange generated when the L . . . L contact is bridged by a d0

metal cation A. (e) The in-phase interaction of the Ψ− state with the dπ orbital of A.

In short, a strong M–L . . . L–M exchange becomes a weak M–L . . . A . . . L–M exchange
when the L . . . L linkage is bridged by d0 cations, while a weak M–L . . . L–M exchange
becomes a strong M–L . . . A . . . L–M exchange when the L . . . L linkage is bridged by a
d0 cation.

4.2. M–L–M Spin Exchanges

The Goodenough–Kanamori rules cover these types of spin exchanges [5–9]. For the
sake of completeness, we discuss these types of spin exchanges from the viewpoint of the
ligand p-orbital tails on the basis of Equations (18) and (19). Let us consider a Cu2L6 dimer
resulting from two CuL4 square planes obtained by sharing an edge (Figure 10a), where the
ligand L can be O, Cl, or Br. The two magnetic orbitals associated with the nearest-neighbor
(nn) spin exchange Jnn, presented in Figure 10b, interact at the bridging ligands L of the
M–L–M paths. If the CuL4 units have an ideal square planar shape, the ∠M–L–M angle
becomes 90◦ so that the two p-orbital tails at the bridging ligands L are orthogonal to each
other. Thus, as discussed in Section 3, the overlap integral between them is zero. Therefore,
the in-phase and out-of-phase combinations of the two magnetic orbitals (Figure 10b) is
not split in energy, so ∆e = 0 (Figure 10c) and JAF = 0. However, the overlap electron
density between the two p-orbital tails at the bridging ligand L is not zero, i.e., JF > 0. Thus,
the M–L–M spin exchange becomes FM. When the ∠M–L–M angle deviates from 90◦

(Figure 10d), the two p-orbital tails at the bridging ligands L are no longer orthogonal
to each other so the overlap integral between them is non-zero. Therefore, the in-phase
and out-of-phase combinations of the two magnetic orbitals (Figure 10e) differ in energy,
so ∆e > 0 (Figure 10f) and JAF is non-zero. The overlap electron density between the two
p-orbital tails is non-zero, so JF is non-zero. Thus, whether the spin exchange is FM or
AFM depends on which component, JF or JAF, dominates, which in turn depends on the
∠M–L–M angle φ. Typically, the angle φ where FM changes to AFM is slightly greater
than 90◦ due to the involvement of the ligand s-orbital [15], which is commonly neglected
for simplicity.
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Figure 10. (a–c) A Cu–L–Cu spin exchange with ∠M–L–M angle φ = 90◦: This occurs in a Cu2L6 dimer shown in (a), which
is made up of two coplanar CuL4 square planes by sharing an edge. The in-phase and out-of-phase combinations of the two
magnetic orbitals in (b), and the energy split ∆e between the two in (c). (d–f) A Cu–L–Cu spin exchange with ∠M–L–M
angle φ > 90◦: This occurs when two non-coplanar CuL4 square planes are corner-shared as in (d). The in-phase and
out-of-phase combinations of the two magnetic orbitals in (e), and the energy split ∆e between the two in (f). (g–k) Effect of
the molecular anions OH− on the spin exchange of the edge-sharing Cu2O6 dimer: the shared edge consists of two OH−

ions in (g); the p-orbital tail of one OH− ligand in a CuO4 square plane expected if the OH− is treated as O2− in (h); the
three oxygen lone pairs associated with an isolated OH− in (i); the tilting of the O 2p-orbital tail by mixing two oxygen lone
pairs in (j); and the arrangement of the tilted O 2p-tails at the bridging O atoms of the Cu2O6 dimer in (k).

So far in our discussion, it has been implicitly assumed that each main-group ligand
L exists as a spherical anion (e.g., each O as an O2− anion, and each Cl atom as a Cl−

anion). However, this picture is not quite accurate when the ligand atom makes a strong
covalent bonding with another main-group element to form a molecular anion such as
OH−. Suppose that each O atom on the shared edge of the CuO6 (L = O) dimer is not
a O2− but an OH− anion (Figure 10g). Then, the ligand p-orbital tail on that O cannot
be the p-orbital pointed along one lobe of the Cu x2–y2 orbital (Figure 10h) because it is
incompatible with the O–H bonding, which has three directional O lone pairs depicted
in Figure 10i. To satisfy both the strong covalent-bonding with H and the weak covalent-
bonding with Cu, the O lone pair of OH− tilts slightly toward one lobe of the x2–y2 orbital
(Figure 10j). As a result, the ligand p-orbital tails, arising from the two magnetic orbitals at
the bridging O atoms, are not orthogonal as in Figure 10b but become more parallel to each
other (Figure 10k). As a result, the spin exchange between the two Cu2+ ions in Figure 10g
becomes AFM (see below). Another molecular anion of interest is the carbonate ion CO3

2−,
in which each O atom makes a strong covalent bond with C; therefore, the O atoms of
CO3

2− should not be treated as isolated O2− anions in their coordination with transition
metal cations. In general, the presence of molecular anions such as OH− and CO3

2− in
a magnetic solid makes it difficult to deduce, on a qualitative reasoning, what its spin
lattice would be. This is where the quantitative energy-mapping analysis is indispensable,
because it does not require any qualitative reasoning.

4.3. Qualitative Rules for Spin Exchanges Based on the p-Orbital Tails of Magnetic Orbitals

In a magnetic orbital of an MLn polyhedron, the d-orbital of M dictates by its symmetry
which p-orbitals of the ligands L become the p-orbital tails. From the viewpoint of orbital
interaction, a spin exchange between magnetic ion is none other than the interaction
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between their magnetic orbitals. The latter is caused by the interaction between their
p-orbital tails, not by that between their d-orbital heads. In other words, a spin exchange
is not a “head-to-head” interaction but a “tail-to-tail” interaction. By considering these
tail-to-tail interactions described above, we arrive at the following four qualitative rules
governing the nature and strengths of the M–L . . . L–M and M–L . . . A . . . L–M type
exchanges under the assumption that the L . . . L contact distance is in the vicinity of the
van der Waals distance:

(1) When the p-orbital tails generate a large overlap integral but a small overlap electron
density, the M–L . . . L–M exchange is AFM.

(2) When the p-orbital tails generate a small overlap integral but a large overlap electron
density, the M–L . . . L–M exchange is FM.

(3) When the p-orbital tails generate neither a non-zero overlap integral nor a non-zero
overlap electron density, the M–L . . . L–M exchange vanishes.

(4) When the M–L . . . L–M exchange is strongly AFM, the corresponding M–L . . . A . . .
L–M becomes a weak exchange. When the M–L . . . L–M exchange is a weak exchange,
the corresponding M–L . . . A . . . L–M becomes strongly AFM.

These rules on the M–L . . . L–M and M–L . . . A . . . L–M exchanges should be used
together with the Goodenough–Kanamori rules in choosing a proper set of spin exchanges
to evaluate using the energy-mapping analysis based on DFT+U or DFT+hybrid calcula-
tions. In principle, this analysis can provide quantitative values for any possible exchanges
of a given magnetic system. However, even this quantitative tool cannot determine the
value of any spin exchange unless it is included in the set of spin exchanges for the energy-
mapping analysis. It is paramount to consider in detail the structural features governing
the strengths of spin exchanges in order not to miss exchange paths crucial for defining the
correct spin lattice of a given solid.

5. Representative Examples

In Section 4, we analyzed the structural features governing the nature of the three types
of spin exchanges, i.e., M–L–M, M–L . . . L–M and M–L . . . A . . . L–M, which occur in vari-
ous magnetic solids. This section will discuss the occurrence of these exchanges in actual
magnetic solids by analyzing the crystal structures and magnetic properties of four rep-
resentative magnetic solids, α-CuV2O6, LiCuVO4, (CuCl)LaNb2O7 and Cu3(CO3)3(OH)3.
α-CuV2O6, LiCuVO4, and (CuCl)LaNb2O7 were chosen to show that correct spin lattices
can be readily predicted by the qualitative rules of Section 4.3, although they have to be
confirmed by performing the energy-mapping analyses. Azurite Cu3(CO3)2(OH)2 was cho-
sen to demonstrate that the spin lattice of a certain magnetic system cannot be convincingly
deduced solely on the basis of the qualitative rules. The magnetic ions of such a system
are coordinated with molecular anions in which the first-coordinate main-group ligands
L make strong covalent bonds with other main-group elements (e.g., H in the OH− ion,
and C in the CO3

2− ion). In such a case, use of the energy-mapping analysis is the only
recourse with which to find the spin lattice correct for a given system.

5.1. Two-Dimensional Behavior of α-CuV2O6

The magnetic properties of α-CuV2O6 were initially analyzed in terms of a one-
dimensional (1D) spin S = 1/2 Heisenberg chain model with uniform nearest-neighbor
AFM spin exchange [16–18]. However, a rather high Néel temperature of ~22.4 K indicated
the occurrence of a substantial interchain spin exchange of the order of 50% of the intra-
chain exchange, casting serious doubts on the applicability of a simple chain description.
α-CuV2O6 consists of CuO4 chains, made up of edge-sharing CoO6 octahedra, which run
along the a-direction (Figure 11a). If the two axially elongated Cu–O bonds are removed
from each CuO6 octahedron to identify its CuO4 equatorial plane containing the magnetic
orbital, one finds that each CuO4 chain of edge-sharing CoO6 octahedra becomes a chain
of stacked CuO4 square planes (Figure 11b). In each stack-chain along the a-direction,
adjacent CuO4 square planes are parallel to each other such that the adjacent magnetic
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orbitals generate neither a non-zero overlap nor a non-zero overlap electron density. The
same is true between adjacent CuO4 square planes along the b-direction (Figures 11c and
12a). However, between adjacent CuO4 square planes along the c-direction, an almost
linear Cu–O . . . O–Cu contact occurs with O . . . O distance of 2.757 Å (Figures 11c and
12b), slightly shorter than the van der Waals distance of 2.80 Å. Thus, this Cu–O . . . O–Cu
spin exchange along the c-direction (Jc) should be substantial.

Figure 11. Crystal structure of α-CuV2O6, where the blue spheres represent the Cu atoms, and the large and small red
spheres the V and O atoms, respectively: (a) A CuO4 chain along the a-direction, which is made up of edge-sharing,
axially-elongated, CuO6 octahedra. (b) A stack of CuO4 square planes along the a-direction, which results from the chain
of edge-sharing CuO6 octahedra by removing the axial Cu-O bonds. (c) Stacks of CuO4 square planes running along the
c-direction. (d) One sheet of CuO4 stack chains parallel to the a–b plane condensed with chains of corner-sharing VO4

tetrahedra on one side of the sheet. (e) Stacking of CuV2O6 layers forming α-CuV2O6.

Figure 12. Spin exchange paths and spin lattice of α-CuV2O6: (a) Spin exchange along the b-direction,
Jb; (b) Spin exchange along the c-direction, Jc; (c) Spin exchange along the a-direction, Ja; (d) Spin
exchange along the (a + b)-direction, Ja+b; (e) Rectangular spin lattice made up of Jc and Ja+b.
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Each sheet of CuO4 stack-chains parallel to the a–b plane is corner-shared with V2O6
chains, above and below the sheet (Figure 11d), to form layers of composition CuV2O6
(Figure 11e). Each V2O6 chain is made up of corner-sharing VO4 tetrahedra containing V5+

(d0, S = 0) ions. As a consequence, adjacent CuO4 square planes are corner-shared with
V2O6 chains (Figure 12c). The adjacent CuO4 square planes are not bridged by a single
VO4 tetrahedron; therefore, the spin exchange along the a-direction, Ja, is expected to be
weak. Along the (a + b)-direction, two adjacent CuO4 square planes are bridged by VO4 to
form two Cu–O . . . V5+ . . . O–Cu paths, in which the two Cu–O bonds in each path have a
near-orthogonal arrangement.

As already discussed (Figure 10), this Cu–O . . . V5+ . . . O–Cu spin exchange should be
substantial due to the through-bond effect of the V5+ cation. Consequently, the spin lattice
of α-CuV2O6 must be described by a two-dimensional (2D) rectangular lattice defined
by Ja+b and Jc. In support of this analysis, the energy-mapping analysis based on DFT+U
calculations with Ueff = 4 eV show that Ja+b and Jc are the two dominant spin exchanges,
and are nearly equal in magnitude, namely, Ja+b = 86.8 K and Jc/Ja+b = 0.88 [19]. In
agreement with this finding, one re-investigation of the magnetic properties of α-CuV2O6
clearly attested a 2D S = 1/2 rectangular spin lattice model with an anisotropy ratio of
0.7 [19]. The magnetic structure determined from neutron powder diffraction data was in
best agreement with these DFT+U calculations. In terms of chemical bonding, α-CuV2O6
consists of CuV2O6 layers stacked along the c-direction. There is no chemical bonding
between adjacent layers; only van der Waals interactions. In terms of magnetic bonding,
however, α-CuV2O6 consists of 2D spin lattices parallel to the (a + b)-c plane. There is
negligible magnetic bonding perpendicular to this plane.

5.2. One-Dimensional Chain Behavior of LiCuVO4

LiCuVO4 consists of axially elongated CuO6 octahedra, which form edge-sharing
CuO4 chains along the b-direction, which are corner-shared with VO4 tetrahedra containing
V5+ (d0, S = 0) ions (Figure 13a). When the axial Cu–O bonds are deleted, one finds CuVO4
layers in which the CuO2 ribbon chains are corner-shared by VO4 tetrahedra (Figure 13b). A
perspective view of a single CuVO4 layer approximately along the c-direction (Figure 13c)
shows that each VO4 tetrahedron bridges two neighboring CuO2 ribbon chains. Thus, the
spin exchanges of interest are the nearest-neighbor exchanges Jnn of the Cu–O–Cu type
and the next-nearest-neighbor spin exchange Jnnn of the Cu–O . . . O–Cu type within each
CuO2 ribbon chain as well as the interchain spin exchange Ja along the a-direction of the
Cu-O . . . V5+ . . . O-Cu type (Figure 13d).

In the absence of the V5+ ion, the exchange Ja would be similar in strength to Jnnn.
However, the O . . . V5+ . . . O bridges will weaken the strength of Ja, as discussed in
Figure 7. Furthermore, there is no spin exchange path between adjacent CuVO4 layers.
Consequently, the spin lattice of LiCuVO4 is a 1D chain running along the b-direction,
as is the 1D ribbon chain. The major cause for the occurrence of the 1D chain character
is the Cu–O . . . V5+ . . . O–Cu spin exchange, which nearly vanishes because the effect
of the through-space interaction is canceled by that of the through-bond interaction. In
agreement with this reasoning, DFT+U calculations with Ueff = 4 eV show that Jnnn is
strongly AFM (i.e., 208.7 K), while Jnn and Ja are weakly FM (i.e., Jnn/Jnnn = −0.12, and
Ja/Jnnn = −0.08) [20].

As in the case of α-CuV2O6, the magnetic properties of LiCuVO4 were initially
analyzed in terms of a 1D chain with uniform nearest-neighbor Heisenberg spin ex-
change [21–23]. The magnetic susceptibility of LiCuVO4 showed a typical broad maximum
at about 28 K, characteristic for 1D behavior with strong intrachain spin exchanges, whereas
long-range AFM ordering was detected only below ~2.2 K. The need to modify this simple
1D description was brought about by Gibson et al., who determined the magnetic structure
of LiCuVO4 from single crystal neutron diffraction [24]. They found that the spins of
each CuO2 ribbon chain had a cycloid structure (Figure 14a) with adjacent Cu2+ moments
making an angle of slightly less than 90◦. The incommensurate cycloid structure is ex-
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plained by spin frustration due to competing exchange Jnn, which is FM, and Jnnn, which
is AFM [20,24–26]. If all the spins of a CuO2 ribbon chain were to be collinear, the ribbon
chain cannot satisfy all nearest-neighbor exchanges FM and all next-nearest-neighbors AFM
simultaneously. Thus, the spin arrangement of the CuO2 ribbon chain is spin-frustrated. To
reduce the extent of this spin frustration, the spins of the ribbon chain adopt a noncollinear
spin arrangement. The noncollinear spin arrangement observed for LiCuVO4 has a cycloid
structure in each ribbon chain, in which the nearest-neighbor spins are nearly orthogonal
to each other, while the next-nearest-neighbor spins generate a near-AFM arrangement
(Figure 14a) [24,25]. In a cycloid, each successive spin in the CuO2 ribbon chain rotates in
one direction by a certain angle. Thus, a cycloid structure is chiral in nature, which means
that the alternative cycloid structure opposite in chirality but identical in energy is equally
probable (Figure 14b) [27].

Figure 13. (a) The crystal structure of LiCuVO4 viewed approximately along the b-direction, where the blue and green
spheres represent the Cu and Li atoms, respectively, and the large and small red spheres represent the V and O atoms,
respectively. (b) The CuVO4 lattice resulting from LiCuVO4 by removing the axial Cu–O bonds and Li atoms. (c) A
perspective view of a single CuVO4 layer approximately along the c-direction. (d) The spin exchange paths present in a
single CuVO4 layer, where the labels nn, nnn and a represent the spin exchanges Jnn, Jnnn and Ja, respectively.

Figure 14. (a,b) Two cycloids, which are opposite in chirality but are identical in energy.

In general, when the temperature is lowered below a certain temperature, TSDW, a
moderately spin-frustrated magnetic system gives rise to two cycloids of opposite chirality
with equal probability. The resulting superposition of the two (Figure 15a–c) leads to a state
known as a spin density wave (SDW) [27,28]. The latter becomes transverse if the preferred
spin orientation at each magnetic ion is perpendicular to the SDW propagation direction,
but becomes longitudinal if the spin orientation prefers the SDW propagation direction
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(Figure 15d–f). When the temperature is lowered further below TSDW, the electronic
structure of the spin-lattice may relax to energetically favor one of the two chiral cycloids so
that one can observe a cycloid state at a temperature slightly below TSDW. The repeat unit
of a cycloid is determined by the spin frustration present in the magnetic system, therefore
a cycloid phase is typically incommensurate.

Figure 15. The superposition of the two chiral cycloids in (a); (b) leads to the transverse SDW in (c). The superposition of
the two chiral cycloids in (d); (e) leads to the longitudinal SDW in (f). For ease of illustration, the angle of the spin rotation
was taken to be 45◦.

In the cycloid state, LiCuVO4 exhibits ferroelectricity [29–31], because a cycloid struc-
ture lacks inversion symmetry. The polarization of LiCuVO4 can be switched with magnetic
and electric fields [32–35]. LiCuVO4 has attracted special attention for the possibility of
inducing new phases by applying external magnetic fields. Saturation of the Cu moments
occurs above ~45 T, depending on the orientation of the crystal [36]. The competition
between Jnn and Jnnn in LiCuVO4 is considered a promising setting for unusual bond
nematicity and spin nematic phases close to the full magnetic saturation [37–45].

5.3. Spin Gap Behavior from the CuO2Cl2 Perovskite Layer of (CuCl)LaNb2O7

(CuCl)LaNb2O7 consists of CuClO2 and LaNb2O7 layers, which alternate along the
c-direction by sharing their O corners [46]. Each LaNb2O7 layer represents two consecutive
layers (Figure 16a) of LaNbO3 perovskite. The building blocks of the CuClO2 layer are the
CuCl4O2 octahedra with their O atoms at the apical positions forming a linear O–Cu–O
bond aligned along the c-direction. Suppose that the CuCl4 equatorial planes are square in
shape with four-fold rotational symmetry around the O–Cu–O axis (Figure 16b,c), and such
CuCl4O2 octahedra corner-share their Cl atoms to form a perovskite layer CuClO2. Then,
the highest-occupied d-states of each CuCl4O2 octahedron are degenerate and have three
electrons to accommodate, causing a Jahn–Teller instability of each CuCl4O2 octahedron.
In the CuClO2 layer, the CuCl4O2 octahedra must undergo a cooperative Jahn–Teller
distortion. In the tetragonal structure (SG, P4/mmm) of (CuCl)LaNb2O7 [46], each Cl
site is split into four positions (Figure 16d). A Jahn–Teller distortion available to such a
CuCl4O2 octahedron is an axial-elongation, in which one linear Cl–Cu–Cl bond is shortened
while lengthening the other linear Cl–Cu–Cl bond, as shown in Figure 16e, which can be
simplified as in Figure 16f. By choosing one of the four split positions from each Cl site,
it is possible to construct the CuClO2 layer with a cooperative Jahn–Teller distortion, as
presented in Figure 17a, which shows the Cu–Cl–Cu–Cl zigzag chains running along the
b-direction with the plane of each CuCl2O2 rhombus perpendicular to the a–b plane. Each
Cl site has four split positions when all these four possibilities occur equally.

With the local coordinate axes of each CuCl2O2 rhombus taken as in Figure 17a, then
the magnetic orbital of the Cu2+ ion can be described as the x2–z2 state in which Cu x2–z2

orbital makes σ-antibonding interactions with the p-orbitals of O and Cl. Extended Hückel
tight binding calculations [47] for the CuCl2O2 rhombus show that in the magnetic orbital
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of the CuCl2O2 rhombus, the Cu2+ ion is described by 0.646 (3z2–r2) − 0.272 (x2–y2). The
latter is rewritten as:

0.646(3z2 − r2)− 0.272(x2 − y2) ≈ [2(3z2 − r2)− (x2 − y2)]/3
∝ (z2 − x2) + 0.25(x2 − y2) ≈ (z2 − x2)

Figure 16. (a) One LaNb2O7 layer of tetragonal (CuCl)LaNb2O7, where the La atoms at the 12 coordinate sites formed by
eight corner-sharing NbO6 octahedra are not shown for simplicity. (b) Perspective and (c) projection views of a CuCl4O2

octahedron with 4-fold rotational symmetry around the O–Cu–O axis aligned along the c-direction. (d) A projection view of
a CuClO2 layer of tetragonal (CuCl)LaNb2O7 in which every Cl site is split into four positions. (e,f) Projection views of the
Jahn–Teller distorted CuCl4O2 octahedron, where the axially elongated Cu–Cl bonds are shown in (e), but are not shown in
(f) for simplicity.

Figure 17. The structures of the CuClO2 layer with cooperative Jahn–Teller distortion in (a) the
tetragonal and (b) orthorhombic phases of (CuCl)LaNb2O7. The Cl–Cu–Cl unit is linear in the
tetragonal structure, but is slightly bent in the orthorhombic structure. The latter has an important
consequence on the spin exchanges.

Namely, it is dominated by the (z2–x2) character. This is consistent with the NMR/NQR
study of (CuCl)LaNb2O7, which showed that the d-state of the Cu2+ ion is mostly charac-
terized by 3z2–r2 with some contribution of x2–y2 [48].

We note that the CuCl2O2 rhombuses of each Cu–Cl–Cu–Cl zigzag chain make
Cu–Cl . . . Cl–Cu contacts of Cl . . . Cl = 4.03 Å with its adjacent zigzag chains (Figure 17a).
The Cl p-orbitals of the (z2–x2) magnetic orbital (Figure 18a) are pointed approximately
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along the Cl . . . Cl contact, so their overlap is substantial. In all other spin exchange paths,
the Cl p-orbitals in their magnetic orbitals are not arranged to overlap well. Thus, only the
exchange along the Cu–Cl . . . Cl–Cu direction is expected to be substantially AFM. Then
the spin lattice of the CuClO2 layer would be 1D Heisenberg uniform AFM chains running
along the Cu–Cl . . . Cl–Cu directions, e.g., the (a + 2b)- and (a − 2b)-directions (Figure 17a).
Uniform AFM chains do not have a spin gap, but the magnetic properties of (CuCl)LaNb2O7
reveal a spin gap behavior [49]. Thus, the tetragonal structure of (CuCl)LaNb2O7 is in-
consistent with experiment. If one discards the possibility of cooperative Jahn-Teller
distortions, one can generate several nonuniform clusters made up of distorted CuCl4O2
octahedra [50]. However, the latter would lead to several different spin gaps rather than
that observed by Kageyama et al. [49], who showed that the magnetic susceptibility of
(CuCl)LaNb2O7 can be approximated by an isolated spin dimer model with the intradimer
distance of approximately 8.8 Å, which corresponds to the fourth-nearest-neighbor Cu . . .
Cu distance. The spin-gap behavior of (CuCl)LaNb2O7 was surprising, given the belief of
the square lattice arrangement of Cu2+ ions is spin-frustrated [49,51,52]. This led to several
DFT studies designed to find the precise crystal structure of (CuCl)LaNb2O7 [53–55], lead-
ing to the conclusion that an orthorhombic structure of space group Pbam is correct for
(CuCl)LaNb2O7 [54,55].

Figure 18. (a) The magnetic orbital lying in the CuCl2O2 rhombus plane, which is best described as
the x2–z2 state. (b–d) Three different types of the magnetic orbital arrangements found in the CuClO2

layers of orthorhombic CuCl(LaV2O7). In this idealized representation of the CuCl2O2 rhombus, the
slight bending of the Cl–Cu–Cl linkage is neglected for clarity.

The cause for the spin gap behavior of (CuCl)LaNb2O7 is found from its orthorhombic
structure (SG, Pbam) (Figure 17b) [56,57], in which the arrangement of the Cu2+ ions are
no longer tetragonal so that adjacent Cu–Cl–Cu–Cl zigzag chains have two kinds of Cl
. . . Cl contacts (i.e., 3.83 and 4.23 Å), and the Cu–Cl . . . Cl–Cu chains become alternating
with shorter and longer Cl . . . Cl contacts. Furthermore, although the Cl–Cu–Cl unit of
each CuCl2O2 rhombus is slightly bent in the orthorhombic structure, the latter has an
important consequence on the spin exchanges (see below).

The six spin exchange paths J1–J6 of the CuClO2 layer are depicted in Figure 19a. In
the spin exchanges J1 and J2, the Cl p-orbital tails are approximately pointed toward each
other (Figure 18b). J3 is a Cu–Cl–Cu exchange with ∠Cu–Cl–Cu angle somewhat greater
than 90◦ (namely, 109.0◦). In J4 and J5, the Cl p-orbital tails are approximately orthogonal
to each other (Figure 18c), but they differ due to the bending in the Cl–Cu–Cl units. In the
J6 path, the Cl p-orbital tails are not pointed toward to each other but are approximately

181



Molecules 2021, 26, 531

parallel to each other (Figure 18d). In the exchange paths J1 and J2, the Cu–Cl . . . Cl linkage
is more linear and the Cl . . . Cl contact is shorter in J1. This suggests that J1 is more strongly
AFM than J2, thus the spin lattice of the CuClO2 layer is an alternating AFM chain. In
agreement with this argument, the energy-mapping analysis based on DFT+U calculations
shows that J1 = 87.5 K and J2/J1 = 0.18. In addition, this analysis reveals that J3–J6 are all
FM with J3/J1 = −0.39, J4/J1 = −0.38, J5/J1 = −0.14 and J5/J1 = −0.04 [56]. It is of interest
to note that the strongest AFM exchange J1 is the fourth-nearest-neighbor spin exchange,
with a Cu . . . Cu distance of 8.53 Å [49]. As shown in Figure 19b, the spins of the CuClO2
layer form alternating AFM chains. Chemically, the Cu–Cl zigzag chains run along the
a-direction. In terms of magnetic bonding, however, the spins of the CuClO2 layer consist
of J1-J2 alternating AFM chains not only along the (a + 2b)-direction but also along the (−a
+ 2b)-direction. This explains why the magnetic susceptibility of (CuCl)LaNb2O7 exhibits a
spin gap behavior. Due to the bending of the Cl–Cu–Cl units, the Cl p-orbital tail of one
CuCl2O2 rhombus is pointed toward one Cl atom (away from both Cl atoms) of the other
rhombus in the J4 (J5) path. This makes J4 more strongly FM than J5 is. J3 is strongly FM
despite the fact that the ∠Cu–Cl–Cu angle is somewhat greater than 90◦, probably because
the Cl 3p orbital tails are more diffuse than the 2p-orbital tails of the second-row ligand
(e.g., O). If the spin lattice of the CuClO2 layer is described by using the three strongest
spin exchanges, namely, the AFM exchange J1 as well as the FM exchanges J3 and J4, then
the resulting spin lattice is topologically equivalent to the Shastry–Sutherland spin lattice
(Figure 19c) [56,58].
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5.4. Two Dimensional Magnetic Character of Azurite Cu3(CO3)2(OH)2

Early interests in the magnetic properties of the mineral Azurite, Cu3(CO3)2(OH)2,
in which Cu2+ ions are coordinated with molecular anions CO3

2− and OH−, focused
mainly on the paramagnetic AFM ordering transition of the Cu2+ moments that occurs
at about 1.86 K [59–63]. Renewed interests in the properties of Cu3(CO3)2(OH)2 arose
from low-temperature high-field magnetization measurements by Kikuchi et al. [64], who
detected a magnetization plateau extending over a wide field interval between 16 and 26 T
or 11 and 30 T, depending on the crystal orientation. Only one-third of the Cu magnetic
moments saturate in these field ranges whereas complete saturation of all Cu moments
occurs above 32.5 T [64]. In Cu3(CO3)2(OH)2, the Cu2+ ions form CuO4 square planar units
with the CO3

2− and OH− ions. In each CuO4 unit, two O atoms come from two CO3
2−

ions, and the remaining two O atoms from two OH− ions. These CuO4 units form Cu2O6
edge-sharing dimers, which alternate with CuO4 monomers by corner-sharing to make a
diamond chain (Figure 20a,b). Guided by the crystal structure, Kikuchi et al. [64] explained
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their results on Cu3(CO3)2(OH)2 by considering spin frustration in the diamond chains
(Figure 20b), to conclude that all spin exchange constants (J1, J2 and J3) in the diamond
chains are AFM with J2 being the dominant exchange, and that the moment of the Cu2+ ion
of the monomer is susceptible to external magnetic fields because its spin exchanges with
the two adjacent dimers (i.e., 2J1 + 2J3) are nearly canceled. In questioning this scenario,
Gu et al. and Rule et al. suggested that one of the monomer–dimer spin exchanges is FM,
implying the absence of spin frustration [65–67]. The diamond chain picture had to be
revised when the spin exchanges of Cu3(CO3)2(OH)2, evaluated using the energy-mapping
analysis [68], showed that, although Kikuchi et al.’s description of the diamond chain was
correct, Cu3(CO3)2(OH)2 is a 2D spin lattice made up of inter-linked diamond chains.
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In the three-dimensional (3D) structure of Cu3(CO3)2(OH)2, the diamond chains are
interconnected by the CO3

2− ions. Using the projection view of the diamond chain along
the chain direction (Figure 20c), the 3D structure of Cu3(CO3)2(OH)2 can be represented as
in Figure 20d, which shows that each CO3

2− ion bridges three different diamond chains.
The spin exchange paths of interest for Cu3(CO3)2(OH)2 are J1–J3 in each diamond chain
(Figure 20b), as well as J4–J6 between diamond chains (Figure 20e). In the diamond unit
of Azurite (Figure 21a), the two bridging O atoms of the edge-sharing dimer Cu2O6 form
O–H bonds. Thus, the spin exchange J2 (Figure 20b) between the two Cu2+ ions in the edge-
sharing dimer Cu2O6 are expected to be strongly AFM, as discussed in Section 4.2. The
spin exchanges J1 and J3 of the diamond (Figure 20b) would be similar in strength because
their two Cu–O–Cu exchange paths are nearly equivalent due to the near perpendicular
arrangement the CuO4 monomer plane to the Cu2O6 dimer plane (Figure 21a). Due to the
perpendicular arrangement of the two planes, J1 and J3 are expected to be weakly AFM
and smaller than J2. What is difficult to predict without quantitative calculations is the
relative strengths of the inter-chain exchanges J4–J6 (Figure 20e). For example, we consider
the J4 exchange path shown in Figure 21b. The O pπ and O pσ orbitals of the CO3

2− ion
interact with the p-orbital tail of the Cu2+ ion magnetic orbital (Figure 21c), which depend
not only on the ∠C–O–Cu bond angle, but also on the dihedral angles associated with
the spin exchange path (e.g., ∠O–C–O–Cu dihedral angle). It is necessary to resort to the
energy-mapping analysis based on DFT+U calculations to find the relative strengths of the
spin exchanges J1–J6. The arrangement of these spin exchange paths in Azurite is presented
in Figure 22a. Results of our analysis for J1–J4 are summarized in Table 1.
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Table 1. Values of the spin exchanges J1–J6 determined by DFT+U calculations with Ueff = 4 and 5 eV.

Ueff = 4 Ueff = 5

J2 241.5 K 194.6 K

J3/J2 0.28 0.27

J1/J2 0.21 0.19

J4/J2 0.17 0.16

J5/J2 −0.01 −0.02

J6/J2 0.04 0.03

Our energy-mapping analysis shows that J5 and J6 are negligibly weak compared
with J1–J4. The latter four exchanges are all AFM; J2 is the strongest while J1, J3 and J4 are
comparable in magnitude, which is in support of Kikuchi et al.’s deduction of the spin
exchanges J1–J3 for the diamond chain. The values of J1–J4 are smaller from the DFT+U
calculations with Ueff = 5 eV than from those with Ueff = 4 eV. This is understandable be-
cause the JAF component decreases with increasing the on-site repulsion U (Equation (19)).
The strengths of the exchanges J1–J4 decrease in the order, J2 >> J3 ≈ J1 > J4. Thus, in the
spin lattice of Azurite, the diamond chains defined by the intrachain exchanges J2, J3 and J1
interact by the interchain exchange J4 (Figure 22b). Therefore, the spin lattice of Azurite
is a 2D spin lattice described by the exchanges J1–J4 depicted in Figure 22c. J3 and J1 are
practically equal in strength; therefore, use of a symmetrical diamond chain (i.e., with
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the approximation J3 ≈ J1) would be a good approximation. In any event, it is crucial
not to neglect the interchain exchange J4 because it is comparable in magnitude to J3 and
J1. Alternatively, the spin lattice can be described in terms of the alternating AFM chains
defined by J2 and J4. The 2D spin lattice consists of these alternating AFM chains that are
spin-frustrated by the interchain exchanges J1 and J3.

The importance of interchain exchange indicating that the correct spin lattice of Azurite
is not a diamond chain but a 2D net in which the diamond chains are interconnected by
the spin exchange spin J4 was recognized by Kang et al. in 2009 [68]. This finding, though
controversial and vigorously disputed in the beginning, is now accepted as a prerequisite
for correctly describing Azurite [69]. The presence of an interchain exchange naturally
allows one to understand a long-range AFM order and explain gapped modes in the spin
dynamics along the diamond chains [70], and the magnetic contribution to the thermal
conductivity [71].

6. Concluding Remarks

In this review, we discussed the theoretical foundations of the concept of spin ex-
changes and analyzed which electronic factors affect their signs and strengths. Noting that
a spin exchange between two magnetic ions is mediated by the ligand p-orbital tails, we
derived several qualitative rules for predicting whether a given M–L . . . L–M or M–L . . .
A . . . L–M exchange would be AFM or FM by inspecting the arrangement of their ligand
p-orbital tails in the exchange paths. As long as the L . . . L distance is in the vicinity of
the van der Waals distance, the M–L . . . L–M or M–L . . . A . . . L–M spin exchange can
be strong and often stronger than the M–L–M exchanges. In searching for the spin lattice
relevant for a given magnetic solid, therefore, it is crucial not to omit the M–L . . . L–M
and M–L . . . A . . . L–M spin exchanges when present. The qualitative rules on the M–L
. . . L–M and M–L . . . A . . . L–M exchanges, described in Section 4.3, can be used together
with the Goodenough–Kanamori rules on M–L–M spin exchanges in selecting a proper set
of spin exchanges to evaluate using the energy-mapping analysis.

The important aspect emerging from our discussions is that the nature of a spin
exchange is determined by the interactions between the magnetic orbitals. These are
governed by the ligand p-orbitals, not by the metal d-orbitals. The essential role that the
metal d-orbitals play in any spin exchange is rather indirect. In a magnetic orbital of an
MLn polyhedron, the metal d-orbital selects with which ligand p-orbitals it combines and
hence determines the nature of the p-orbital tails in the magnetic orbital. The spin exchange
between magnetic ions, namely, the interaction between their magnetic orbitals, rests upon
the interaction between their p-orbital tails.
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Abstract: We developed a new nanowire for enhancing the performance of lithium-sulfur batteries.
In this study, we synthesized WO3 nanowires (WNWs) via a simple hydrothermal method. WNWs
and one-dimensional materials are easily mixed with carbon nanotubes (CNTs) to form interlayers.
The WNW interacts with lithium polysulfides through a thiosulfate mediator, retaining the lithium
polysulfide near the cathode to increase the reaction kinetics. The lithium-sulfur cell achieves a very
high initial discharge capacity of 1558 and 656 mAh g−1 at 0.1 and 3 C, respectively. Moreover, a
cell with a high sulfur mass loading of 4.2 mg cm−2 still delivers a high capacity of 1136 mAh g−1

at a current density of 0.2 C and it showed a capacity of 939 mAh g−1 even after 100 cycles. The
WNW/CNT interlayer maintains structural stability even after electrochemical testing. This excellent
performance and structural stability are due to the chemical adsorption and catalytic effects of the
thiosulfate mediator on WNW.

Keywords: lithium-sulfur batteries; tungsten oxide nanowire; interlayer; thiosulfate mediator

1. Introduction

Next-generation batteries have been in the spotlight to meet the demand for batteries
with higher energy densities than commercial lithium-ion batteries [1–6]. Among them,
lithium-sulfur batteries have been actively investigated owing to their attractive features:
(1) ultrahigh theoretical energy density (2660 Wh kg−1), (2) worldwide abundant sulfur
resources as low-cost active materials, and (3) lower environmental impact because their
main constituents are sulfur and carbon [7–10].

Lithium-sulfur batteries are based on a general reaction mechanism; during discharge,
high-order lithium polysulfides (Li2Sn, when n ≥ 4) are generated and gradually converted
into low-order lithium polysulfides (Li2Sn, when n < 4) during lithiation (reduction) to
finally form Li2S. Subsequent recharging drives delithiation (oxidation), so the cycle can
be repeated [11]. High-order lithium polysulfides are soluble in the electrolyte, causing a
shuttle phenomenon that induces the loss of active materials during the charging process
and, consequently, incomplete battery charging [12,13]. By contrast, the use of volatile
electrolytes exacerbates the electrolyte deficiency phenomenon, which results in lithium
dendrite growth and deterioration in the stability of the cells [14]. In addition, sulfur (as
active material) and lithium sulfides (as discharge products) are insulators that encourage
the compositization of sulfur with electro-conducting materials [11]. For instance, porous
carbons are capable of supporting large amounts of sulfur, and graphene and carbon
nanotubes (CNTs) are proven applications in the fabrication of conductive carbon-sulfur
composites [7,15]. Metal oxides, doped carbon, and modified membranes inhibit the
migration of polysulfides to improve capacity retention during cycling [16,17].
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Recent improvements in the performance of lithium-sulfur cells are attributed to film-
type interlayers between the separator and the cathode. These interlayers facilitate electron
transfer and prevent the migration of the produced lithium polysulfide toward the anode,
thereby minimizing the loss of active materials to significantly improve capacity retention
during cycling [16–19]. Inspired by metal–air batteries, metal oxides such as TiO2, MnO2,
V2O5, and ZnO are of interest because of their ability to capture polysulfides as thiosulfate
species [20–24]. More recently, Lin et al. introduced the catalytic effect of oxygen-deficient
WO3−δ (δ = 0.1) nanoplates on the reduction of polysulfides to Li2S2 or Li2S [25]. Choi
et al. applied a ~100 nm-thick WO3 layer onto a graphene-sulfur composite, achieving
capacity retention of 95% after 500 cycles [26]. Yang et al. demonstrated the ability of
WO3 and carbon nanofibers, i.e., WO3-decorated N, S co-doped carbon nanofibers, to trap
polysulfides and form an electro-conducting network [27]. These studies demonstrate the
catalytic efficacy of WO3 in reducing high-order polysulfides to low-order Li2S.

It is anticipated that this catalytic effect of WO3 can be significantly enhanced by
maximizing the active surface area through the formation of WO3 nanowires (WNW).
Herein, we introduce a viable WNW/carbon nanotube (CNT) composite interlayer between
the S electrode and separator. As discussed, WNW and lithium polysulfide interact to
produce thiosulfate, which combines with high-order polysulfides to form low-order
polysulfide and polythionate complexes. This mediating reaction enhances the kinetics
of Li2S formation during discharge and S formation during charge. The loss of active
material is mitigated by the facile conversion of S to Li2S, which suppresses the migration
of high-order polysulfides toward the anode. Owing to the thiosulfate mediation on the
surface of the WNW/CNT interlayer, the sulfur electrode exhibits excellent electrochemical
capacity and rate capability even at high sulfur mass loadings of 4.2 mg cm−2.

2. Results and Discussion

During the fabrication of the WNW/CNT composite, a simple hydrothermal reaction
occurred between Na2WO4·2H2O and HCl; namely, Na2WO4·2H2O + 2HCl → WO3 +
2NaCl + 3H2O (1), resulting in the formation of WO3 with a P6/mm space group (a = 7.298 Å
and c = 3.899 Å) (Figure 1a). Images obtained through SEM and TEM indicate that the
synthesized WO3 has a long nanowire shape with a thickness of approximately 20 nm
(Figure 1b,c), which is similar to the morphology of CNTs (Figure S1a). Reaction (1) is
likely responsible for the nucleation of WO3, while the subsequently added ammonium
sulfate determines the one-directional growth of the WO3 particles. The homogeneous
distribution of W and O on the nanowires is evident in the inset of Figure 1c [28]. The
WNW has a high surface area of 111.31 m2 g−1 and a total pore volume of 0.48 cm3 g−1

according to nitrogen adsorption/desorption analysis (Figure S1b). The pore diameter
distribution curve reveals that the size of the mesopores is centered at ~5.0 nm (Figure S1c).
The produced WNWs were mixed with CNTs to fabricate WNW/CNT paper, which is
prepared by the same method to fabricate the CNT paper (Figure 1d). The XRD patterns
of the CNT and WNW/CNT composite reflect a CNT-derived peak at approximately 26◦

(2 θ) (Figure 1a). Despite the similarity in morphology between the nanowires, element
maps show the presence of C, W, and O elements, indicating the successful fabrication of
WNW/CNT paper, as summarized in Figure 1e.

To confirm the thiosulfate mediation effect on the surface of WNW, a 2 mL lithium
polysulfide solution (0.0025 M Li2S8 in DME/DOL) was added to vials containing 10 mg
of CNT and WNW, respectively (Figure 2a). After aging for 12 h, the transparent yellow-
colored WNW-Li2S8 solution turns colorless. In contrast, the transparent yellow-colored
CNT-Li2S8 solution shows no color change after aging for 12 h, indicating that the lithium
polysulfide (Li2S8) has not been adsorbed by the CNT.
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As shown in Figure S1b,c, the large specific surface area and pores of WNW maximize
the reaction sites in contact with the lithium polysulfide. The chemical states of the surface
elements of WNW in the aged WNW-Li2S8 solution were observed using XPS (Figure 2b–g).
Li2S8 shows two S 2p3/2 peaks at 161.4 and 163.2 eV, assigned to the terminal (ST

−1) and
bridging sulfur (SB

0) atoms, respectively (Figure 2b) [29]. WNW displays a pair of peaks
at 36.0 and 38.1 eV, ascribed to W 4f7/2 and W 4f5/2, respectively, indicating that the
synthesized WO3 nanowire is composed of W6+ (Figure 2c) [30]. The O 1s XPS spectrum
shows a dominant peak at 530.8 eV that is attributed to the lattice oxygen of WNW,
while the broad shoulder at 532.1 and 533.8 eV are due to contaminants such as hydroxyl
groups or carbonates on the surface of WNW (Figure 2d) [31]. Figure 2e–g show the XPS
spectra of the lithium polysulfide adsorbed on WNW (in the WNW-Li2S8 solution after
aging for 12 h). While Figure 2b reflects dominant peaks corresponding to the terminal
(161.4 eV) and bridging (163.2 eV) sulfur atoms in Li2S8, the S 2p spectrum of WNW-Li2S8 in
Figure 2e shows dominant S 2p3/2 peaks at 166.6 and 169.0 eV. The S 2p3/2 peak at 166.6 eV
corresponds to the thiosulfate binding energy, while the peak at 169.0 eV is ascribed to the
polythionate complex [29]. Interestingly, in the W 4f spectrum of WNW-Li2S8, the binding
energies of the two peaks corresponding to W6+ are 0.4 eV less than those in Figure 2c, and
are accompanied by the emergence of peaks at 34.4 and 36.5 eV (Figure 2f). These peaks
are attributed to W5+ as a result of the formation of WSxOy oxysulfide species [32–34]; that
is, the oxidation of high-order lithium polysulfide to thiosulfate is accompanied by the
reduction of W6+ to W5+. The peaks of the O 1s spectrum of WNW-Li2S8 appear at lower
binding energies than those of the O 1s spectrum of WNW, while the area of the center
peak at 531.1 eV is greater than that of the corresponding peak in Figure 2d owing to the
formation of thiosulfate. Based on the XPS data, it is reasonable to conclude that thiosulfate
is produced, since polysulfides provide electrons to the WNWs at the interface, thereby
reducing W6+ to W5+. The produced thiosulfate combines with high-order polysulfides to
form polythionate complexes and low-order polysulfides. The thiosulfate formed on the
WNW surface acts as a redox mediator and facilitates lithium polysulfide conversion. This
process is summarized in Figure 3.

Cyclic voltammetry (CV) data demonstrate the improved reversibility of the sulfur
electrode (S: 3 mg cm−2) in the presence of a WNW/CNT interlayer (Figure 4). For the
cell containing a WNW/CNT interlayer (Figure 4a), a reduction peak is observed at 2.23 V
during the first cathodic scan, associated with the conversion of sulfur to long-chain lithium
polysulfides. A cathodic peak, associated with a change in short-chain lithium polysulfides
(Li2S2, Li2S), is observed at 2.04 V. Two anodic peaks appear at 2.36 and 2.42 V, which are
associated with the recovery of sulfur from the lithium polysulfides [35,36]. Similarly, in
the case of the CNT interlayer (Figure 4b), cathodic peaks appear at ~2.2 and ~1.95 V, and
the reverse reactions occur at ~2.38 and ~2.46 V during the anodic scan. The cathodic peaks
of the first and second CV curves differ slightly owing to the sulfur changing from alpha to
beta phase [18,37]. The slightly higher voltage of the redox peaks for the cell containing
the WNW/CNT interlayer suggests that the thiosulfate mediator on WNW enhances the
low-order lithium polysulfide conversion kinetics [29,38]. In contrast, the CV curves of the
cell without an interlayer show poor electrochemical activity, compared to the cells with
interlayers (Figure 4c).
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Figure 4. Cyclic voltammetry curves of lithium-sulfur cells with (a) WNW/CNT interlayer, (b) CNT interlayer, and
(c) without an interlayer.

Figure 5 compares the effect of the WNW/CNT interlayer on the long-term cell
capacity at different currents. As anticipated in the CV evaluation (Figure 4), a disappoint-
ing performance is observed for the sulfur cell without an interlayer (Figure S2). With
the CNT interlayer (S-CNT cell), the lithium-sulfur cell delivers the highest capacity of
1224 mAh g−1 with a capacity fading rate of 0.09% per cycle for the first 160 cycles. After
160 cycles, the cell capacity decreases drastically until, at the 300th cycle, only 27.6% of the
initial capacity is retained (Figure 5a,c). For the lithium-sulfur cell with the WNW/CNT
interlayer (S-WNW/CNT cell), the delivered initial capacity of 1225 mAh g−1 fades at a
rate of 0.11% per cycle (Figure 5b,c). Notably, ~68.3% (836.6 mAh g−1) of the initial capacity
is retained after 300 cycles at 0.5 C, which is ~40% higher than the retained capacity of the
S-CNT cell. After 300 cycles, the WNW/CNT cell demonstrates an areal capacity exceeding
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2.5 mAh cm−2; moreover, it maintains a Coulombic efficiency (CE) of 97% for the duration
of the cycling (Figure 5c).
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Figure 5. Voltage profiles of the lithium-sulfur cells, at 0.5 C, containing (a) CNT interlayer and (b) WNW/CNT interlayer,
respectively. (c) Cycling performance of the lithium-sulfur cells. Voltage profiles of the lithium-sulfur cells, at different
current densities, containing a (d) CNT interlayer and a (e) WNW/CNT interlayer, respectively. (f) Rate capability of the
lithium-sulfur cells. The sulfur loading of all cells is 3 mg cm−2.

The efficacy of the WNW/CNT interlayer is further evaluated in terms of rate ca-
pability. The S-CNT cell shows discharge capacities of 1424.6 mAh g−1 at 0.1 C and
734.7 mAh g−1 at 1 C, while the capacity is limited at 3 C (Figure 5d,f). When the current
returns to a rate of 0.1 C, the capacity increases to 1263 mAh g−1; however, the cell is not
able to maintain this capacity (Figure 5f). In contrast, the S-WNW/CNT cell can deliver a
capacity of 656.0 mAh g−1 at a rate of 3 C (Figure 5e) and shows stable cycling performance
after subsequent recovery of the current to 0.1 C (1316.2 mAh g−1). Environmental tests
employing symmetric cells with Li2S8 electrolytes also demonstrate better electrochemical
reversibility at high rates (Figure S3). The S-WNW/CNT cell shows a higher redox current
density than the S-CNT cell at increasing scan rates, which verifies that the redox kinetics
are significantly improved in the presence of liquid-phase polysulfides.

The high-rate cycling performance of S-WNW/CNT cells was further tested at a rate
of 2 C. When the mass loading of the active material is increased from 1.5 to 3.0 mg cm−2,
the cell delivers a discharge capacity of 572 mAh g−1 after 400 cycles (Figure 6a).

The presence of the WNW/CNT interlayer enables the delivery of capacity even at
increased sulfur loading densities of 4.2, 4.5, and 5.3 mg cm−2 (Figure 6b–d). It is worth
highlighting that these superior cell performances at high sulfur loadings are achievable in
the presence of WNW/CNT interlayers and may be associated with their electrochemical
activity. Therefore, we conducted electrochemical tests on WNW/CNT and CNT interlayers
without sulfur electrodes (Figure S4). The WNW/CNT interlayer has a discharge at the
first cycle (127.8 mAh g−1), whereas the capacity during subsequent cycles is negligible.
Evidently, the WNW/CNT interlayer does not participate in the electrochemical reaction
of the sulfur electrode but facilitates electron transfer during cycling.
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Figure 6. (a) Long-term cycling performance of lithium-sulfur cells with a WNW/CNT interlayer at 2 C (sulfur mass
loading: 1.5 and 3.0 mg cm−2, respectively). Cycling performance of lithium-sulfur cells with sulfur mass loadings of
(b) 4.2 mg cm−2 (0.2 C), (c) 4.5 mg cm−2 (1 C), and (d) 5.3 mg cm−2 (0.2 C).

To gain insight into the superior electrode performance of S-WNW/CNT cells, we
observed the interlayers with charged states after extensive cycling (Figure 7). Compared
to the morphology of the as-fabricated WNW/CNT interlayer (Figure 1d), the morphology
of the WNW/CNT interlayer (Figure 7a,b) after cycling appears unchanged. However, the
morphology of the CNT interlayer (Figure 7c,d) after cycling does differ from that of the as-
fabricated CNT layer (Figure S1a), which could be attributed to the localized accumulation
of lithium polysulfides since carbon has a low affinity for lithium polysulfides [23]. This
heterogeneity of the CNT interlayer is likely to impede the facile conversion of sulfur
to lithium polysulfides during long-term cycling, illustrated by the undesired capacity
fading observed for the S-CNT cell; see Figure 5c. The WNW/CNT interlayer is capable of
chemically adsorbing lithium polysulfides and promoting the redox reaction of lithium
polysulfide owing to the catalytic effect of WNW; this suppresses the accumulation of
lithium polysulfides on the interlayer.

Although cycling does not alter the morphology of the WNW/CNT interlayer, the XPS
results indicate a change in the chemical state of the interlayer (Figure 7e). After cycling,
the binding energies of the two peaks associated with W6+ are ~0.2 eV less than those of
the corresponding peaks before cycling, while additional peaks appear at 32.9, 34.3, 35.0,
and 36.8 eV. The new peaks are associated with W5+ (34.3 and 36.8 eV) and W4+ (32.9 and
35.0 eV) [39], which form when WO3 is reduced during charge transfers between lithium
polysulfide and WNW. The TEM-EDS mapping images support this relationship (Figure 7f).
The homogeneous elemental distribution on the WNW results from the adherence of
lithium polysulfide via thiosulfate mediation, which occurs more actively on the WNW
surface than on that of the CNT, which has a weak affinity for lithium polysulfide [36,40].
These results are consistent with the interaction between the thiosulfate mediator and
lithium polysulfide on WNW, as shown in Figure 2a, confirming that WO3 and polysulfides
can be chemically bonded. Therefore, the WNW plays a pivotal role in capturing lithium
polysulfide during electrochemical reactions and promoting the redox reaction of lithium
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polysulfide through catalytic action, thereby enhancing the electrochemical performance of
sulfur electrodes in lithium-sulfur cells. The electrochemical performance of lithium-sulfur
batteries incorporating a WNW/CNT interlayer is compared with that of lithium-sulfur
batteries incorporating other types of interlayer or functional separators in Figure 8 and
Table S1, highlighting the superiority of the present WNW/CNT interlayer.Molecules 2021, 26, x FOR PEER REVIEW 9 of 14 
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and after cycling. (f) TEM images of a cycled WNW/CNT interlayer with EDS mapping images of tungsten, oxygen, sulfur,
and carbon.
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Figure 8. Comparison of the rate capabilities of lithium-sulfur batteries incorporating different types of interlayer or
functional separators [41–52].

3. Materials and Methods
3.1. Synthesis of WNW

WNWs were synthesized using a hydrothermal method [53]. Sodium tungstate di-
hydrate powder (3.29 g, Sigma Aldrich, St. Louis, MO, USA) was dissolved in deionized
water (76 mL), and an aqueous HCl solution (3 M) was used to adjust the pH to 1.0. Am-
monium sulfate (Sigma Aldrich, 2.64 g) was subsequently added to the solution to control
the morphology of the WO3 product and stirred for 1 h. The solution was transferred into
a Teflon-lined, stainless-steel autoclave (capacity: 100 mL) and heated at 180 ◦C for 24 h.
After the reaction, the autoclave was cooled to room temperature. The WO3 precipitate,
with a bright emerald-green color, was collected through filtration and washed with dis-
tilled water. To remove reactant residues, the product was rinsed with ethanol three times.
Finally, the product was dried in a vacuum oven at 60 ◦C for 12 h.

3.2. Preparation of CNT Paper and WNW/CNT Paper

To produce CNT paper, multi-walled carbon nanotubes (MWCNTs, Hanwha Chem.,
Seoul, Korea, 100 mg) were dispersed in deionized water (200 mL) and isopropyl alcohol
(8 mL) through ultrasonication for 10 min. The MWCNTs were retrieved through vacuum
filtration using membrane paper (Advantec, Tokyo, Japan, No.2) and dried in an oven at
60 ◦C for 12 h. To fabricate WNW/CNT paper, WNWs (50 mg) and MWCNTs (50 mg)
were mixed with a mixer-mill (Retsch, Haan, Germany, MM 400) at a frequency of 5 Hz
for 15 min. The WNW/CNT paper was subsequently prepared following a process that is
similar to making CNT paper.

After drying, the WNW/CNT paper was peeled from the membrane and cut into
16 mm-diameter circular disks for electrochemical testing. The weight of the interlayer
was adjusted for each sulfur mass loading to achieve the required sulfur content ratio.
If the sulfur mass loading was 3.0 mg cm−2, the weight per area of the interlayer was
approximately 2.0 mg cm−2 (the overall sulfur content was ~48%).
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3.3. Preparation of Electrodes

A sulfur cathode, for use with an interlayer, was prepared by applying a slurry,
consisting of sulfur powder (Sigma Aldrich, 70 wt.%), carbon black Super-P (20 wt.%), and
polyacrylic acid (PAA, 10 wt.%) in ethanol, onto carbon-coated aluminum foil, and then
drying it overnight at 60 ◦C in an oven. A sulfur cathode, for use without an interlayer,
was made of 48 wt.% sulfur, 32 wt.% Super-P, and 20 wt.% PAA binder. A WNW cathode,
used to evaluate the electrochemical reactivity of WNW, was prepared in a similar way
to the above sulfur cathodes. A slurry containing 80 wt.% WNW, 10 wt.% Super-P, and
10 wt.% PAA was applied to the gas diffusion layer (GDL).

3.4. Material Characterization

The morphology of the as-synthesized WNW and interlayers was investigated using
scanning electron microscopy (SEM; Nova NanoSEM 450, FEI, Hillsboro, OR, USA) and trans-
mission electron microscopy (TEM; JEM-2100F, JEOL, Tokyo, Japan). The crystal structures
of the obtained products were characterized by X-ray diffractometry (MiniFlex600, Rigaku,
Japan) using Cu Kα radiation. The surface area and pore size distribution of the WNWs were
measured using a Quantachrome Autosorb iQ MP automated gas adsorption system with
liquid nitrogen (at 77 K). X-ray photoelectron spectroscopy (XPS; Thermo Fisher Scientific,
Waltham, MA, USA) was used to investigate the surface and chemical states of the WNWs;
the binding energy values were calibrated based on the C 1s peak at 284.5 eV.

3.5. Electrochemical Measurements

Electrochemical tests were performed with coin-type cells (R2032) constructed with
sulfur electrodes. WNW/CNT or CNT interlayers were sandwiched between the cathode
and a microporous polypropylene film membrane (Celgard 2400) separator; the assembly
was countered with a Li-foil anode. The prepared sulfur cathodes were cut into circular
disks with diameters of 10 mm, and the sulfur mass loading levels on the electrodes ranged
from ~1.5 to ~5.3 mg cm−2. The overall sulfur content in the electrodes was ~48%. The
electrolyte solution contained 1 M lithium bis(trifluoromethanesulfonyl)imide (LiTFSI)
and 0.4 M lithium nitrate (LiNO3) in a 1:1 (v/v) mixture of 1,3-dioxolane (DOL) and 1,2-
dimethoxyethane (DME). The electrolyte/sulfur ratio (E/S ratio) was 20:1. All cells were
assembled in an Ar-filled glove box (MBRAUN). Galvanostatic charge-discharge tests
were conducted in constant current mode from 0.1 (167.5 mA g−1) to 3 C (5.025 A g−1)
within a voltage range of 1.9 to 2.6 V at 30 ◦C, monitored using a battery testing system
(TOSCAT-3100, Toyo System Co., Iwaki, Japan). For sulfur electrodes with high mass
loading (4.5 mg cm−2), the cells were tested at 1 C currents in a voltage range of 1.8 to 2.7 V.
Cyclic voltammetry (CV) measurements were carried out on a multi-channel potentiostat
(VMP-3, Biologic) across the voltage range of 1.9 to 2.6 V at a scan rate of 0.1 mV s−1.
The CV of the WNW cathode was tested at 0.05 mV s−1 using 1 M LiTFSI in a 1:1 (v/v)
mixture of DOL and DME. Symmetric cells were assembled into an R2032 coin-type cell
with a polypropylene separator, two identical electrodes (WNW/CNT interlayer, or CNT
interlayer), and Li2S8 electrolyte (20.0 mL containing 0.25 M Li2S8 and 1 M LiTFSI in a 1:1
(v/v) mixture of DOL/DME). CV measurements of the symmetrical cells were conducted at
different scan rates (−0.8 to 0.8 V).

4. Conclusions

We introduced a 1D-structured WNW/CNT interlayer into a lithium-sulfur battery to
capture lithium polysulfides. As intended by the design, the presence of the WNW/CNT
interlayer improves the electrode performance in terms of cyclability and rate capability
even when the loading density of the active material is increased. The interlayer structure
remains intact even after long-term cycling. We believe that this simply made WNW/CNT
interlayer presents a promising approach to improve the performance of lithium-sulfur
batteries. Its excellent performance is due to the trapping of lithium polysulfide in the
interlayer by chemical adsorption and catalytic effect of the WNW as thiosulfate mediators.
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sulfur cell without an interlayer. Figure S3: Cyclic voltammetry curves of the lithium-sulfur cells with
a (a) WNW/CNT interlayer and (b) CNT interlayer, respectively, at different scan rates. Figure S4:
(a) Cycling performances of the interlayers without sulfur electrodes. (b) Cyclic voltammetry (CV) profiles
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Abstract: For rechargeable metal–air batteries, which are a promising energy storage device for
renewable and sustainable energy technologies, the development of cost-effective electrocatalysts
with effective bifunctional activity for both oxygen reduction reaction (ORR) and oxygen evolution
reaction (OER) has been a challenging task. To realize highly effective ORR and OER electrocatalysts,
we present a hybrid catalyst, Co3O4-infiltrated La0.5Sr0.5MnO3-δ (LSM@Co3O4), synthesized using an
electrospray and infiltration technique. This study expands the scope of the infiltration technique by
depositing ~18 nm nanoparticles on unprecedented ~70 nm nano-scaffolds. The hybrid LSM@Co3O4

catalyst exhibits high catalytic activities for both ORR and OER (~7 times, ~1.5 times, and ~1.6 times
higher than LSM, Co3O4, and IrO2, respectively) in terms of onset potential and limiting current
density. Moreover, with the LSM@Co3O4, the number of electrons transferred reaches four, indicating
that the catalyst is effective in the reduction reaction of O2 via a direct four-electron pathway.
The study demonstrates that hybrid catalysts are a promising approach for oxygen electrocatalysts
for renewable and sustainable energy devices.

Keywords: bifunctional catalyst; hybrid catalyst; oxygen reduction reaction; oxygen evolution
reaction; four-electron pathway

1. Introduction

Renewable and sustainable energy storage and conversion systems such as fuel cells,
electrolysis cells, and secondary batteries have attracted a great deal of attention in recent
years to address the environmental challenges we face today [1–4]. Specifically, metal–air
batteries are considered to be promising systems due to their extremely high theoretical
energy density [4–9]. Metal–air batteries consist of a pure metal (e.g., Li, Na, Zn, Al) anode
and an external cathode of ambient air with an aqueous or aprotic electrolyte. To be suitable
for rechargeable batteries, the oxygen electrocatalysts should exhibit effective catalytic
activity, not only for the oxygen reduction reaction (ORR), but also for the oxygen evolution
reaction (OER)—that is, they should exhibit bifunctionality [10–15]. However, due to the
sluggish reaction kinetics of the ORR and OER (which respectively correspond to the
discharge and charge processes), the development of highly efficient and cost-effective
oxygen electrocatalysts is considered to be an essential challenge. Although Pt, IrO2, RuO2,
and their alloys and composites show superior activities for ORR or OER, they suffer from
the drawbacks of poor stability, scarcity, and high cost.

The focus in the literature has been on transition-metal oxides because oxygen electro-
catalysts possess bifunctionality due to their operational stability in alkaline solutions and
promising catalytic activities for ORR and OER. Among them, Co-containing oxides such as
Co3O4, LnxSr1-xCoO3-δ, and BaxSr1-xCoyFe1-yO3-δ have especially been reported as efficient
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electrocatalysts for OER [13,16–21]. Mn-containing oxides (e.g., Mn2O3, NiMnO2, CoMnO2,
and La0.5Sr0.5MnO3-δ) have demonstrated excellent catalytic activity for ORR [22–26].
Although the above transition-metal oxides exhibit some bifunctionality, their outstanding
catalytic activity is generally specific to either ORR or OER, but not both.

Hybrid catalysts composed of more than two materials have been suggested as an
approach to secure the desired bifunctionality. For example, Cu-nanoparticle-loaded Co3O4
microspheres, Co3O4–graphene composite, LaNiO3-Pt/C core–corona structure catalyst,
and Co3O4 nanocrystals grown on graphene have been demonstrated [8,17,27–31]. Based
on earlier studies, hybrid catalysts (A@B) show enhanced ORR/OER activity compared
to the individual catalysts (A or B) and/or their physical mixtures (A + B) due to the
synergistic effects between the constituent materials [17,27,32]. Therefore, in this study,
a hybrid catalyst consisting of La0.5Sr0.5MnO3-δ (LSM) and Co3O4 was designed to achieve
high catalytic activities for both ORR and OER.

Nanosizing fabrications were employed to maximize the performances of each con-
stituent material by endowing enlarged reaction sites and shortened ion-/charge-transport
path [33–35]. Among the various fabrication techniques, electrospray and infiltration tech-
niques have been used due to their simplicity, effectiveness, and reproducibility. In addition,
the stoichiometric ratios can be precisely controlled because the fabrication techniques rely
on the precursor mixing at the molecular level.

LSM nanoparticles were prepared through electrospray, and Co3O4 was deposited
on the LSM surface through infiltration to synthesize the hybrid catalyst (LSM@Co3O4).
We discovered that 20 wt.% Co3O4-infiltrated LSM exhibited a comparable catalytic activity
to benchmark bifunctional oxygen electrocatalysts. Furthermore, because the calculated
number of transferred electrons is four, it indicates that O2 follows a direct reduction
pathway with less thermodynamic reaction potential.

2. Results and Discussion
2.1. Structural and Morphological Characterization

Figure 1a illustrates the electrospray fabrication of La0.5Sr0.5MnO3-δ (LSM) with the
precursor solution including La-, Sr-, and Mn nitrates, PVP, and DMF. A syringe needle tip
and aluminum foil collector were connected to the anode and cathode of a high-voltage
power supply, respectively. After a heat treatment at 850 ◦C, X-ray diffraction (XRD)
was conducted in the range of 20◦ < 2θ < 60◦ to identify the crystal structure of the
prepared samples. As shown in Figure 1b, LSM was successfully synthesized with a single-
phase structure of simple perovskite without any significant impurities. The scanning
electron microscopy (SEM) images in Figure 1c,d illustrate that spherical LSM nanoparticles
60–100 nm in size were formed and organically connected.

Employing the infiltration technique for these nanoparticle scaffolds is a new approach
and a unique attempt. Typically, micro-scale pore/particles have been used as the scaffold
for infiltration technique and the nanoparticles deposited on the scaffold surface have
a size of 60 nm or more. However, the nano-sized LSM scaffold has low interactive
force with the precursor solution due to the reduced contact area. To overcome this
problem and increase the wettability, ethanol was used as the solvent in this study due
to its low boiling point, low surface tension (22.3 mN m−1 at 20 ◦C), and good solubility
of cobalt nitrate. The contact angle of the precursor solution was measured to check
the wettability by dropping 3 µL of the precursor solution on the polished LSM pellet.
The cobalt precursor solution had a low contact angle of 15.8◦ (inset in Figure 2a), which
indicates good wettability, and the use of ethanol facilitated the deposition of precursors on
the surface of LSM nanoparticles. Table 1 summarizes the abbreviations for the samples.
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Table 1. Chemical compositions and abbreviations of the samples.

Abbreviations Chemical Composition

LSM La0.5Sr0.5MnO3-δ

LSM@Co3O4
LSM@Co3O4-20 20 wt.% Co3O4-infiltrated LSM
LSM@Co3O4-25 25 wt.% Co3O4-infiltrated LSM

To obtain an effective Co3O4 electrocatalyst, the infiltrated powder was sintered
at 600 ◦C and the sintered powder is denoted as LSM@Co3O4. The XRD pattern of
LSM@Co3O4 (Figure 2b) shows the phase of LSM and Co3O4 without any detectable
impurity phases, indicating the successful synthesis of Co3O4. The broad peak due to
Co3O4 can be attributed to the nano size of the deposited particles. The high-magnification
SEM images of LSM@Co3O4 in Figure 2c,d confirm that the smaller nanoparticles (~18 nm)
of Co3O4 were uniformly deposited on the entire LSM nano-scaffold (~70 nm). Further-
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more, LSM@Co3O4 retained the organically connected microstructures, which is effective
for the transfer of electrons.

2.2. Rotating Ring-Disk Electrode (RRDE) Test

With different loading amounts of Co3O4, the catalytic activities of LSM@Co3O4 were
measured for OER and ORR in 0.1 M KOH. The catalytic activities were compared with
the benchmark catalysts IrO2 and Pt/C for OER and ORR to evaluate LSM@Co3O4 as
a bifunctional electrocatalyst. For OER, the catalytic activities of LSM, LSM@ Co3O4-20,
and LSM@Co3O4-25 were compared with Co3O4 and the benchmark catalyst IrO2
(Figure 3a). LSM has a nano-sized microstructure, but its OER current density showed a low
value of 1.85 mA cm−2 at 1.70 V vs. reversible hydrogen electrode (RHE).
After conducting Co3O4 infiltration, the current density was significantly enhanced to
13.01 mA cm−2 for LSM@Co3O4-20 and 10.63 mA cm−2 for LSM@Co3O4-25, indicating
that the surface material was the dominant factor determining the catalytic activity for
the OER. Especially, the current density of LSM@Co3O4-20 was ~7 times, ~1.5 times,
and ~1.6 times higher, respectively, than those of LSM, Co3O4, and IrO2. The onset
potential was also enhanced, as could be deduced from the voltage at 1 mA cm−2 of
LSM@Co3O4-20 (1.55 V) and LSM@Co3O4-25 (1.55 V), compared to those of LSM (1.65 V)
and Co3O4 (1.57 V). Moreover, the values are comparable to those of benchmark electrocat-
alysts such as Pt/C (1.61 V) and IrO2 (1.55 V). To compare OER kinetics, Tafel plots of LSM,
LSM@Co3O4-20, and LSM@Co3O4-25 were derived from their OER polarization curves,
and are presented in Figure 3c. The Tafel slope of LSM@Co3O4-25 was 73 mV decade−1,
which is lower than that of LSM (84 mV decade−1), LSM@Co3O4-20 (89 mV decade−1),
and IrO2 (121 mV decade−1). These improved catalytic activities of LSM@Co3O4-20 imply
the existence of synergistic effects between LSM and Co3O4 and the potential for the use of
LSM@Co3O4-20 as a bifunctional electrocatalyst.Molecules 2021, 25, x FOR PEER REVIEW 5 of 11 
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oxygen evolution reaction (OER) and (b,d) oxygen reduction reaction (ORR) in O2-saturated 0.1 M
KOH at a rotation rate of 1600 rpm and a scan rate of 0.01 V s−1.
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Figure 3b,d presents the polarization curves of LSM@Co3O4 for the ORR with the
benchmark samples Co3O4 and Pt/C. LSM on its own exhibited a good limiting cur-
rent density (−5.30 mA cm−2) compared to Pt/C (−4.90 mA cm−2). However, with the
Co3O4 infiltration, the limiting current density was enhanced to−5.45 and−5.30 mA cm−2,
respectively, for LSM@Co3O4-20 and LSM@Co3O4-25. The ORR onset potentials at a current
density of −0.3 mA cm−2 were observed to be 0.87, 0.87, and 0.89 V vs. RHE, respectively,
for LSM, LSM@Co3O4-20, and LSM@Co3O4-25. On its own, Co3O4 showed a lower ORR
activity, with the values of −4.45 mA cm−2 for limiting current density and 0.59 V vs.
RHE for onset potential. Considering that a hybrid catalyst (A@B) has the properties of
both constituent materials (A and B), the reduced activity in the range of 0.10–0.89 V may
originate from the low catalytic activity of Co3O4, covering the surface of LSM. In Figure 3d,
the Tafel slopes are plotted from the ORR polarization curves near the onset potential. Tafel
slopes were obtained from the Koutecky–Levich (K-L) equation: LSM (80 mV decade−1),
LSM@Co3O4-20 (114 mV decade−1), and LSM@Co3O4-25 (184 mV decade−1). The lower
Tafel slope for LSM@Co3O4 compared to that for LSM indicates that the infiltration of
Co3O4 facilitated oxygen diffusion on the catalyst surface and improved the
ORR performance.

2.3. Four-Electron Pathway

As shown in Figure 4a,b, the electrochemical reduction of O2 can occur via two
pathways, either a direct 4-electron pathway or a 2+2-electron pathway with peroxide inter-
mediates. For oxygen electrocatalysis, the 4-electron pathway is most desirable because the
direct pathway requires less thermodynamic reaction potential (Table 2). The 2+2-electron
pathway is preferred in the industry for H2O2 production rather than for ORR catalysis.
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Figure 4. (a) Electron transfer number (n) depending on the loading amount of Co3O4 for the oxygen
reduction reaction (ORR). (b) Schematic representation of the ORR mechanism by direct 4-electron
and indirect 2+2 electron pathways. (c) Assessment of peroxide yield calculated by the (d) ring
current in O2-saturated 0.1 M KOH at a rotation rate of 1600 rpm and a scan rate of 0.01 V s−1.

Table 2. Thermodynamic electrode potential of the O2 reduction pathway.

Reaction Process Thermodynamic Electrode Potential
at Standard Conditions, V vs. SHE

4-electron pathway O2 + 2H2O + 4e− → 4OH− 0.401

2+2-electron
pathway

O2 + H2O + 2e− → HO2
− + OH− −0.065

HO2
− + H2O + 2e− → 3OH− 0.867
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To verify the ORR catalytic pathways, ring disk current was employed to detect
the current of HO2

− concomitantly produced via a two-electron pathway. The peroxide
yield and electron transfer number (n) were calculated from the following equations with
the measured current of the ring electrode and disk electrode for LSM, LSM@Co3O4-20,
and LSM@Co3O4-25. The values of commercial Pt/C and Co3O4 were also compared as
a benchmark.

% HO2
− = 200 × (Ir/N)/(Id + Ir/N) (1)

n = 4 × Id/(Id + Ir/N) (2)

where Id represents the disk current, Ir indicates the ring current, and N is the current
collection efficiency of the Pt ring. N was experimentally determined to be 0.41 from the
reduction of K3Fe[CN]6.

The measured H2O2 yield was below 3% for LSM, LSM@Co3O4-20, and LSM@Co3O4-
25, which is comparable to that for Pt/C and much lower than that for Co3O4 (Figure 4c).
The number of electrons transferred for LSM@Co3O4-20 was calculated to be 3.96–4.00
(Figure 4d), which is higher than that for LSM (3.90–3.96) and LSM@Co3O4-25 (3.90–3.97).
These results confirm that LSM, LSM@Co3O4-20, and LSM@Co3O4-25 followed a 4-electron
reduction pathway rather than the 2+2-electron pathway. Especially, LSM@Co3O4-20
formed a lower quantity of peroxides than Pt/C, allowing the ORR to proceed through an
almost ideal 4-electron reduction pathway.

2.4. X-ray Photoelectron Spectroscopy (XPS) Anaylsis

Based on the RRDE results, LSM@Co3O4 exhibited good catalytic activity for both
ORR and OER, comparable to the benchmark catalysts (Pt/C, Co3O4, and IrO2). Since the
catalytic activities of LSM@Co3O4-20 and LSM@Co3O4-25 were similar and the n-value of
LSM@Co3O4-20 was closer to four, we selected LSM@Co3O4-20 as a representative sample
of LSM@Co3O4 for X-ray photoelectron spectroscopy (XPS) characterization.

XPS was performed to analyze the surface electronic state of the catalysts (i.e., LSM,
Co3O4, and LSM@Co3O4-20) for O 1s, Co 2p, and Mn 2p. The XPS results were calibrated
with the binding energy (BE) of the C 1s peak at 284.3 eV. In Figure 5a–c, the O 1s spectrum
can be deconvoluted into three main peaks of lattice oxygen (Olattice, red), surface-adsorbed
oxygen species (Oad, green), and adsorbed molecular water (H2Oad, blue). The relative
contents of the oxygen species were calculated from the relative area of the three peaks,
and are listed in Table 3. The calculated Oad/Olattice ratios were 1.68, 2.02, and 2.39,
respectively, for LSM, Co3O4, and LSM@Co3O4-20. Considering that Oad can easily be
converted to O2, the higher Oad/Olattice ratio of LSM@ Co3O4-20 is in good agreement with
the OER results (i.e., indicating an enhanced catalytic activity of LSM@ Co3O4-20).

According to previous studies, Co3+ cations at the surface play a significant role in
the OER due to their unique electronic state, favorable as both an electron donor and an
electron acceptor for O2 and electron capturing. The Co3+/Co2+ ratio was 0.45 for Co3O4
and 0.68 for LSM@Co3O4-20, respectively. The highly concentrated Co3+ of LSM@Co3O4-20
indicates the high number of donor–acceptor reduction sites, supporting the enhanced
OER catalytic activity. As presented in Figure 5f,g, the Mn3+/Mn4+ ratio was reduced from
0.83 for LSM to 0.77 for LSM@Co3O4-20, indicating ligand effects between LSM and the
infiltrated Co3O4 layer. The ligand effect, a type of interfacial effect that leads to synergistic
effects on the catalytic activity, refers to the electron transfer derived by the different
electronic configurations of two adjacent materials. It has good agreement with the XPS
results for Co 2p, in which LSM@Co3O4-20 had a higher Co3+ concentration compared
to Co3O4. Based on these results, we speculate that the electrons in the LSM layer were
transferred to the infiltrated Co3O4 layer by ligand effects, resulting in an electron-rich
state on the surface. Correspondingly, the bond strength between the metal oxide and
oxygen species at the surface of an electrocatalyst can be altered and the catalytic activity
for ORR and OER can be tuned.
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Table 3. XPS peak deconvolution results of LSM, CO3O4, and LSM@Co3O4-20.

Sample Species BE (eV) Ratio
(Co3+/Co2+)

Ratio
(Mn3+/Mn4+)

Ratio
(Oad/Olattice)

LSM

Mn
2p3/2

Mn3+ 641.49

0.83Mn4+ 643.36

2p1/2
Mn3+ 653.26
Mn4+ 656.21

O 1s
Olattice 528.77

1.68Oad 528.98
H2Oad 530.96

C 1s 284.3

Co3O4

Co
2p3/2

Co3+ 779.32

0.45Co2+ 780.56

2p1/2
Co3+ 794.34
Co2+ 795.77

O 1s
Olattice 529.57

2.02Oad 530.48
H2Oad 533.08

C 1s 284.3

LSM@Co3O4-20

Co
2p3/2

Co3+ 779.53

0.68Co2+ 780.84

2p1/2
Co3+ 794.58
Co2+ 796.00

Mn
2p3/2

Mn3+ 641.31

0.77Mn4+ 643.34

2p1/2
Mn3+ 652.93
Mn4+ 655.19

O 1s
Olattice 529.33

2.39Oad 530.40
H2Oad 532.44

C 1s 284.3
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3. Conclusions

In this study, we presented a hybrid catalyst as a bifunctional catalyst for both ORR
and OER. To synthesize the hybrid catalyst, 18 nm Co3O4 nanoparticles were uniformly de-
posited over the entire surface of a ~70 nm LSM nano-scaffold through simple electrospray
and infiltration. The hybrid catalysts exhibited comparable OER and ORR performances
compared to the benchmarked commercial catalysts. In particular, the hybrid catalysts
followed a four-electron pathway, meaning a very effective path to the ORR. Due to differ-
ences in the electronic configurations of the ions in Co3O4 and LSM, the concentration of
Co3+ and electron-rich phases were increased in the hybrid catalyst, contributing to the
enhancement in the catalytic activity of ORR and OER.

4. Materials and Methods

La0.5Sr0.5MnO3-δ nanoparticles were synthesized via electrospray using a precursor
solution consisting of La(NO3)3·6H2O (99+%, Sigma Aldrich Co.), Sr(NO3)2 (99+%, Sigma
Aldrich Co.), Mn(NO3)2 (98%, Sigma Aldrich Co.), poly-vinylpyrrolidone (PVP, avg. molec-
ular weight ~1,300,000 by LS, Sigma-Aldrich Co.), and N,N-dimethylformamide (DMF,
Alfa Aesar Co.). The precursor solution was prepared by mixing the metal nitrates in
DMF solvent with continuous stirring. After adding the PVP to the resulting solution,
it was stirred for 12 h at 60 ◦C. The as-prepared LSM/PVP solution was filled into a plastic
syringe with a capillary tip (D = 0.5 mm), electrically connected to a high-voltage power
supply from Korea switching Co. The needle tip and aluminum collector were connected
to the anode and cathode of the power supply, respectively, and were placed horizontally
(Figure 2a). The applied voltage was 15 kV, and the distance between the tip and aluminum
foil collector was 14 cm. The collected precursor was peeled off and heated at 850 ◦C for
4 h at a rate of 2 ◦C min−1 in air.

For the infiltration process, the precursor solution was prepared by dissolving
Co(NO3)2·6H2O (98+ %, Sigma Aldrich Co.) in ethanol, which was penetrated into the
LSM powder (prepared via electrospray). The resultant product was calcinated at 450 ◦C
for 15 min in air. These penetration–calcination steps were repeated until the loading
amount reached 20 and 25 wt.%. The loading amounts of Co3O4 was chosen with the
consideration of interfacial effects, investigated in a previous study [12]. The samples with
20 and 25 wt.% Co3O4 are designated hereafter as LSM@Co3O4-20 and LSM@Co3O4-25,
respectively. The infiltrated LSM was sintered at 600 ◦C for 4 h at a ramping rate of
2 ◦C min−1 in ambient air to obtain Co3O4. The loading amount was calculated using
Equation (3):

Loading amount of Co3O4 (wt.%) = (WLSM@Co3O4 −WLSM)/ WLSM × 100 (3)

where WLSM is the weight of the LSM before infiltration and WLSM@Co3O4 is the weight of
LSM@Co3O4 after sintering at 600 ◦C.

X-ray diffraction (XRD, Bruker D8 Advance) was performed in the range of
20◦ < 2θ < 60◦ for structural analyses. Scanning electron microscopy (SEM) (Nova SEM)
was conducted to observe the microstructures of LSM and Co3O4@LSM. X-ray photo-
electron spectroscopy (XPS) data were acquired with ESCALAB 250XI (Thermo Fisher
Scientific) with a monochromated Al-Kα (ultraviolet He1, He2) X-ray source. To evaluate
the electrocatalytic activity for ORR and OER, rotating ring-disk electrode (RRDE) exper-
iments were performed with the prepared ink composed of 20 mg of sample, 0.9 mL of
solvent (ethanol: isopropyl alcohol = 1:1), and 0.1 mL of 5 wt.% Nafion solution (Aldrich,
274704). The well-dispersed catalyst ink (5 mL) was spread on the pre-polished glassy car-
bon (GC) disk electrode (0.1256 cm2). The electrochemical performances with an RRDE-3A
rotating disk electrode system were recorded with a Biologic VMP3. A Pt wire, Hg/HgO
electrode filled with 1 M NaOH, and 0.1 M KOH solution saturated with oxygen were
respectively used as the counter electrode, reference electrode, and electrolyte. To estimate
the amount of peroxide from the disk electrode during the ORR, +0.4 V was applied to the
ring electrode.
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To convert the potential values from vs. Hg/HgO to vs. the reversible hydrogen
electrode (RHE), the difference was measured in a cell using Pt wires for the working and
counter electrodes under H2-saturated electrolyte 0.1 M KOH with an Hg/HgO reference
electrode. The open-circuit potential was −0.89 V at 1 mV s-1 and the relationship between
Hg/HgO and RHE was represented as:

EHg/HgO + 0.89 V = ERHE. (4)
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Abstract: Perovskite-type lithium ionic conductors were explored in the (LixLa1−x/3)ScO3 system
following their syntheses via a high-pressure solid-state reaction. Phase identification indicated that
a solid solution with a perovskite-type structure was formed in the range 0 ≤ x < 0.6. When x = 0.45,
(Li0.45La0.85)ScO3 exhibited the highest ionic conductivity and a low activation energy. Increasing
the loading of lithium as an ionic diffusion carrier expanded the unit cell volume and contributed to
the higher ionic conductivity and lower activation energy. Cations with higher oxidation numbers
were introduced into the A/B sites to improve the ionic conductivity. Ce4+ and Zr4+ or Nb5+ dopants
partially substituted the A-site (La/Li) and B-site Sc, respectively. Although B-site doping produced a
lower ionic conductivity, A-site Ce4+ doping improved the conductive properties. A perovskite-type
single phase was obtained for (Li0.45La0.78Ce0.05)ScO3 upon Ce4+ doping, providing a higher ionic
conductivity than (Li0.45La0.85)ScO3. Compositional analysis and crystal-structure refinement of
(Li0.45La0.85)ScO3 and (Li0.45La0.78Ce0.05)ScO3 revealed increased lithium contents and expansion of
the unit cell upon Ce4+ co-doping. The highest ionic conductivity of 1.1 × 10−3 S cm−1 at 623 K was
confirmed for (Li0.4Ce0.15La0.67)ScO3, which is more than one order of magnitude higher than that of
the (LixLa1−x/3)ScO3 system.

Keywords: lithium ionic conductor; perovskite structure; solid electrolyte; oxide

1. Introduction

All-solid-state lithium batteries have recently received considerable attention as safer,
stable, compact, and reliable energy storage devices [1,2]. However, suitable lithium-
based solid electrolytes are required for their fabrication [3–6]. In the past few decades,
a range of crystalline and amorphous materials have been examined to prepare solid
electrolytes [7–9], which can be roughly divided into two groups, namely sulfides [1,10–12]
and oxides [13–16]. However, many of the sulfide-based compounds are unstable under air
and react with the Li metal electrode [17]. In contrast, the oxide-based group is more stable
and easily prepared. As a result, the latter is relatively convenient for battery fabrication in
a dry air atmosphere [6].

In the oxide group, Li-La-Ti-O perovskite [13,18–21] is considered a promising candi-
date for use as a battery electrolyte due to its high ionic conductivity at room temperature
(>10−3 S cm−1) [13]. However, high temperatures (>1000 ◦C) are required for its prepara-
tion and it suffers from electrochemical stability issues due to the reduction of the reducible
element Ti4+ to Ti3+ during the electrochemical process, which gives rise to undesirable elec-
tronic conduction properties and ultimately affects its practical application [20]. Although
lithium ionic conductors developed in this perovskite system have mainly been prepared

213



Molecules 2021, 26, 299

based on the introduction of lithium vacancies at the A-site [13,22], the development of
lithium ionic conductors through the introduction of lithium interstitials in the perovskite-
type system has generally not been considered.

We herein focus on LaScO3 [23] as a mother structure for solid electrolytes to investi-
gate the novel perovskite system. We previously considered that the B site cation of Sc3+

would be expected to show a higher resistance to electrochemical reduction than Ti4+ [24].
In addition, it was thought that the low valent Li+ cation could partially substitute the
high valent La3+ cation, which could result in the generation of structural defects due to
charge compensation, with examples including lithium-ion interstitials that may act as ion
carriers for ion diffusion. Therefore, we herein report the development of lithium ionic
conductors in the LaScO3-based perovskite system. Initially, different ratios of lithium
are introduced into LaScO3 according to the chemical formula (LixLa1−x/3)ScO3, and their
ionic conductivities are evaluated. To improve the ionic conductivity of (LixLa1−x/3)ScO3,
further modification is carried out by introducing additional structural defects. As the
dopant, Ce4+ and Zr4+ or Nb5+ are selected to partially substitute the A- or B- sites of
(LixLa1−x/3)ScO3, and perovskite-type lithium-excess lithium ionic conductors are devel-
oped in a step-by-step manner. Finally, the composition exhibiting the highest conductivity
is identified in the prepared LaScO3 perovskite-based materials.

2. Results and Discussion
2.1. Syntheses and Ionic Conductivities of (LixLa1−x/3)ScO3

The X-ray diffraction (XRD) patterns of (LixLa1−x/3)ScO3 (x = 0–0.60) are shown in
Figure 1a,b. The diffraction peaks of the main phase were identified to correspond to the
orthorhombic Pnma LaScO3 phase [25]. For the composition where x = 0.6, additional
peaks attributed to the impurity (LiScO2) phase were also observed, indicating that the
solid solution limit with the LaScO3 structure is x < 0.6. The peak corresponding to the 111
diffraction peak at ~24.5◦ did not show a clear shift upon increasing the x value (i.e., the
Li+ content), although the lattice volume increased slightly (Figure 1c). This indicates that
a solid solution formed through lithium doping in the x range of 0.15–0.45. The absence
of a significant diffraction peak shifts may be attributed to the introduced lithium ions
located at the interstitial positions, which are not sufficient to affect the lattice change. The
total content of La and Li at A-site exceeds 1 when x > 0, which indicates that a portion
of the lithium ions may be located at the interstitial sites in addition to the A-sites within
the structure of LaScO3. These results clearly indicate that lithium-excess perovskite-type
materials were successfully formed via this high-pressure synthesis route.

Figure 1. (a,b) X-ray diffraction patterns and (c) dependence of the lattice parameters on the com-
position of (LixLa1−x/3)ScO3 (x = 0, 0.15, 0.30, 0.45). Lattice parameter data for LaScO3 (x = 0) were
taken from the literature [25].
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To determine the ionic conductivities of the samples, alternating current (a.c.) impedance
measurements were conducted. The total resistance, R, was determined by calculating
the intercept value of the semicircular plot with the x-axis. The ionic conductivities were
calculated using σ = d/(R × A), where R is the resistance, d is the thickness, and A is the
area of the pellet. It should be noted that the a.c. impedance could not be measured for the
samples at temperatures < 523 K. Therefore, to compare these ionic conductivities with the
actual measured experimental data, the ionic conductivity obtained at the intermediate
temperature (623 K) of the test temperature interval was chosen. Figure 2a,b show the
typical complex impedance spectra of all sintered compounds at 623 K. These spectra are
composed of a semicircle at higher frequencies and a spike at lower frequencies, which
correspond to the contributions of the bulk/grain boundary and electrode resistances,
respectively. A semicircle with a capacitance value on the order of 10−11 F indicates a total
resistance that consists of a mixed contribution (sum of the bulk and grain boundaries).
Since the component separation for the bulk and the grain boundary resistance could not
be obtained, the total conductivity was calculated from the semicircle as a total resistance.

Figure 2. (a,b) Impedance plots obtained at 623 K, (c) temperature dependence of the conductivity,
and (d) variation in the conductivity at 623 K based on the composition of (LixLa1−x/3)ScO3 (x = 0.15,
0.30, 0.45, 0.60).

Figure 2c shows the temperature dependences of the conductivities, while Figure 2d
displays the conductivity at 623 K as a function of the composition (x). Table 1 summarizes
the ionic conductivities measured at 623 K and the activation energies Ea for the compounds.
As indicated, the conductivity continuously increased upon increasing x from 0 to 0.45,
and then slightly decreased where x > 0.45. The highest conductivity was observed for
the composition with x = 0.45, yielding a value of 4.2 × 10−5 S cm−1 at 623 K with a
low activation energy of 61 kJ mol−1. The decrease in conductivity for the sample where
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x = 0.60 was likely due to the formation of the impurity phase LiScO2, which exhibits a
relatively low ionic conductivity at the same temperature (~10−9 S cm−1 at 623 K) [26].
As the sample where x = 0.45 exhibits the highest ionic conductivity, (Li0.45La0.85)ScO3 was
determined to be the optimal initial composition for examining the co-doping systems
containing Ce4+, Zr4+, and Nb5+.

Table 1. Ionic conductivities at 623 K and activation energies of the obtained (LixLa1−x/3)ScO3.

Formula Nominal Composition Identified Phases σtotal/S cm−1 Ea/kJ mol−1

(LixLa1−x/3)ScO3

LaScO3 LaScO3-type − −
(Li0.15La0.95)ScO3 LaScO3-type 3.4 × 10−7 143.0 ± 6.8
(Li0.30La0.90)ScO3 LaScO3-type 2.8 × 10−6 91.6 ± 1.7
(Li0.45La0.85)ScO3 LaScO3-type 4.2 × 10−5 61.0 ± 0.9
(Li0.60La0.80)ScO3 LaScO3-type, LaLiO2 7.2 × 10−6 80.7 ± 2.2

2.2. Syntheses and Ionic Conductivities of (LixLa1−x/3)ScO3 co-doped with Ce4+, Zr4+, and Nb5+

For the A-site doping system, two material search directions were examined. The first
was La3+ substitution by Ce4+ with fixing of the lithium composition according to the
formula (LixLa0.87−4y/3Cey)ScO3, where x = 0.35 or 0.40. The XRD patterns of the obtained
samples are shown in Figure 3. Although the LaScO3 phase accounted for the main
diffraction peaks, an additional peak derived from the CeO2 impurity was observed at
~28◦. The intensity of this peak increased upon increasing the y value (i.e., the amount of
Ce doping), while the lattice parameters increased slightly at the same time, as shown in
Figure 3c. These results indicate that compositional and/or structural changes occurred
depending on the y value, although the mono-phasic perovskite-type solid solution was
not obtained.

Figure 3. Variation in (a,b) the X-ray diffraction patterns, and (c) the lattice parameters based on the composition of the
as-prepared (Li0.4La0.87−4y/3Cey)ScO3 (y = 0.05, 0.10, 0.15).

The second direction of A-site doping was conducted using a fixed Ce content. In this
case, charge neutrality was maintained using the La:Li ratio, giving (LixLa0.933−x/3Cey)ScO3,
where y = 0.05 was the target composition. The XRD patterns of the obtained products
are shown in Figure 4. The sample of (Li0.45La0.78Ce0.05)ScO3 where x = 0.45 exhibited the
mono-phasic characteristic of the LaScO3 perovskite, while other compositions showed
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impurity formation. Even in this case, the small changes in the lattice parameters, which
indicate compositional and/or structural changes, were confirmed (Figure 4c).

Figure 4. Variation in (a,b) the X-ray diffraction patterns, and (c) the lattice parameters based on the composition of the
as-prepared (LixLa0.933−x/3Ce0.05)ScO3 (x = 0.4, 0.45, and 0.50).

B-site doping using Zr4+ or Nb5+ was subsequently examined according to the for-
mulae (Li0.45La0.85−z/3)(Sc1−zZrz)O3 and (Li0.45La0.85−2z/3)(Sc1−zNbz)O3. As shown in
Figures S1 and S2, evident impurity (LiLaO2) formation was confirmed even with a small
amount of doping (z = 0.05) for both dopants. Therefore, B-site doping reduces the lithium
content in the perovskite-phase due to part of the lithium source being consumed by the
impurity. As indicated in Table 2, where the obtained phases of all doping systems are
summarized, the synthetic conditions employed herein did not result in a wide range of
single-phase solid solutions upon A- or B- site co-doping into the (Li, La)ScO3 system. As a
result, (Li0.45La0.78Ce0.05)ScO3 was found to be the singular example of a pure LaScO3-type
phase considering all examined compositions.

Table 2. Dependence of the ionic conductivities at 623 K and the activation energies on the Ce4+, Zr4+, and Nb5+ co-doped
(LixLa1−x/3)ScO3 compositions.

Chemical Formula Composition Identified Phases σtotal/S cm−1 Ea/kJ mol−1

(LixLa1−x/3)ScO3 (Li0.45La0.85)ScO3 LaScO3-type 4.2 × 10−5 61.0 ± 0.9

(LixLa1−x/3−4y/3Cey)ScO3

x = 0.35 (fixed), y = 0.05
(Li0.35La0.82Ce0.05)ScO3

LaScO3-type, CeO2,
unknown 2.1 × 10−5 88.9 ± 0.7

x = 0.35 (fixed), y = 0.10
(Li0.35La0.75Ce0.10)ScO3

LaScO3-type, CeO2 2.4 × 10−5 87.9 ± 0.3

x = 0.40 (fixed), y = 0.10
(Li0.40La0.73Ce0.10)ScO3

LaScO3-type, CeO2 8.8 × 10−4 75.5 ± 0.6

x = 0.40 (fixed), y = 0.15
(Li0.40La0.67Ce0.15)ScO3

LaScO3-type, CeO2 1.1 × 10−3 75.4 ± 0.1

x = 0.40, y = 0.05 (fixed)
(Li0.50La0.77Ce0.05)ScO3

LaScO3-type, CeO2 5.5 × 10−5 78.2 ± 2.5

x = 0.45, y = 0.05 (fixed)
(Li0.45La0.78Ce0.05)ScO3

LaScO3-type 1.9 × 10−4 82.9 ± 2.1

x = 0.50, y = 0.05 (fixed)
(Li0.50La0.72Ce0.10)ScO3

LaScO3-type, CeO2,
unknown 1.3 × 10−5 86.5 ± 0.3
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Table 2. Cont.

Chemical Formula Composition Identified Phases σtotal/S cm−1 Ea/kJ mol−1

(Li0.45La0.85−0.33z)(Sc1−zZrz)O3
(Li0.45La0.833)(Sc0.95Zr0.05)O3 LaScO3-type, LiLaO2 7.36 × 10−6 77.9 ± 2.0
(Li0.45La0.817)(Sc0.90Zr0.10)O3 LaScO3-type, LiLaO2 8.03× 10−6 75.6 ± 1.8

(Li0.45La0.85−0.67z)(Sc1−zNbz)O3
(Li0.45La0.817)(Sc0.95Nb0.05)O3 LaScO3-type, LiLaO2 3.67 × 10−6 81.1 ± 0.9
(Li0.45La0.783)(Sc0.90Nb0.10)O3 LaScO3-type, LiLaO2 9.50 × 10−6 82.0 ± 1.9

All the co-doped samples were then subjected to a.c. impedance measurements;
Figure 5a shows the typical a.c. complex impedance spectra of the sample with the
nominal composition (Li0.40La0.67Ce0.15)ScO3 (x = 0.4, y = 0.15) recorded at a range of
temperatures. The conductivities of the samples were calculated following the same
manner as that employed for the non-doped (LixLa1−x/3)ScO3 system. Thus, Figure 5b
presents the Arrhenius plots showing the effect of temperature on the conductivity for the
representative samples of (LixLa1−x/3−4y/3Cey)ScO3. Since it was not possible to measure
the a.c. impedance for every sample at 373 K, the representative conductivities at a higher
temperature of 623 K were examined for comparison; the representative conductivities at
623 K and the activation energies for the co-doped samples are summarized in Table 2.

Figure 5. (a) Impedance plots of the representative co-doped (LixLa1−x/3)ScO3 at various temperatures, and (b) temperature
dependence of the conductivity of the representative samples in (LixLa1−x/3−4y/3Cey)ScO3.

For the Ce4+ co-doped system, a number of compositions were found to exhibit higher
conductivities than the (LixLa1−x/3)ScO3 system. For example, (Li0.45La0.78Ce0.05)ScO3,
which shows single-phase characteristics, presented a relatively high ionic conductivity of
1.9 × 10−4 S cm−1 at 623 K. This value is nearly five times higher than that of (Li0.45La0.85)ScO3
at the same temperature. The highest ionic conductivity (i.e., 1.1 × 10−3 S cm−1 at 623 K)
was obtained for the Ce4+ co-doped (Li0.4La0.67Ce0.15)ScO3, even though it contains an
impurity. As noted above, a.c. impedance data could be obtained for all the Ce4+ co-doped
samples at a temperature of 373 K, and below 523 K, it was also not possible to obtain
these data for (LixLa1−x/3)ScO3, which demonstrates that these Ce4+ co-doped samples
have a higher ionic conductivity than that of (LixLa1−x/3)ScO3. In contrast, the activation
energy was increased upon Ce4+ co-doping (e.g., 75.2 kJ mol−1 for (Li0.4La0.67Ce0.15)ScO3).
The enhancement in the ionic conductivity at the same temperature could, therefore,
originate from the increase in the pre-exponential factor (σ0) in the Arrhenius equation:
σT = σ0exp(−Ea/kT) [5,27]. Since σ0 is related to the intrinsic number of carriers and de-
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fects, Ce4+ co-doping may increase the number of charge carriers, which in turn contributes
to ion migration.

The temperature dependences of the conductivities for the (Li0.45La0.85−z/3)(Sc1−zZrz)O3,
(Li0.45La0.83−1.33n)(Sc0.95Zr0.05)O3, and (Li0.45La0.85−2z/3)(Sc1−zNbz)O3 samples are shown
in Figure S3 (Supporting Information). More specifically, no improvement in the conduc-
tivity was observed for the Zr4+ and Nb5+ co-doped systems, and relatively high activation
energies were confirmed. The lack of an increase in the ionic conductivity may be due to
impurities that consume part of the lithium source in the co-doped samples, thereby de-
creasing the content of mobile lithium ions. The increase observed for the (LixLa1−x/3)ScO3
system was achieved by A-site Ce4+ co-doping, while the presence of M at the B-site was
found to have no effect on the conductivity.

To investigate the electronic contribution to the total conductivity, direct current
(d.c.) potentiostatic polarization measurements were performed for (Li0.4La0.67Ce0.15)ScO3,
which exhibited the highest conductivity of the examined samples. The steady-state current
at specific constant voltages of the symmetrical cell Au|(Li0.4La0.67Ce0.15)ScO3|Au was
evaluated by varying the applied voltage from 0.5 to 1.2 V at 623 K (Figure S4); a rapid
current decay was observed shortly following a voltage application. From the slope of the
I vs. V plot, the electronic conductivity of (Li0.4La0.67Ce0.15)ScO3 was determined to be
7.6 × 10−7 S cm−1, indicating that electron transport is negligible in (Li0.4La0.67Ce0.15)ScO3
because the calculated value is three orders of magnitude lower than the total conductivity
estimated by the a.c. impedance measurements. The conductivity observed for the Ce4+-
doped (Li0.4La0.67Ce0.15)ScO3 was therefore attributed mainly to lithium ion diffusion.

These results therefore indicated that a small amount of Ce4+ co-doping enhanced
the ionic conductivity. However, the critical factors involved in determining the observed
high ionic conductivities remained unclear, and so crystal structure analysis and chemical
composition analysis were subsequently carried out.

2.3. Crystal Structure Analysis

(Li0.45La0.85)ScO3 (x = 0.45) and (Li0.45La0.78Ce0.05)ScO3 (x = 0.45, y = 0.05) were taken
as representative highly-conductive samples for the doped and co-doped systems, respec-
tively. These samples were also found to show single-phase characteristics, as discussed
previously in the context of XRD phase identification. The crystal structures of these
samples were then determined by the Rietveld analysis of synchrotron X-ray diffraction
data obtained at 298 K. An orthorhombic perovskite-type structural (LaScO3) [25] with
Pnma symmetry was applied as an initial model for analysis. The atomic positions for the
structure refinement models were as follows: La at the 4c sites, Sc at the 4a sites, O at the 4a
and 8d sites.

During the structural refinement, some Li+ was assumed to be present in the A-sites
(La3+), and the occupancy factor of the normal-site lithium (A-site) was constrained as
1–g(La) for both samples. The lithium present at the interstitial sites was not refined
since X-rays are not sensitive to the light element lithium. The lattice constants, atomic
isotropic displacement parameters (Biso), fractional atomic coordinates, atomic occupancies,
background parameters, ratio, zero-shift, and profile parameters were then refined. It is
worth mentioning that the occupancy of Ce4+ was not considered as a refinement parameter
because it possesses the same number of electrons as La3+, which prevents its identification
by X-ray analysis. Therefore, the composition of La and Ce in (Li0.45La0.78Ce0.05)ScO3 was
estimated by the combination of the La amount obtained by the Rietveld refinement and
the La/Ce ratio obtained from inductively coupled plasma atomic emission spectroscopy
(ICP-AES) analysis (see Table S1, Supporting Information).

Figure 6 shows the Rietveld refinement patterns, which are also presented in Tables 3 and 4.
All diffraction peaks of the two samples were assigned to the orthorhombic perovskite struc-
ture. The obtained reliability factors (S and Rwp) confirmed that the proposed structural
model for the diffraction data was reasonable.
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Figure 6. (Color online) Synchrotron Rietveld refinement patterns for (Li0.45La0.85)ScO3 (a) and
(Li0.45La0.78Ce0.05)ScO3 (b) at 298 K. Red: observed intensities; black: calculated intensities; and blue:
difference plots. Green vertical markers denote the positions of the Bragg reflections of the space
group Pnma (62) (perovskite structure).

Table 3. Crystallographic parameters of the synchrotron diffraction data for (Li0.45La0.85)ScO3 refined
by Rietveld analysis.

Atom Site g x y z Biso/Å2

La 4c 0.938(2) 0.95637(10) 0.25 0.01062(13) 0.235(9)
Li 4c =1–g(La) =x (La) =y (La) =z (La) =B (La)
Sc 4b 1.0 0.5 0 0 0.908(7)
O1 4c 1.0 0.53871(1) 0.25 0.90136(4) 0.788(6)
O2 8d 1.0 0.29065(7) 0.94553(6) 0.70253(7) 0.848 (3)

a = 5.67921(5) Å, b = 5.79488(4) Å and c = 8.09558(6) Å, V = 266.4281(36); Rwp = 8.638, S = 1.899, Rb = 6.080,
Rf = 4.965.

Table 4. Crystallographic parameters of the synchrotron diffraction data for (Li0.45La0.78Ce0.05)ScO3

refined by Rietveld analysis

Atom Site g x y z Biso/ Å2

La 4c 0.8212(5) 0.95622(4) 0.25 0.00892(6) 0.178(3)
Li 4c =1–g(La) =x (La) =y (La) =z (La) =B (La)
Sc 4b 1.0 0.5 0 0 1.209(4)
O1 4c 1.0 0.53153(4) 0.25 0.90757(5) 0.699(3)
O2 8d 1.0 0.2951(6) 0.9419(3) 0.70075(3) 1.825(4)

a= 5.68088(6) Å, b = 5.79624(6) Å and c = 8.09803(9) Å, V = 266.6500(48); Rwp = 8.850, S = 2.315, Rb = 5.343,
Rf = 3.752.

The refined composition of (Li0.45La0.85)ScO3 was calculated to be Li0.062La0.938ScO3.
Subsequently, the interstitial lithium, which cannot be detected by Rietveld analysis,
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was considered to satisfy the charge neutrality in the sample. Thus, the composition
of (Li0.45La0.85)ScO3 was determined to be Li0.186La0.938ScO3, and this value is comparable
to that obtained by ICP-AES (Table S1). These analyses revealed that the practical amount
of lithium is less than half of the nominal composition of (Li0.45La0.85)ScO3, which was
attributed to the reaction of lithium reaction with the platinum capsule during the synthetic
procedure [28].

The composition of the Ce4+ co-doped sample was also determined using the above
process. From the Rietveld analysis, Li0.1788La0.8212ScO3 was obtained, whereby the La
composition was divided into La and Ce using the La/Ce ratio obtained from the ICP-AES
results. Considering the charge neutrality, the composition of Li0.493La0.777Ce0.044ScO3 was
determined for the co-doped (Li0.45La0.78Ce0.05)ScO3. This value is comparable to both the
nominal and ICP-AES results (Table S1).

The significant difference in the lithium amount between the doped and co-doped
samples was clarified based on structural and compositional analysis results. More specifi-
cally, only 41% of the lithium present in the nominal composition was incorporated into
the doped case sample.

In contrast, a nearly nominal composition was confirmed in the Ce4+ co-doped case.
Therefore, the observed enhancement in the ionic conductivity upon co-doping was at-
tributed mainly to the abundant lithium (carrier) number in the crystal structure despite
a low doping level of 0.05. This assumption is consistent with the change in activation
energy observed upon co-doping, which indicated an increase in the number of charge
carriers.

The lattice parameters of the compound (Li0.45La0.85)ScO3 were determined to be
a = 5.67921(5), b = 5.79488(4), c = 8.09558(6) Å, and V = 266.4281(36) Å3, while those
of (Li0.45La0.78Ce0.05)ScO3 were a = 5.68088(6) Å, b = 5.79624(6) Å, c = 8.09803(9) Å, and
V = 266.6500(48) Å3. Compared with LaScO3 [25] (a = 5.6803, b = 5.7907, c = 8.0945 Å,
and V = 266.252 Å3), the cell volumes were expanded by +0.07% and +0.15%, respectively.
The co-doped (Li0.45La0.78Ce0.05)ScO3 presented a larger unit cell size than (Li0.45La0.85)ScO3.
Such an expansion of the cell volume may also contribute to the higher ionic conductivity
of (Li0.45La0.78Ce0.05)ScO3, because a larger unit cell size implies larger channels for lithium
ion diffusion.

Again, the highest ionic conductivity (i.e., 1.1 × 10−3 S cm−1 at 623 K) for the Ce4+

co-doped (Li0.4La0.67Ce0.15)ScO3 was almost two orders of magnitude higher than that of
(Li0.45La0.85)ScO3 at the same temperature. The increase in the lithium content as an ionic
diffusion carrier, in addition to the expansion of unit cell volume, was thereby considered
to contribute synergistically to the higher ionic conductivity of the Ce4+ co-doped system.
Determination of the interstitial lithium sites and the La/Ce distribution in the structure
through neutron diffraction studies will be conducted in future studies.

3. Materials and Methods

Target materials with the general formula (LixLa1−x/3)ScO3 and those containing
Ce4+, Zr4+, and Nb5+ doping were synthesized via a solid-state reaction using the previ-
ously reported high-pressure method [28,29]. The starting materials were La2O3 (Kanto
Chemical Co., Inc., Tokyo, Japan, ≥99.99% purity), Li2O2 (Kojundo Chemical Laboratory
Co. Ltd., Sakado, Saitama Pre., Japan, 99% purity), Sc2O3 (Alfa Aesar, Thermo Fisher
Scientific, Waltham, MA, USA, ≥99.9% purity), CeO2 (Wako Pure Chemical Industries,
Ltd., Osaka, Japan, ≥99.9% purity), ZrO2 (Wako Pure Chemical Industries, Ltd., ≥99.9%
purity), and Nb2O5 (Wako Pure Chemical Industries, Ltd., Osaka, Japan, ≥99.9% purity).
Generally, the perovskite system can be synthesized at high temperatures (>1423 K) in
an open ambient pressure atmosphere, which often results in lithium evaporation [22].
In this work, the mixed samples were encapsulated in a platinum capsule and subjected to
high-pressure synthesis at 2 GPa and 1173–1373 K for 30 min, then quenched by cooling
to room temperature. This high-pressure route ensured the incorporation of an accurate
amount of Li, in addition to accelerating the reaction.
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The synthesized products were characterized by XRD (Rigaku Smart Lab, and Miniflex
300, Rigaku, Tokyo, Japan) using Cu-Kα radiation under an air atmosphere. Diffraction data
were collected using a 0.01◦ step interval and scanning over the range of 10–50◦. The lattice
constants were determined using Si (SRM640d) as an internal standard for calibration.
Synchrotron XRD patterns were recorded at 298 K using the BL02B2 and BL19B2 beamlines
at the SPring-8 facility, operating with a wavelength of 0.5 Å. Structural parameters were
refined by the Rietveld method using the RIETAN-FP program [30]. Rietveld analyses were
conducted to refine the structural parameters using the diffraction data collected at each
0.01◦ step width over a 2θ range of 10–70◦. Chemical analysis was performed by ICP-AES
(ICPS-8100, Shimadzu, Tokyo, Japan).

The ionic conductivity of each sample was evaluated by a.c. impedance spectroscopy
using a frequency response analyzer (Solartron 1260, AMETEK Scientific Instruments,
Berwyn, PA, USA). A gold paste was painted onto each side of the sample as a blocking
electrode. The pellets (~3 mm diameter, ~1 mm thickness) were then heated at 300 ◦C
for 30 min under an argon atmosphere to obtain dry samples for carrying out the mea-
surements. The samples were placed under an argon flow, and the measurements were
performed between 298 and 673 K at frequencies ranging from 0.1 Hz to 3 MHz with an
applied voltage of 20–100 mV.

The electrical conductivity of each sample was measured using the Hebb-Wagner
polarization method [31]. The voltage, which was controlled using a potentiostat electro-
chemical interface (Solartron 1287, AMETEK Scientific Instruments, Berwyn, PA, USA), was
applied from 0.1 to 1.2 V. The resulting current obtained due to the electronic contribution
was evaluated.

4. Conclusions

Lithium ionic conductors were developed in the (LixLa1−x/3)ScO3 system with a
perovskite structure via a high-pressure solid-state reaction. The resulting novel lithium-
excess perovskite-type materials exhibited solid solution formation where 0 ≤ x < 0.60.
The highest ionic conductivity was observed for (Li0.45La0.85)ScO3, yielding a conductiv-
ity of 4.2 × 10−5 S cm−1 at 623 K with a low activation energy of 61 kJ mol−1. Further
improvement in the ionic conductivity of (Li0.45La0.85)ScO3 was examined by introduc-
ing aliovalent cations; Ce4+ and Zr4+ or Nb5+ were selected to substitute the A-site
La3+ and B-site Sc3+, respectively. Interestingly, improvements in the ionic conductiv-
ity of (LixLa1−x/3)ScO3 were achieved only upon Ce4+ co-doping, with the presence
of Zr4+ and Nb5+ having no such effect. A mono-phasic sample was obtained for the
co-doped (Li0.45La0.78Ce0.05)ScO3 system, which exhibited a higher ionic conductivity
compared to (Li0.45La0.85)ScO3. Furthermore, an increase in the activation energy in-
dicated that a rise in the pre-exponential factor (σ0) might contribute to the enhanced
conductivity. Compositional analysis and crystal structure refinement revealed the real
compositions of (Li0.45La0.85)ScO3 and (Li0.45La0.78Ce0.05)ScO3 to be Li0.186La0.938ScO3 and
Li0.493La0.777Ce0.044ScO3, respectively. Our results also indicated that an increase in the
lithium amount and expansion of the unit cell volume could contribute to the higher ionic
conductivity of (Li0.45La0.78Ce0.05)ScO3 (i.e., 1.9 × 10−4 S cm−1 at 623 K). Indeed, even a
small amount of Ce4+ co-doping had a sufficient effect on the ionic conductivity since it
can significantly modify the number of charge carriers in the developed (LixLa1−x/3)ScO3-
based materials. Although the ionic conductivity of the obtained materials in this study
is not yet very high, these materials are among the rarely studied lithium ion conduc-
tors with a perovskite structure consisting of a single-valent metal element at the B-site.
Moreover, the lower valency of Sc3+ at B-site suggested that greater number of lithium
interstitials could be generated compared to in the case of Ti4+ at the B-site, thereby ren-
dering a higher carrier doping possibility. The obtained materials could be considered
for use as template materials to further improve ionic conductivities until they have been
further developed to approach a high lithium ion conductivity at low temperatures for
practical use. These results are expected to contribute to the development of superior
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lithium-based solid electrolytes for application in all-solid-state lithium batteries, and the
ongoing material search will be expected to expand the varieties of materials available for
use in battery applications.

Supplementary Materials: The following are available online. Figure S1: (a) X-ray diffraction pat-
terns, (b) observed shifts of the selected reflections, and (c) variation in the lattice parameters with
the composition of (Li0.45La0.85−0.33z)(Sc1−zZrz)O3 (y = 0 and 0.1). Figure S2: (a) X-ray diffraction pat-
terns, (b) observed shifts of the selected reflections, and (c) variation in the lattice parameters with the
composition of (Li0.45La0.85−0.67z)(Sc1−zNbz)O3 (z = 0 and 0.1). Figure S3: Temperature dependence of
the sample conductivity in (a) (Li0.45La0.85−z/3)(Sc1−zZrz)O3 and (Li0.45La0.83−1.33n)(Sc0.95Zr0.05)O3,
and (b) (Li0.45La0.85−2z/3)(Sc1−zNbz)O3. Figure S4: Steady-state current as a function of the applied
voltage at 623 K in a dry Ar atmosphere for (Li0.4La0.67Ce0.15)ScO3. Table S1: Chemical compositions
of (Li0.45La0.85)ScO3 and (Li0.45La0.78Ce0.05)ScO3.
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Abstract: The boron-rich boron sub-oxide rhombohedral B6O considered in B12O2 full formulation
has a large O-O spacing of ~3 Å and a central vacant position that can receive interstitial atoms X,
forming a central O-X-O alignment in the dodecaboron cage as observed in well-known triatomic
B12 compounds as B12{C-C-C}, B12{N-B-N}, etc. Plane wave density functional theory (DFT) based
calculations of unrestricted geometry relaxation of B12{O-X-O}, X = B, C, N, and O let one identify
new ternary sub-oxides, all found cohesive while showing different d(X-O) distances ranging from
d(B-O) = 1.95 Å down to d(O-O) = 1.73 Å with intermediate d(C-O) = 1.88 Å. The different magnitudes
were assigned to the chemical affinities of X-inserts versus host oxygen with the increasing devel-
opment of X-O bonding along the series with larger cohesive B12{O-O-O}. From the atom projected
charge density, B presents none, while significant magnitudes are shown on C and N, the latter
developing bonding with terminal oxygen atoms especially N. The presence of unpaired valence
electrons leaves nonbonding charge density on X = C, N interstitial compounds, which, besides
the relative isolation of the central C and N lead to the onset of magnetic moments: M(C) = 1.9 µB,
and M(N) = 1 µB in a ferromagnetic ground state. Atom-resolved assessments are provided with
the magnetic charge density and electron localization function electron localization function (ELF)
projections on one hand and the site and spin projected density of states and the chemical bonding
based on the overlap integral Sij within the COOP criterion, on the other hand.

Keywords: p-magnetism; boron sub-oxide; interstitial atoms; DFT; DOS; ELF; charge density plots

1. Introduction

The sesquioxide B2O3 is the best known boron oxide and its hydration leads to the well-
known boric acid B(OH)3, which has many uses in the medical sector as an antibacterial
and in chemistry as a pH buffer. However, more relevant to solid state chemistry is its use
in combination with boron to build the B2O3-B phase diagram [1]. Boron rich compounds
were identified as B6O [2] characterized by a structure resembling the simplest form of
boron, α-B12 (space group R3m, N◦166) [3]. A small amount of oxygen sub-stoichiometry
was identified by Olofsson and Lundström [4] who claimed that larger oxygen content
can be attained at pressures above ambient conditions. For the sake of complete review,
the B2O composition with trigonal structure was proposed as an unsymmetrical analog of
carbon by Endo et al. [5], but its structure as a carbon derived one was deemed as unstable
by density functional theory (DFT) total energy calculations [6]. The quantum theoretical
DFT framework [7,8] is also used in the present investigative work. The B12 structure
depicted in Figure 1a in both rhombohedral (1 formula unit FU) and hexagonal (3 FU)
settings, shows a remarkable vacant space surrounded by 6 B1, that can be occupied by
one, two, and/or three interstitial atoms leading to a large family of compounds (cf. [9]
for a review on boron with enumerated families). B6O has the same space group as α-B12
and it can be expressed as B12O2 in fully stoichiometric formulation that we consider
here as the host of foreign insertion elements (vide infra). In the structure shown in
Figure 1b, oxygen atoms occupy the two-fold Wyckoff positions (2c) in the vicinity of
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B1 while the B2 atoms are pushed farther along the diagonal towards the rhombohedron
corners as with respect to their positions in B12. In the hexagonal setting, oxygen atoms align
along chex. Concomitantly, the rhombohedral angle αrh. = 63.2◦ is enlarged with respect
to its magnitude in B12 where αrh. = 58◦, i.e., there is an opening of the rhombohedron to
receive the interstitials. A relevant feature resulting from the 3B1-O bonding is the large
spacing between the two oxygen atoms, amounting to ~3 Å, highlighting their isolation
from each other on one hand and offering the central void at the body center defined by the
Wyckoff position 1b ( 1

2 , 1
2 , 1

2 ) on the other hand. In the context of the present investigation,
the central position is made to receive interstitials of light elements called X, leading to
express B6O as B12O2:X depicted in Figure 1c in both rhombohedral and hexagonal settings.
Note that this formulation highlighting central triatomic linear alignments is identified
in other compounds as the recently investigated B13N2 expressed as B12N2:B [10,11] as
well as B12C2:X (X = B, C) [12,13]. Consequently, the present paper has the purpose of
presenting investigation results of original compounds B12O2:X considering herein a series
of neighboring p-interstitial light elements: B, C, N, and O studied within the DFT. The
original compounds belonging to the large family of α-B12 based chemical compounds will
be shown to be cohesive and possessing particular electronic properties as well as magnetic
ones for some of them. They are proposed to further broaden the scope of boron research
in chemistry and physics. For the sake of clear and simple presentation, the results are
presented for 1 FU within the rhombohedral setting.
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2. Computational Framework

The search for the ground state structure and energy was carried out within DFT based
calculations using plane-wave code Vienna Ab initio Simulation Package VASP [14,15]
with the projector augmented wave (PAW) method [15,16] for the atomic potentials with
all valence states especially in regard of the light elements B, C, N, and O. The exchange-
correlation XC effects within DFT were considered with the generalized gradient approx-
imation (GGA) [17]. This XC scheme was preferred to the homogeneous gas-based local
density approximation (LDA), one which led in preliminary calculations to underestimated
structure parameters, indeed, LDA is known to be over-binding [18]. The conjugate-gradient
algorithm [19] was used in this computational scheme to relax the atoms onto the ground
state. The tetrahedron method with Blöchl et al. corrections [20] and Methfessel–Paxton [21]
scheme was applied for both geometry relaxation and total energy calculations. Brillouin-
zone (BZ) integrals were approximated using a special k-point sampling of Monkhorst and
Pack [22]. The optimization of the structural parameters was performed until the forces on
the atoms were less than 0.02 eV/Å and all stress components were below 0.003 eV/Å3.
The calculations converged at an energy cut-off of 500 eV for the plane-wave basis set
concerning the k-point integration with a starting mesh of 6 × 6 × 6 up to 12 × 12 × 12
for best convergence and relaxation to zero strains. Calculations are firstly carried out
considering total spins configuration, pertaining to non-spin polarized (NSP) configurations.
In a further step, due to the paramagnetic character observed from the valence electron
count (VEC, see below), spin-polarized SP calculations were carried out.

Properties related to electron localization were obtained from real-space projections
of the electron localization function (ELF) according to Becke and Edgecomb [23] and
Savin et al. [24] as based on the kinetic energy in which the Pauli Exclusion Principle is
included. ELF is a normalized function, i.e., 0 < ELF < 1, ranging from no localization for 0
(blue zones) and full localization for ELF = 1 (red zones) and free-electron gas behavior
corresponds to ELF = 1

2 (green zones), cf. Figure 2.
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In the post-treatment process of the ground state electronic structures, the total charge
densities “CHGCAR”, as well as the magnetic charge density “CHGCAR_magn” are
illustrated. The latter is computed if spin polarized SP calculations identify a magnetic
solution, versus nonmagnetic NSP configuration.

From the geometry of the ground state structures NSP and SP, the detailed electronic
site and spin projected density of states (PDOS) were obtained within DFT using full
potential augmented spherical wave (ASW) method [25] and the GGA for the XC effects [17].
Also, the properties of chemical bonding are qualitatively assessed within ASW based on
overlap matrix (Sij) with the crystal orbital overlap population (COOP) criterion [26]. In
short hand notation, the COOP’s are the Sij—weighted density of states (DOS). Positive,
negative and zero COOP magnitudes (cf. Section 4) correspond to bonding, anti-bonding
and non-bonding interactions.

In the minimal ASW basis set, the outermost shells were chosen to represent the
valence states and the matrix elements. They were constructed using partial waves up
to lmax = 1 for B, O, and X p-elements interstitials. In the most electronegative element,
oxygen’s low energy lying 2s states were omitted from the valence basis set in the DOS
projection for the sake of clarity. Self-consistency was achieved when charge transfers
and energy changes between two successive cycles were: ∆Q < 10−8 and ∆E < 10−6 eV,
respectively. The Brillouin-zone integrations were performed using the linear tetrahedron
method within the irreducible rhombohedral wedge following Blöchl et al. scheme [20].

3. Results from Energy Calculations
3.1. Trends of Cohesive Energies

Firstly, we examined the B6O based compounds for their respective cohesive energies
obtained considering total spin configuration within unconstrained, parameter-free, succes-
sive self-consistent sets of calculations at an increasing number of k-points. The structural
results are shown in Table 1 and they will be discussed in the next section, focusing here
on the cohesive energies deducted from subtracting the constituents’ atomic energies,
averaged per atom to enable comparison between the different stoichiometries. The atomic
constituents’ atomic energies in eV are as follows: E(B) = −5.56; E (C) = −6.48; E(N) = −5.2;
and E(O) = −3.14.

Pure rh.α-B12 was identified with Ecoh./at. = −1.16 eV. Comparatively, B12O2 (B6O)
was found with a larger cohesive energy: Ecoh./at. = −1.97 eV, explained by the selective
bonding of B1 with the two oxygen atoms, the B1-O bond introducing an iono-covalent
character.

Upon insertion with B, C, and N the cohesive energies: Ecoh./at.(B12O2:B) =−1.280 eV;
Ecoh./at.(B12O2:C) = −1.266 eV and Ecoh./at.(B12O2:N) = −1.234 eV are all intermediate
between α-B12 and B12O2. While they all remain within a close range of magnitudes, their
decrease from B to C, and N is likely due to the decreasing difference of electronegativity χ
between O and X: χO = 3.44, χB = 2.04, χC = 2.55, and χN = 3.04. This progressive decrease
of the ionic character ∆χ(X-O) is concomitant with a slight decrease of the cohesive energy.
However, the relatively large decrease of the cohesive energy from pristine B12O2 to B12O2:X
is assessed through the competitive B1-O versus X-O bonding along with the decrease of
d(X-O) within the series as shown in Table 1.

An exception is nevertheless observed upon inserting oxygen O1 at the Wyckoff
position 1b ( 1

2 , 1
2 , 1

2 ) with a resulting Ecoh./at.(B12O2:O) = −1.56 eV, a larger magnitude
than all other hetero-inserted (X 6= O) compounds but lower than pristine B12O2. Based
on this observation, besides the fact that B12 is further stabilized through engaging iono-
covalent bonds of one of the two B substructures with oxygen, namely B1–O, the insertion of
additional central oxygen O1 is unfavorable versus B12O2 because it involves a competitive
O1-O bonding versus B1-O on which the B6O structure is based, and hence weakening it.
Indeed, the shortest X-O distance is observed for B12O3 with d(O1-O) = 1.73 Å (cf. Table 1),
leading to suggest that O-O-O should be favored over O-X-O, independently of the chemical
nature of X as observed from the respective cohesive energies.
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Table 1. Crystal data of B12O2:X family. Space group R3m, N◦166. Rhombohedral settings. Void
for interstitial atoms X: (1b) 1

2 , 1
2 , 1

2 (cf. Figure 1c). Shortest distances are presented in Å unit
(1Å = 10−10 m).

(a) B6O or B12O2. Experimental [2] and (calculated) crystal parameters. arh = 5.15 (5.13) Å;
α = 63.04◦ (63.19)◦.

Atom Wyckoff x y z

B1 6h 0.800 (0.804) 0.323 (0.323) x

B2 6h 0.347 (0.333) 0.002 (0.003) y

O 2c 0.376 (0.377) x x
d(O-O) = 3.06 (3.046); d(B1-O) = 1.49 (1.489); d(B1-B2) = 1.78 (1.82).

(b) B12O2:B. Calculated crystal parameters; B at (1b) 1
2 , 1

2 , 1
2 . arh = 5.32 Å; α = 63.04◦.

Atom Wyckoff x y z

B1 6h 0.806 0.321 x

B2 6h 0.333 0.003 y

O 2c 0.348 x x
d(O-O) = 3.06 (3.046); d(B1-O) = 1.49 (1.489); d(B1-B2) = 1.78 (1.82).

(c) B12O2:C calculated crystal parameters (non-spin polarized (NSP)/SP close values); C at
(1b) 1

2 , 1
2 , 1

2 . arh = 5.30 Å; α = 61.97◦.

Atom Wyckoff x y z

B1 6h 0.805 0.323 x

B2 6h 0.333 0.004 y

O 2c 0.352 x x
d(C-O) = 1.88; d(B1-O) = 1.52; d(B1-B2) = 1.83.

(d) B12O2:N calculated crystal parameters (NSP/SP close values); N at (1b) 1
2 , 1

2 , 1
2 .

arh = 5.26 Å; α = 62.42◦.
Atom Wyckoff x y z

B1 6h 0.804 0.321 x

B2 6h 0.333 0.003 y

O 2c 0.357 x x
d(N-O) = 1.81, d(B1-O) = 1.52; d(B1-B2) = 1.73.

(e) B12O2:O (Also expressed as B12O3). Calculated crystal parameters O1 at (1b) 1
2 , 1

2 , 1
2 ;

arh = 5.25 Å; α = 62.55◦.
Atom Wyckoff x y z

B1 6h 0.804 0.320 x

B2 6h 0.332 0.003 y

O 2c 0.363 x x
d(O1-O) = 1.73; d(B1-O) = 1.525; d(B1-B2) = 1.81.

Another argument can be evoked, pertaining to the fact that linear O3 is an unfavorable
geometry both in the solid state and the isolated molecule. The angle O-O1-O amounts
to 116.8◦, smaller than the one identified by X-ray powder diffraction of solid ozone,
amounting to 123.2◦ [27]. Both magnitudes are quite far from 180◦ characterizing a linear
arrangement as in azide N3

− anion or in CO2, both with VEC = 16 electrons. Therefore,
aligning three oxygen atoms in B12 host cavity (cf. Figure 1) is found less favorable
energetically than the presence of only two oxygen atoms attached to one of the boron
substructures, namely B1, arriving at B12O2 (or 2 B6O). Nevertheless, B12O3 is found largely
cohesive. Such a favorable energy situation can be addressed through the bonding of
the two end oxygens with one of the boron substructures B1 in view of their respective
electronegativities: χO = 3.44 versus χB = 2.04.
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The cohesive energies hierarchies are then chemically assessed in absolute magni-
tudes as: |Ecoh./at.(B12)| < |Ecoh./at.(B12O3)| < |Ecoh./at.(B12O2)|, on one hand and
|Ecoh./at.(B12XO2) (X = B,C,N)| < |Ecoh./at.(B12O3)| on the other hand.

Lastly, the relatively Ecoh./at.(B12O3) large magnitude suggests the potential formation
of this sub-oxide under optimized pressure/temperature conditions within the B2O3-B
phase diagram [1]. Further emphasizing this relevant hypothesis, we calculated the cohesive
energy of experimental B12C3 (B4C) also well known for use as an abrasive [13] and found a
close magnitude of Ecoh./at.(B12C3) = −1.57 eV/at. This provides further support to our
hypothesis of inserting X at the rhombohedron center on one hand and particularly oxygen
with the potential existence of B12O3 on the other hand.

3.2. Trends of Valence Electron Count VEC

The valence electron count evoked above can help the further assessment of the
electronic behavior in a preliminary step. For B, C, N, and O, VEC = 3, 4, 5, and 6,
respectively. Then VEC(B12) = 36 (12 × 3). Focusing on the sub-oxides, VEC(B12O2) = 36 +
12 = 48 for B12O2 on one hand and VEC(B12O3) = 36 + 18 = 54 on the other hand, expecting
closed shells. For illustration, the electronic density of states (DOS) projected over each
constituent (PDOS) in Section 4 exhibits a small energy band gap of 1 eV between the filled
valence band (VB) and the empty conduction band (CB) for both binary sub-oxides.

Regarding the interstitial B12O2:X, the atomic constituents: B(2s2, 2p1), C(2s2, 2p2),
N(2s2, 2p3), and O(2s2,2p4) add on 3, 4, 5, and 6 valence electrons leading to VEC = 51, 52,
53, and 54, respectively, expecting a paramagnetic behavior for B and N as well as for the
carbon case where the 2 p electrons remain unpaired.

3.3. Geometry Optimization Results

For B12O2, Table 1a presents the experimental and (calculated) structure results. A rel-
atively good agreement is obtained for the lattice constants and the atomic positions for B1
and B2 substructures. This is also observed for the interatomic distances, the shortest one
being B1-O at 1.49 Å.

Upon insertion of X at the body center the changes (Table 1b–e) are little for the B1
and B2 substructures but larger for arh. and oxygen coordinate xO which increase regularly
on the one hand and for the d(X-O) which decreases from 1.95 Å for X = B down to 1.81 Å
for X = N, along with the slight decrease of the cohesive energy discussed above, on the
other hand.

The exception for the largely cohesive B12O3 was discussed above in relation with
its potential existence. NSP calculations were complemented with SP ones especially
for X = B, C, and N. Only C and N showed a magnetically polarized ground state with
∆E(SP − NSP) = −0.53 and −0.34 eV, respectively, from the total energy calculations in
the NSP and SP configurations and the subsequent development of a magnetic moment of
1.9 µB and 1 µB—Bohr magneton—on C and N, respectively (vide infra). The reason why
only one electron polarizes on nitrogen, is likely due to the bonding of the other two with
oxygen of pristine B12O2 as illustrated by the strongest bonding between X and O observed
relatively for N-O (cf. Section 4 illustrations) leaving a single non bonded electron and
showing a significantly large density of states at the Fermi level, detailed in Section 4.

3.4. Electron Localization ELF Representations

Further illustration regarding the localization of the electrons and the corresponding
bonding is obtained from the 2D (diagonal plane) and 3D ELF isosurfaces representing
strong localization domains shown in grey volumes in Figure 2. As introduced in the
Computation Section, ELF is a normalized function with 0 ≤ ELF ≤ 1. For the 2D ELF slice
planes the ruler indicates the color code with 0 indicating zero localization with blue zones,
ELF = 1

2 for free electron like behavior with green zones and ELF = 1 for full localization
with red zones.
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Figure 2a shows the ELF of B12O2 with a remarkable feature of a large blue zone
between the two oxygen atoms surrounded by red ELF of strong localization. The two
oxygens feature isolated grey volumes of non-bonded electrons pointing towards the central
void, and they are expected to be involved with the X-O bonding. In Figure 2b, B in B12O2:B
at the center fills the electron gap between the two oxygens while showing little localization
around it. The introduction of the other X’s stresses the feature of larger localization and the
occurrence of an increasingly large 3D grey torus around X (cf. Figure 2c–e) corresponding
to non-bonding electrons. The emerging picture from the ELF representations is that besides
showing the binding between O and B1 substructure, the presence of the X interstitial
leads to the formation of a “3B1-O-X-O-3B1“-like linear complex along the rhombohedron
diagonal, or along c if a hexagonal setup is considered (cf. Figure 1c).

3.5. Total and Magnetic Charge Densities

The charge density resulting from the self-consistent calculations for all B12O2:X are
illustrated in Figure 3. The charge density projected onto the atomic constituents shows its
prevalence on oxygen in the neighborhood of B1 substructure with no charge density on
electron deficient boron, also observed in the central boron within B12O2:B. From X = C to
O, there appears a charge density on X with an increasing size along with the increase of
the number of valence electron, i.e., from four up to six.

Considering the VEC numbers of the different compositions and starting from the non-
spin polarized NSP calculations, SP calculations were carried out by accounting for two spin
channels, i.e., spin up ↑ and spin down ↓. The magnetic configuration was favored in the
case of C and N providing a magnetic ground state and a magnetization M(B12O2C) = 1.9 µB
and M(B12O2N) = 1 µB. The atom projected magnetic charge density is shown in Figure 4
in the form of a torus identified only on the central interstitial atom, i.e., C and N with a
larger volume on C proportionally to the twice-larger moment magnitude.
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Figure 4. (color). Magnetic charge density in the two magnetically stable ternary compounds B12O2:C
(a) and B12O2:N (b) exhibited by a torus centered on C and N and corresponding respectively to
1.9 µB and 1 µB magnetic moments.

4. Electronic Structure and Bonding

The specific role of each chemical constituent in B12O2:X can be assigned based on
the projection of the electronic density of states DOS and the COOP in the two magnetic
configurations, NSP and SP, respectively. Using the data in Table 1, the calculations were
carried out within the full potential augmented spherical wave (ASW) method [25,26]
using the GGA gradient functional for the DFT XC effects [17]. The plots (in color) are
shown with highlighting of the interstitial atoms partial DOS (PDOS) in red, then, the host
ones subsequently.

4.1. NSP Calculations

Reporting firstly on the two binary sub-oxides, B12O2 and B12O3, Figure 5 shows the
PDOS. Along the x-axis the energy zero is with respect to the top of the valence band VB
EV because both compounds are insulating with a small band gap of 1 eV for both binary
oxides, in accordance with the even VEC count discussed above. In B12O2 the O and B1
PDOS skylines show resemblance oppositely to B2 which is far from O, at −16 eV there can
be seen the B1(s) PDOS with negligible contribution from O—the B1 and O s states being
at much lower energy (in Figure 5 (bottom)). Similar features are observed for B2 in B12O3
as with the B2(s) DOS at −16 eV. Also, a larger intensity O-PDOS is observed likely due to
the charge density from O1 interstitial. In Figure 5, the conduction band shows a sharp
peak corresponding to the O1-O interaction.

The COOPs shown on the right hand side further highlight the interactions between
the chemical species. In B12O2 iono-covalent B1-O interaction exhibits a larger intensity
than B1-B2. However, at the top of the VB it shows anti-bonding intensity due to the B1
bonding with O, competitive of the B1 bonding with the other boron substructure, B2.
The COOP panel of B12O2 shows further features pertaining to the larger B1-O bonding
following the PDOS larger magnitude of O. B1-B2 bonding is also prevailing with positive
COOP intensities throughout the VB, thus ensuring the stability of the boron host structure

232



Molecules 2021, 26, 123

B12. The negative COOP’s near the top of the VB are due to the competitive bonding of O
with O1 versus B2.
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The DOS and COOP panels in Figure 6 exhibit a loss of the band gap observed in the
binary sub-oxides and the energy reference is now with respect to the Fermi level EF. While
other PDOS features are similar to the above discussion, we focus on the DOS at EF: n(EF)
in such spin degenerate NSP calculations. All three ternary compounds show a relatively
large n(EF) due to the interstitial atoms, B, C, and N which bring 3, 4, and 5 extra valence
electrons, but more specifically 1, 2, and 3 p electrons, respectively. In B12O2:B, B bringing
one p electron shows a slight perturbation of the pristine B12O2 DOS of Figure 5a with a
small n(EF) intensity from one p electron. More significant n(EF) intensities are observed
for B12O2:C and B12O2:N (Figure 6). Such high PDOSs are significant of electronic system
instability in such total spins configuration assessed in the framework of the Stoner theory
of band ferromagnetism explained in the textbook of Peter Mohn [28] and detailed in a
case study in ref. [29]. Then the NSP configuration is not the ground state one and further
SP calculations are needed. The VASP calculations above have actually shown that the SP
configuration was the ground state with the onset of finite moments on C and N.
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The right hand side COOP panels in Figure 6 show an increasing X-O COOP intensity
along the series together with prevailing B1-O bonding and the competitive anti-bonding
COOP near the top of the VB. Note that the large n(EF) correspond to anti-bonding states
and stress further the electronic instability of the system in NSP configuration, meaning
that the electronic system should stabilize upon accounting for two spin channels, majority
spins (↑) and minority spins (↓) in SP calculations. Lastly, while negligible B-O and C-O
COOPs are observed around −10 eV within the VB, relatively large COOP intensity is
observed for N-O with a peak following the B1-O COOP shape. This implies a larger
number of p- electrons from N involved with the bonding, namely two of them leaving
one electron to spin polarize as shown below.
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4.2. SP Calculations

SP calculations of B12O2:B did not lead to the onset of magnetization, in agreement
with the VASP calculations. Expectedly, from the large C and N n(EF), both B12O2:C and
B12O2:N led to magnetic solutions with a stable magnetization of 1.9 and 1 µB, respectively.
From the FP-ASW calculations using Table 1 data, the SP-NSP energy differences are:
∆E(SP − NSP) = −0.62 eV for B12O2:C and −0.37 for B12O2:N. These magnitudes are
expectedly different from those obtained with the different method VASP (Section 3) where
∆E(SP − NSP) = −0.53 and −0.34 eV, respectively, but they remain within range, thus
confirming the trend towards SP ground state.

While the two p electrons of carbon polarize due to sufficient localization, nitrogen
has only one electron carrying the magnetic moment as assessed in the paragraph above
and in Sections 3.3 and 4.1.

Figure 7 shows the SP DOS in two subpanels for majority spins (↑) and minority spins
(↓), named after their content of larger and smaller electron numbers as one may observe
upon visual inspection of the energy downshift of the former (↑) and the energy up-shift for
the latter (↓). However, such energy shift affects mainly the n(EF) states leading to a nearly
insulating B12O2:C with very small n(EF) for both spin channels ↑, ↓ and non-negligible
n↓(EF) in B12O2:N (half-filled band) which can be qualified as a half metallic ferromagnet.
It needs to be highlighted here that such magnetic features are not unique in as far as
they were also observed for transition metal ions as Cr in the rare transition metal oxide
ferromagnet CrO2 which exhibits a half-metallic ferromagnetic ground state computed by
us within DFT back in 1992 [30]. However, it was discussed earlier in a phenomenological
schematic in 1973, by John B. Goodenough, in his text book on transition metal oxides [31].

The SP COOPs reflect the SP-DOS mainly through the energy shifts of the UP ↑ and
DOWN (DN ↓) spin COOP shown on the right hand side panels of Figure 7. The main
observation is the lowering of the anti-bonding COOP at EF.

Lastly, accounting for a possible anti-ferromagnetic state, complementary calculations
were done through a doubling of the unit cell leading to two magnetic sub-cells with the
first one considered as SPIN-UP and the second as SPIN-DOWN. The calculations led
to an increase in the total energy and a decrease in magnetization, thus confirming the
ferromagnetic ground state.

Nevertheless, it needs to be stressed that the calculations within DFT are at zero Kelvin
implicitly. Since ∆G = ∆H − T.∆S, then T.∆S = 0 and the free energy ∆G corresponds to
the enthalpy ∆H. Experimentally, the thermal effects are likely to play a significant role in
the magnetic properties, such as the passage from ferromagnetic order to paramagnetic
disorder state.

Syntheses efforts and subsequent measurements at low temperatures are likely to
bring further assessment and clarification to the observations and results reported herein.
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5. Conclusions

Based on experimental observations of rh.-B12O2, its expression as B12{O:X:O} lets
one identify potential linear tri-atomic arrangement of atoms where X stands for a vacant
position alike other compounds as B12C3 expressed as B12{C-C-C}, better known as B4C.
With X interstitials belonging to the 1st period, rh.-B12O2:X (X = B, C, N, O) form a new
family of ternary boron sub-oxides that we investigated within quantum theoretical DFT
based on two complementary methods, namely a plane-wave one allowing for geometry
optimizations and a second one, the augmented spherical wave (ASW) for detailed atom
projected DOS and bonding assessments. The resulting compounds were found cohesive,
albeit with smaller magnitude than pristine B12O2. The largest cohesion magnitude within
the family was found for B12{O-O-O} or B12O3 translating the possibility of its synthesis
under P and T conditions, alike the well-known abrasive B4C. B12O2 and B12O3 were
found semi-conducting with a small band gap of 1 eV. Oppositely, the other B12O2:X
(X = B, C, and N) were found metallic-like from the finite density of state at the Fermi
level: n(EF). Large n(EF) magnitudes were identified for C and N in non-spin-polarized
NSP calculations. Upon allowing for spin polarization SP, the onset of magnetization
was found with M(B12O2C) = 1.9 µB and M(B12O2N) = 1 µB. Their ground state was
identified energetically to be ferromagnetic versus anti-ferromagnetic configuration. The
energy and crystal chemistry numerical observations were further illustrated with total
and magnetic charge density projections, as well as with the electron localization function
(ELF) mapping and overlap population based COOP. In view of the relevant electronic and
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potential magnetic properties, such compounds could be prepared. Especially with the
Ecoh./at.(B12O3) large magnitude (1.56 eV) relatively to the other B12O3:X compositions
but close to Ecoh./at.(B4C) = 1.57 eV, it can be suggested the potential synthesis of B12O3
under specific pressure/temperature conditions within the B2O3-B phase diagram. Such
P,T experiments using Flash Spark Plasma SPS [32] sintering are underway at the ICMCB-
CNRS-University of Bordeaux.
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Abstract: In this tribute to John B. Goodenough I will describe how John’s talk on the metal-to-nonmetal
transition of vanadium oxide VO2, presented at the Bordeaux Conference (September 1964) attended
by inorganic chemists, metallurgists, crystallographers, thermodynamicists and physicists, provided a
pioneering vision of interdisciplinary research to come. John gave a complete description of the
paradigm on how the physical properties of a solid depend on its structure and bonding, by employing
the chemical notions as local distortions and interatomic distances as well as the physics notions
such as band width and the Hubbard on-site repulsion U. I will illustrate how inspiring John’s
ideas were, by discussing the research examples of my own research group in the sixties-seventies.
The fundamental approach of John B. Goodenough to Solid State Chemistry, leading particularly to
lithium battery applications, is at the heart of the 2019 Nobel Prize awarded to John.

Keywords: structure; bonding; physical properties; collective or localized electrons; exchange integral

1. Introduction

Tuesday morning, 8 October 2019, my cell phone received a fantastic news that John B. Goodenough
was awarded the Nobel Prize, the first one given to solid state chemistry. This was a joyful moment for
all of his friends! Suddenly, I realized how profoundly a cell phone in my hand, a very common object
these days, changed our everyday life thanks to the fast progress of research and technology in lithium
batteries. On reflection, Pasteur’s famous words came to my mind: “There are science and applications
of science, which are so intimately bound together than the tree and the fruits that it bears . . . ” In this
Special Issue dedicated to John, I would like to reminisce on the role played by John in the early
development of solid state chemistry, the tree that can bear so many different fruits in the future.

2. The Beginnings of Solid State Chemistry

In the early 20th century, inorganic chemistry was essentially concerned with the discovery of
new elements such as the noble gases (W. Ramsay), fluorine (H. Moissan), rare-earths (G. Urbain),
and the radioactive elements, radium and polonium, (the Curie’s). These studies led to three Nobel
prizes between 1904 and 1911. After the First World War, following the discovery of X-ray diffraction
for the determination of crystal atomic structures (Laue, Bragg, Ewald), inorganic chemistry started
dealing with more and more complex systems such as the inorganic core (Fe, Co or Mg) in biological
molecules such like hemoglobin and metalloporphyrins (Perutz, Nobel Prize 1962). Simultaneously,
quantum mechanics provided the foundation for the description of electronic structure and chemical
bonding (De Broglie, Dirac, Heitler, Hund, Hückel, Mulliken). As early as 1939, Ewans elaborated a
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structural chemistry, which enables one to deduce chemical and physical properties from X-rays atomic
structures. In the same year, Pauling published his famous textbook, “The nature of the chemical
bond and the structure of molecules and crystals”, establishing the valence-bond approach to chemical
bonding, for which he received the Nobel Prize in 1954. The molecular orbital approach to chemical
bonding, an alternative to the valence bond approach, was subsequently developed by Mulliken,
who received the Nobel Prize in 1966.

In the early 20th century, inorganic chemistry in France was carried out by three forerunners:
C. Friedel, H. Moissan and H. Le Chatelier, later by Friedel’s students, G. Urbain and A. Chretien,
by Moissan’s students, P. Lebeau and L. Hackspill, and by Le Chatelier’s student, G. Chaudron.
They held prestigious Chairs at The Sorbonne, College de France and Engineering School institutions.
At the end of The Second World War, inorganic chemistry was divided essentially in two areas,
chemistry of solutions led by A. Chretien and metallurgy led by G. Chaudron; they disagreed totally
on their visions of chemistry concerning the use of physical methods and applications. Chretien’s
students, P. Hagenmuller and A. Deschanvres, and Chaudron’s student, R. Collongues, attempted to
find some common grounds. As early as 1948, Chaudron had organized a series of International
Symposia on the Reactivity of Solids. This series was rather limited in terms of topics and international
participations, and gradually disappeared.

In Germany, inorganic solid state chemistry was most recognized for its successes in synthesis,
for example, in the area of transition metals of high oxidation states by W. Klemm and in Zintl-type
phases between alloys and normal compounds. However, collaborations with physicists and application
attempts remained poorly developed. In USA, solid state inorganic chemistry was essentially developed
in the industrial laboratories such as Dupont, Exxon, IBM and General Electrics, strongly motivated
by the applications and materials science. There were high-level studies in thermodynamics and
non-stoichiometry by J. S. Anderson in United Kingdom, and those in extended defects of non-metallic
solids by A. Magneli and S. Anderson in Sweden and by D. Wadsley in Australia, following the
pioneering works in this defects in solid field (Frenkel, Schottky and Wagner).

3. Bordeaux, September 1964:”Crystallization” of a Solid State Chemistry Community

In Spring 1960, Paul Hagenmuller organized, with his group, a long visit to the main inorganic
chemistry laboratories in Germany (Klemm and Schäfer in Munster, Scholder in Karlsruhe, Glemser in
Göttingen, Rabenau in Aachen). Four years later, he invited them as well as many foreign colleagues
mostly from USA to Bordeaux for an important international symposium on the “transition metal
oxides in solid state”. The scientific community was broadly chosen: physicists (P. Aigrain as an expert
of semiconductors, F. Bertaut representing L. Néel, the future French Nobel Prize winner in physics,
C. Guillaud etc.), French and German inorganic chemists, a large group of metallurgists (G. Chaudron,
J. Bénard, P. Lacombe, A. Michel etc.), a few specialists of thermodynamics, crystallographers
(S. Anderson, G. Blasse, E.W. Görter etc.) as well as materials chemists of principally from USA
(J. B. Goodenough, A. Wold, R. Roy).

In front of this mixed Assembly John Goodenough gave an unforgettable lecture on the
metal/non-metal transition in vanadium oxide, VO2 (Figure 1). This phase transition had been
observed earlier, just before Second World War, by the metallurgist A. Michel, who attended the
symposium. John first introduced the small range of composition homogeneity for this oxide (VO2−δ),
close to the Magneli-oxide series VnO(2n−1), with crystallographic shear planes beautifully imaged by
high-resolution electron microscopy.
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Figure 1. J.B. Goodenough at the Bordeaux-Congress of 1964 presenting the metal-non-metal transition
(structural as electronic) in the vanadium di-oxide VO2.

For the specialists of thermodynamics, John recalled the temperature vs. oxygen partial pressure
conditions for the H2/H2O or CO/CO2 gas-phase mixture needed for the synthesis, related to the
famous Chaudron’s diagram. Secondly, John turned to the crystallographers, showing the crystal
symmetry breaking at the transition, from tetragonal P4/mnm to monoclinic P21/c, then to the chemists,
showing how the VO6 octahedron undergoes a large distortion in the monoclinic form. To the physicists,
he spoke the band structure language, with the band splitting along the distortion from a π*(t2g) triplet
into an occupied singlet b2g

1 and an empty doublet eg
0. He underlined the periodicity doubling

along the c axis, as expected in this Peierls-type transition, following the π*(b2g
1) band splitting

into two split narrow bands, of which only the lowest one is doubly occupied (b2g
2′). John showed

to the chemists how this splitting modifies the electron distribution along the chain of vanadium
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atoms, increasing the electron density and bonding character in the V-V pairs, decreasing the density
(of antibonding character) between the vanadium pairs. Everybody understood that the different
descriptions correspond actually to the same physical reality, but a different picture emerged for
different eyes, with everybody finding one’s own place. As for myself, working at that moment on
the vanadium oxide bronzes, John’s talk was a revelation, a guideline for my future as a scientist.
I often recall this magic moment. When growing single crystals by cooling a crucible filled with
many components, one often finds crystallization into separate binary, sometimes ternary, compounds.
However, introducing an appropriate seed induces the formation of a beautiful multi-component
single crystal, in which all components find their own and desired places in a perfectly ordered
three-dimensional arrangement. In September 1964, John Goodenough was such a seed for the future
development of the solid state community.

4. Solid State Chemistry and Localized Versus Delocalized Electrons

In the early 1950s, transition-metal oxides were believed to possess strong ionic bonding and
hence are insulators that can be described by crystal-field theory and by magnetic super-exchange or
Zener-type double-exchange. However, the band structure description of insulating oxides (e.g., NiO)
found that they possess partially-filled bands, hence predicting that they are metals in contradiction
to experiment. In the late 1950s, sodium tungsten bronzes NaxWO3, discovered one century ago,
were found to be a metal. Similarly, the mixed-valent manganite La(1−x) Srx MnO3 was found to be a
ferromagnetic metal. In fact, two opposite theories existed for the description of the outer electrons
of solids: the crystal-field and band theories. The crystal-field theory describes localized electrons at
discrete atomic positions with a long residence time τ. With a short residence time τ, each electron
feels the periodic potential of the crystal and becomes delocalized (collective). The latter is the case
for s and p electrons, but the former for 4f electrons. d electrons lie in-between the two, localized in
some crystals but delocalized in others. At the beginning of the sixties John explored this difference,
especially for the AMO3 perovskite and related structural classes of solids. These studies led to many
review papers, book chapters/series and more specific articles [1–11].

There are two fundamental parameters to consider in understanding the metal vs. insulator
behaviors of solids; the transfer energy bca between cationic and anionic orbitals and the on-site
Hubbard U parameter separating the formal valences between the +m and +(m-1) oxidation states
of a cation. For the free ion, U can be expressed as the energy difference between the successive
ionization energies EIm+1−EIm corrected by the electron-hole Coulomb attraction. The competition
between bca and U, or the bca/U ratio, sets the boundary for the localized vs. delocalized character of
the outer d-electrons. Besides, both parameters depend on the covalency: bca increases with covalency
(and so does the band width), while U decreases with covalency (so does the Racah B parameter of the
molecular chemists). Electrons become delocalized above a critical value bc

ca and metallicity sets in
just later (bm), when the occupied and unoccupied states (bands) overlap. Thus, in the early 1960s,
J. B. Goodenough proposed a phenomenological diagram, bca = f (Z, S), to classify the transition metal
oxides of perovskite structure with localized vs. delocalized d-electrons in terms of the atomic number
Z and spin S of the transition metal ion.

The AMO3 perovskite structure consists of corner-sharing MO6 octahedra, involving thus a cubic
close-packing arrangement of oxygen atoms with one quarter of which replaced by the large A cation at
the body-center positions. With the ideal ionic radii RA, RM and RO of A, M and O that allow the cations
and anions to be in contact for the optimal Coulomb interactions, the geometric tolerance factor t,

t =
(RA + RO)√
2(RM + RO)

,

becomes 1. Many parameters can modify the values of ionic radii:
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(i) Coordination number, temperature, pressure, including chemical pressure, i.e., substitution with
an ion of different radius.

(ii) Spin equilibrium or transition. For example, a d6 cation with three possible configurations,
low-spin t6e0, high-spin t4e2, and sometimes intermediate-spin t5e1, in a Jahn-Teller distorted site
or in metallic compounds (t5σ*1), as discussed in details by John in his articles on LaCoO3 and
LaNiO3 (9,10).

(iii) Charge disproportionation, as observed by Takano et al. [12] in CaFeO3 synthesized under oxygen
high-pressure (Fe4+ with t3e1, giving rise to Fe5+ with t3e0 plus Fe3+ with t3e2) and extensively
discussed by John.

(iv) Insulator to metal transition, often associated with a large decrease in the cell volume, as found
for hole-doped divalent cuprates.

Let us consider one example illustrating the point (i): silica and silicates have corner-sharing SiO4

arrays at ambient pressure. Under geological pressure in the deep mantle, the (RM/RO) ratio strongly
increases due to oxygen polarizability and compressibility; for the same number of inner electrons [10],
the volume of the oxide ion is approximately thirty times greater than silicon. In these conditions,
silicon becomes octahedrally coordinated in the ilmenite and perovskite structures. Conversely, a cation
such as Fe2+ becomes smaller under pressure by changing its configuration from t4e2 into low-spin
t6e0. As a consequence, the atomic and electronic structures strongly influence all properties of solids.

AMO3 oxides may also adopt the hexagonal close-packing of oxygen, in which face-sharing
octahedral chains develop along the c axis (t > 1). This less dense hexagonal form transforms naturally
into the cubic form under pressure. In several general articles, John discussed such transitions through
successive well-ordered face- centered cubic and hexagonal close-packing sequences, giving rise to
various intermediate phases named “poly-types”, such as 4-H or 9-H in the oxides BaTiO3 and BaRuO3,
respectively, and in AMCl3 chlorides. These early studies allowed John to classify structures on the
basis of inter-cationic Coulomb repulsions (charge, distance) related to the covalent mixing and the
structural pattern of corner-, edge-, or face-sharing. For edge-sharing entities, he defined a critical
value (RC) separating the localized and collective electrons. An important consequence concerns the
MO2 series: with the earliest 3d elements (low-covalent mixing and highest charge), only the rutile
structure with two common edges is allowed. The six common edges of the 2D layered brucite-type
structure was an important challenge for the electrode-battery materials in sodium cobalt bronzes by
Fouassier et al. [13], Delmas et al. [14], and finally Tarascon et al. [15] due to reduced cationic charges
in the mixed-valent bronzes.

For the t values smaller than unity, the twelve coordination site A of cubic AMO3 oxides is
too roomy for the mid and late rare-earth cations. To accommodate the small cations at the A site,
the pristine cubic cell adjusts by a cooperative rotation of the MO6 octahedra along the [111] axis for a
R3m rhombohedral symmetry, and further along the [110] axis for an orthorhombic Pbnm symmetry.
The bending angle in M-O-M bonds decreases smoothly with t to preserve the A-O contacts, typically
until an eight-coordination environment is achieved. A few examples of the evolutions along the 3d
series with A = Ln3+ or Sr2+ and Ca2+ are:

• For the largest M3+ cation (Ti) of t2g
1eg

0 configuration with bca < bc < bm, only the orthorhombic Pbnm
structure is accessible. The M-O-M bending increases along with the lanthanide series contraction,
the band width decreases, and the band gap increases from 0.2 eV for La up to 1.2 eV for Y.

• For smaller cations (Cr3+ and Fe3+), the increase in bca is not significant enough to overcome the effect
of U, and the strong spin exchange interactions make these compounds antiferromagnetic insulators.

• For the intermediate lanthanum manganite LaMnO3 and its high-spin t2g
3eg

1 configuration,
one can predict either an insulating Jahn-Teller distorted situation as well as a metallic state
(t3σ*1 for bca overcoming bm). The former configuration was accepted early, but not totally
understood until John’s enlighting explanation [7] based on the alternating (x2 − y2) and (z2)
atomic orbitals along both [100] and [010] axes, in agreement with the unusual ratio c/a < 1. Besides,
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such orbital ordering was among the most spectacular illustrations of the Goodenough-Kanamori
rules for ferromagnetic super-exchange. At this point, it is interesting to discuss briefly the case
of Sr ferrates containing Fe4+ ions with the same d4 configuration. bca is larger for Fe4+ than
for Mn3+ cations, allowing the t3σ*1 metallic configuration for Fe in SrFeO3. However, with the
smaller Ca cation and the associated orthorhombic distortion, as well as with the decrease in bca

and band width, a metallic state is not allowed anymore for CaFeO3. As mentioned above, a new
type of ordering occurs at low temperature, with a partial disproportionation of two Fe4+ into
Fe5+ + Fe3+. This interesting new behavior, observed by 57Fe Mossbauer spectroscopy, was largely
discussed by John and Mikio Takano [16]. A few years later, we were able to confirm this partial
disproportionation by comparing their data to ours in La2LiFeO6 (with a much larger negative
value of the isomer-shift δ = −0.41 mm.s−1) [17].

• LaNiO3 (R3c) was the only rare-earth nickelate known up to the seventies. Its metallicity was
proven only in 1965 by Goodenough and Racah [9], which results from the low-spin t2g

6eg
1

configuration and bca > bm, which induces the involvement of the t2g
6σ*1 configuration.

The AMO3 perovskites allow anionic vacancies different from ordered defects of Magneli and
Wadsley type in crystallographic shear planes and so do the ReO3-type oxides, which are related to
the AMO3 perovskites except that the large central A site is empty. Of particular interest was John’s
description of the Brownmillerite calcium ferrite mineral Ca2Fe2O5 (2), i.e., CaFeO2.50, exhibiting a
large number of vacancies compared with the pristine AMO3 perovskite: half the Fe3+ ions occupy the
distorted corner-sharing octahedra with the remaining half occupying the corner-sharing tetrahedra,
and the planes containing these Fe3+ ions alternate. We will discover in the following how important
this description by John was.

The contributions of John Goodenough to solid state chemistry are too numerous to summarize in
a few lines. His contributions broadened the vision of every solid state chemist by providing them
with the crystal-field description of the ionic solids, the molecular description of the chemical bond,
and the physics view of the delocalized outer-electrons.

5. Solid State Chemistry, Goodenough’s Heritage

Every solid state inorganic chemist of my generation (young researchers in the 1960s to 1970s)
has been influenced, or more often inspired, by John’s ideas, which were guidelines for explaining or
predicting new properties for new materials. Since it would be unrealistic to give an exhaustive list of
his ideas and concepts, I will limit my reminiscences to those that greatly influenced the thinking and
development of my research group in the 1960s to 1970s.

5.1. Electrical Conductivity of Tungsten Bronzes and the Goodenough-Sienko Debate

For Mike Sienko, the metallic conductivity observed in tungsten oxide bronzes resulted from the
direct t2g−t2g overlap of W 5d orbitals. In contrast, John proposed an indirect overlap through the 2pπ

orbitals of oxygen, on the basis of the insulating character of the double perovskite Sr2MgReO6, (W5+ and
Re6+ are isoelectronic with 5d1). However, other explanations are possible due to the tetragonal
distortion in the latter as well as the different nature and size of all ions involved. In a contribution to
this debate, J. P. Doumerc [18] replaced some oxygen atoms by fluorine, more electronegative than
oxygen, which should decrease the conductivity in an indirect mechanism. He showed experimentally
this to be the case, but it was argued not to be an absolute proof: actually, since the Anderson-type
anionic disorder (O and F) would lead to a similar effect. This issue was resolved many years later
to the satisfaction of both John and Mike! For Mike, for the lowest values of x in NaxWO3, because
the Fermi level EF lies close to the center of the Brillouin zone, where the mixing between the t2g(W)
and 2pπ(O) orbitals is symmetry-forbidden. For John, for much larger x values (for which the bronze
is fully metallic) because the Fermi level lies far away from the zone center, where the cationic and
anionic orbital mixing takes place. We were relieved to find this friendly solution!
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5.2. Ternary Tungsten Oxides MWO4 (M = Al, Cr, Ga) of W5+ Ions

Following John’s lecture in 1964, the metal/non-metal transition of VO2 led to numerous
developments in USA (IBM) and in France (Orsay, Bordeaux) generating new collaborations between
physicists and chemists, and to the discovery of new intermediate phases such as Marezzio et al.’s [19].
In this chromium-doped monoclinic variety of VO2 (C2/m), every second chains of V4+ ions have
dimerized V4+ pairs, as in what would be an ordered phase including the high and low-temperature
forms of VO2. Another way to stabilize the W5+ ions is to pair them in one chain and replace the W5+

ions of the other chain with trivalent d0 cations (e.g., Al3+), d10 cations (e.g., Ga3+) or even a spherical
d3 ion (e.g., Cr 3+). The small W-W pairs were found to be particularly stable up to 1000 ◦C [20].

5.3. Nickelates of Perovskite Structural Type LnNiO3 (Ln = rare-earth, La-Lu, Y)

In 1964, LaNiO3 was the only known rare-earth nickelate. Five years later, in Bordeaux, G. Demazeau
began his PhD studies, introducing in our laboratory the Belt-type high-pressure synthesis facilities
adapted to produce high oxygen pressure by decomposing KClO3 in situ. Among a large number of
transition metal oxides, which system should one study? Perovskite, of course, for their high stability
under pressure! The nickelate system appeared also as an obvious choice, with immediate questions to
raise. Does a complete series from La up to Y exist as discovered for Ti3+ under reducing conditions
in Germany in the late sixties? Low-spin trivalent nickel is much smaller than trivalent titanium.
Do all nickelates LnNiO3 possess low-spin Ni3+? Are they metallic? In 1972 we obtained all the
answers [21,22]. The series was complete, from the rhombohedral and metallic phase with large La to
the orthorhombic and insulating phase with smallest rare-earths Lu and Y. As predicted, the increased
tilting of the NiO6 octahedra together with the decrease in rare-earth size narrows the σ*1 band,
with bca< bm. In addition, an antiferromagnetic order appeared at low temperature. Twenty years
later, at IBM San Jose, Torrance and Lacorre [23,24] were able to draw the first phase diagram of
the insulator-to-metal transition temperature Tt and the Néel temperature TN for the LnNiO3 family.
Today, such a diagram is found in solid state chemistry textbooks. A strontium-doped member of this
nickelate family, Nd1-xSrxNiO3, reduced by H2 in a layered thin-film oxide AMO2, was recently found
to be a superconductor, stimulating new reflections on the superconductivity mechanisms [25].

5.4. Long-Range Ordering of Planar Defects in Some Non-Stoichiometric Perovskite-Type Ferrites

To my knowledge, John Goodenough was the first to propose the description of Ca2Fe2O5 as
an ordered succession of corner-sharing octahedron layers and corner-sharing chains of tetrahedra,
arranged also in parallel layers. Both coordination types, approximately octahedral and approximately
tetrahedral, agree with the spherical character of high-spin Fe3+ (d5, S = 5/2), insensitive to the crystal
field symmetry. For such a high extent of oxygen vacancies (0.50 per AMO3 formula unit) with all A sites
occupied, any crystallographic shear mechanism can be envisaged. During his PhD studies in Bordeaux
(1975), Grenier et al. imagined that all AFeO3−δ non-stoichiometric compositions with 0 < δ < 0.50 can
be described with the same type of layer alternation of octahedral (O) and tetrahedral (T) coordinations,
with various sequences such as OOTOOT (δ = 0.33), OOOTOOOT (δ = 0.25), as well as inter-growth
situations (OOTOTOOTOT, δ = 0.40). J.C. Grenier synthesized the solid solutions between CaFeO2.50

and CaTiO3 as well as LaFeO3, and confirmed the proposed non-stoichiometry-based structural model
by X-ray diffraction, high-resolution electron microscopy and 57Fe-Mössbauer spectroscopy [26–28].
Such a type of layered, ordered planar defects is associated with the electron configuration of the cation
Fe3+ implying the octahedral and tetrahedral symmetries for the basic polyhedra. Ten years later,
oxides of other d-electron configurations like d4, d7 and d9 were prepared and studied. In particular,
d9 ions led to the cuprates family, based on layers of square-pyramidal (C4v) and square-planar (D4h)
polyhedra arrangements of Cu2+ ion.
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5.5. Trivalent Cuprates, a Precursor to High-TC Superconductors

Back in 1970, trivalent cuprates of perovskite structure were not known, despite the similarity between
Cu3+ and Ni2+. However, a decade earlier, Klemm, and subsequently Hoppe, synthesized MCuO2

phases (M = Na, K) with Cu3+ in square-planar coordination, which exhibit diamagnetism and insulating
behaviors. During John’s visit to Bordeaux for a few months in the late sixties, we had a lot of discussions
with him about the influence of bond covalency on the band width and electron delocalization and also
about the similarity between d1 (one electron) and d9 (one hole) systems. A strong covalent character
meant the presence of highly destabilized states at the top of the filled 3d band, and hence a large energy
stabilization by hole doping. This realization led to the associated question: is covalency strong enough
to overcome the Jahn-Teller instability and induce metallicity? The previous success in synthesizing
the LnNiO3 series under high oxygen pressure was an argument for attempting the synthesis of new
Cu3+ oxides. We chose three compositions: (i) LaCuO3 for its expected 3D metallicity, (ii) LaSrCuO4,
the first member of the Ruddlesden-Popper series of 2D perovskite-related structures, so as to evaluate
the Jahn-Teller vs. metallicity competition, and (iii) La2Li1/2Cu1/2O4 to evaluate the influence of Li
chemical pressure, an additional effect to prepare the S = 0 low-spin d8 configuration of Cu. All these
synthesis attempts were successful with physical properties as predicted. These results were published
in 1972-73 [29–31], with the participation of John Goodenough, and that of Sir Nevill Mott (for the last
paper), who was awarded the Nobel Prize in physics a few years later (1977). Ten years later, these results
were enriched by the study of Raveau et al. on mixed-valent Cu2+/Cu3+ cuprates [32]. This work was
followed by the discovery of superconductivity at 35 K in 1986 by Bednorz and Müller in this system [33],
for which they received the Nobel Prize in 1987.

BeforeconcludingonJohn’sachievementsduringtheseventies, Iwouldlike tomentionanother important
areas in which fundamental science and applications are intimately linked: Na+ cationic conductivity
in phospho-silicate oxides with tunnel structures (NASICON: Natrium-Super-Ionic-CONductors),
as well as O2− anionic conductivity in La1−xSrxGaO3−y gallates for solid oxide fuel cell (SOFC)
applications, and solar energy simultaneous capture and storage by wavelength-selective photo-anodes,
generating hydrogen from water by photo-electrolysis (Honda-type experiment).

6. Concluding Remarks

In summary, John Goodenough greatly influenced the thinking of the solid state chemists and played
a crucial role in the early development of solid state chemistry. He recognized the interdisciplinary
nature of solid state chemistry and clearly demonstrated the paradigm that, for understanding and
getting useful applications out of solid state chemistry, it is crucial to know the interrelationship between
structure, bonding and properties. I would like also to point out more recent contributions of physics
(P.G. de Gennes, Nobel Prize in 1991) for the soft matter and those of theoretical chemistry (R. Hoffmann,
Nobel Prize in 1981, and his active disciples) in enriching this paradigm.
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