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Abstract. This paper describes an imeractive Eulerian-Lagrangian model of the 
turbulent transport of evaporating droplets. A k-e (where k is turbulem kinetic energy 
and • is its rate of dissipation) turbulence closure model is used to accurately simulate 
stable, near-neutral, and unstable boundary layers within the large air-sea interaction 
tunnel at the Institut de M6canique Statistique de la Turbulence (IMST), Luminy, 
France. These results are then used with the Lagrangian model described in part 1 
[Edson and Fairall, 1994]. The coupled model is shown to give excelleto agreemere 
with droplet dispersion measuremeres made during the 1988 Couche Limite 
Unidimensionelle Stationnaire d'Embrums (CLUSE, a French acronym that translates 
to one-dimensional stationary droplet boundary layer) campaign. Additionally, this 
paper describes how the coupled model can now be used to investigate the imeraction 
between the evaporating droplets and the turbulent fields of temperature and humidity. 
The investigation shows that although the influence of the droplets is small under the 
conditions simulated at IMST, the potential for substamial modification of the surface 
energy budget exists for high-wind conditions over the ocean. 

1. Introduction 

This paper describes an interactive Eulerian-Lagrangian 
model of the turbulent transport of evaporating spray droplets. 
The model has been developed to address some of the limita- 
tions described by Edson and Fairall [1994] (hereinafter 
referred to as part 1), and to allow the use of the model in more 
complicated flows. The model development involved the 
integration of the Lagrangian model described in part 1 with an 
Eulerian model of turbulent flows that uses prognostic equa- 
tions for the evolution of the turbulent kinetic energy k and its 
rate of dissipation e. The integrated code has been christened 
Gwaihir, and we shall refer to the model as such in the follow- 
ing discussion. 

The initial tests of the k-e model are conducted through 
simulations of developing boundary layers using a two-dimen- 
sional version of the code. The model nms are initialized and 

compared with measurements taken within the large air-water 
interaction simulation tunnel at the Institut de M6canique 
Statistique de la Turbulence (IMST), Luminy, France, during 
the 1988 Couche Limite Unidimensionelle Stationnaire 

d•rnbm (CLUSE, a French acronym that translates to one- 
dimensional stationary droplet boundary layer) campaign 
[Mestayer et al., 1990]. These simulations have provided a 
means to test the various droplet dispersion aspects of Gwaihir, 
as well as the performance of the Eulerian code in simulations 
of the marine atmospheric surface layer. 

The paper describes in some detail both the physical model 
and the numerical procedure used in our approach. It also 
addresses some of the advantages of this combined (Eulerian 
plus Lagrangian) approach over separate approaches (Eulerian 
or Lagrangian) in simulations of the turbulent transport of 
heavy particles. It then concludes with the results from the 
interactive model for simulations of droplet dispersion in both 
a laboratory and marine atmospheric surface layer. 

Copyright 1996 by the American Geophysical Union. 2. Eulerian k-½ Model 
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The Eulerian code used in this simulation is derived from a k-e 

model developed at the Laboratoire de M6canique des Fluids, 
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Ecole Centrale de Nantes, France, to simulate flows around 
urban structures [Ldvi Alvards et al., 1990; Ldvi Alvards and 
Sini, 1992; Lakehal et al., 1996]. In the atmospheric surface 
layer, expressions for the instantaneous velocity field for 
incompressible fluid flow can be written 

OU. 
' -o (1) 

% 
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where Einstein's summation notation is used and the 

Boussinesq approximation has been applied, v is the kinematic 
viscosity; ©v is the ambient virtual potential temperature; 
gi = (0,0,-g) where g is the gravitational acceleration; and Pa 
and or• and virtual potential temperature of the reference state 
of the fluid, respectively [LandaM and Mollo-Christensen, 
1986]. In (2) the pressure field P represents the departure 
from the reference pressure field in hydrostatic balance. In 
developing equations designed to study flows where the mean 
departure from hydrostatic equilibrium can be nonzero (e.g., 
around a building), Sini [1986] and Sini and Dekeyser [1987] 
decomposed this departure from hydrostatic equilibrium into 
mean and fluctuating parts. The Reynolds averaged equations 
for the mean variables are then given by 

• -o (3) 
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2.1. Closure 

The Reynolds-stress tensor is modeled using the Boussinesq 
eddy diffusivity concept 

-bliltj = T[ % + OX i j 3 ijk (7) 
where 6•j is the KrOnecker delta tensor, v r is the eddy diffus- 
ivity, and k is the turbulent kinetic energy (TKE) defined as 

k =1 •u•u• (8) 
Similarly, the scalar fluxes are modeled using 

-ujO :K o c30 

- u•q-K• % 

(9) 

(10) 

where K o and K• are the exchange coefficients for potential 
temperature and specific humidity, respectively. The exchange 
coefficients are parameterized as 

k 2 
VT=C.T (11) 

K o = PrrVr (12) 

Kq = SCr¾ r (13) 

where C• is a model coefficient and the Prandtl and Schmidt 
numbers for turbulent diffusion are assigned the same value, 
Pr r = Sc r = 0.95 [H6gstr6m, 1988]. 

Closure is then accomplished through prognostic equations 
for both the turbulent kinetic energy and its rate of dissipation 

where the overbar represents an ensemble average; lower case 
letters denote the turbulent fluctuations; the total specific 
humidity Q has since been added to allow for the inclusion of 

moisture in the model equations; c v is the specific heat at 
constant pressure; and S n and Sq represent source terms for 
sensible heat and moisture, respectively. The source/sink terms 
are discussed in detail below. 

& & g, u7 ' T +•j%:-L'•l-•[bliblj OXj 
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where • is the rate of irreversible dissipation of kinetic energy 
into thermal energy and o k, Cc•, oc, and C•2 are model 
coefficients. By parameterizing the transfer coefficients in this 
fashion, we believe that the diffusive properties of the flow are 
more representative of the intensity k and persistence k/• of the C 
turbulence than could be obtained through the normal applica- • 
tion of first-order closure (i.e., K-theory). The two-equation Col 
approach is also less complicated and less expensive to run c 
than higher-order models, while still maintaining many of their c2 

advantages over those of first order or those that assume a Ok 
balance between production and dissipation of TKE. 

2.2. Model Coefficients 

The numerical coefficients are chosen such that they are 
representative of the laboratory boundary layer (LBL) at IMST. 
The values of the coefficients o•, C•l, and C•2 are based on 
semiempirical relationships [e.g., Avva et al., 1988; 
Duynkerke, 1988]. These relationships have been shown to be 
in good agreement with observation made within the air-sea 
interaction tunnel at IMST [Mestayer, 1980]. In particular, the 
near-surface dissipation rate is well defined in neutral condi- 
tions by 

3 

e - (16) 

where u, is the velocity scaling parameter (or more commonly 
the friction velocity) and the von Karman's constant, •c, is 
assigned a value of 0.4 [H6gstr6m, 1988]. 

We use the measurements of Mestayer [ 1980] to relate the 
friction velocity to vertical velocity variance as O2w- 1.69u, 2. 
The constant of proportionality C,used in (11) to define the 
eddy diffusivity, is assigned the value 0.09. This value has 
been successfully used to simulate a number of laboratory 
flows [e.g., Launder and Spalding, 1974]. The value of Cc2 
is found from measurements taken in homogeneous grid 
turbulence where the diffusion and production of TKE are 
negligible. This leads to a situation where there exists a 
balance between the advection and dissipation of TKE such 
that C•2 becomes the only constant of significance in (14) and 
(15). Values of C•2 determined from these measurements are 
found to lie within the range of 1.8 to 2.0 [Avva et al., 1988]; 
we have chosen the commonly used value of 1.92 for the 
present model. In highly stratified flows, where the Richardson 
number has reached its critical value Ri c, the transport pro- 
cesses again become negligible and (14) and (15) can be 
combined to give [Duynkerke, 1988] 

Ce• = Ce2(1 -Ri c) (17) 

Additionally, near the surface, where we expect a balance 
between mechanical production and dissipation of TKE, a 
logarithmic velocity profile, and negligible transport, (15) 
reduces to 

K 2 

C½1: C½2 - cI½ Cp 1/2 (18) 

Table 1. Numerical Constants Used in the Model 
Simulations 

Constant Value 

0.09 

1.44 

1.92 

1.00 

Cl 1.11 

0.40 

Pr T 0.95 

Sc r 0.95 
See section 2.1 for variable definitions. 

Equations (17) and (18)can then be combined to obtain 

K• 2 

o• C.mC•2Ric (19) 
In the present model we have assigned the values 1.0 and 0.25 
to o k and Ric, respectively. Using these values and the above 
expressions we obtain the values of the coefficients listed in 
Table 1. 

2.3. Numerical Formulation 

The numerical formulation is an adaptation of the code 
Chensi developed by Ldvi AlvarOs [1992] and Ldvi AlvarOs 
and Sini [1992] for an inhomogeneous, three-dimensional (3- 
D) grid. The solution of the system of equations is found using 
the Marker-and-Call computing method as presented by Hirt 
and Harlow [1967]. The numerical model utilizes a staggered 
grid configuration that defines the velocity components at the 
cell faces and the scalar variables at the cell centers as shown 

in Figure 1. Variable grid spacing is used to allow for smaller 
grid increments in regions where strong gradients are expected, 
in an effort to reduce the numerical noise in the algorithm. The 
derivatives are determined with a second-order, f'mite volume 
scheme that takes into account the variable grid spacing as 
described by Ldvi AlvarOs [ 1992]. 

The numerical method is explicit in time and uses an upwind 
weighted difference scheme for the advection terms and a 
centered difference scheme for the diffusion terms. The 

continuity equation is satisfied for the mean velocities at each 
time step through use of the artificial compressibility method 
described by Chorin [1967]. The system of equations is then 
marched forward in time until the desired level of convergence 
is reached such that the Eulerian variables represent the steady 
state solution. In the current model we assume that a steady 
state has been reached when changes in model parameters 
between successive time steps approach the computer's 
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Figure 1. The staggered grid configuration used in the 
Eulerian model. 

numerical precision (currently, a Sun Sparcstation 2 using 
double precision). 

In the simulations that follow the height of the lowest grid 
point is set to 1 cm. Therefore it is safe to assme that molecu- 
lar effects can be neglected since this height is at least an order 
of magnitude larger than the roughness length z o. The 2-D 
domain of the model simulations measures 50 m by 0.85 m, 
which is roughly the length and height, respectively, of the 
turbulent boundary layer at IMST. The determination of the 
boundary conditions using the configuration shown in Figure 1 
is discussed in some detail below. 

2.4. The Boundary Conditions 

In the k-E code we define the grid as shown in Figure 1, 
where the parameters in the first grid are not defined at its 
center. This approach saves computer time and improves the 
determination of the derivatives at the lowest grid points. It 
also allows us to move the height of the first grid point to a 
region well above the viscous sublayer such that we can safely 
ignore molecular effects. However, these noncentered grid 
points found in the first cells require special consideration. The 
velocity component parallel to the surface (in these simulations 
the horizontal velocity) is found using the wall law given by 
Launder and Spalding [1974] to estimate the surface stress 

2 

Pa ln(ZZ2) (20) 
g 

o 

where the subscripts o and 2 represent the values at z o and at 
the second grid point, respectively. Equation (20) reduces to 
the classic logarithmic profile when a constant stress layer 
prevails near the surface; that is, we assume that 

1/4 

u.: C. k'a (21) 

The roughness length at the end of the tunnel is estimated 
from 

1/2 

V Cg Cp klmax,2 
o = + (22) Z I lma x 1/4 •r2 g CzC. kl•,2 

where the Ir• , denotes the value at the outflow section of the 
model domain. The first term on the right-hand side of (22) 
gives the roughness length for a smooth surface with Cz= 9, 
while the second term is based on Chamock's formula 

[Charnock, 1955] using Cg = 0.017 [Garratt, 1977]. The 
value of z o at the lowest grid point in the inflow section is 
assumed to equal that for a smooth surface. Using these two 
values, we then assume that the surface roughness increases in 
a linear fashion with fetch. This assumption is consistent with 
actual measurements made within the tunnel. 

The vertical velocity at the lowest grid points is then deter- 
mined by requiring that the continuity equation is satisfied in 
the lowest cells. First, the average horizontal velocity through 
each grid face U l is found by integrating the log profile from z o 
to z•. The vertical velocity is then found using (3), with Wo= 
0, such that 

U/- U/_ 1 
Wl=- Ax (Zl -zø) (23) 

where Ax is the width of each cell. 

A condition of zero diffusive flux of TKE is used between the 

first two grid points 

(0•zk) =0 (24) 1,2 

The dissipation rate of TKE is found by assuming that the 
mechanical production of TKE is equal to dissipation in the 
near-wall region. This leads to a relationship between the TKE 
and its dissipation rate at the lowest grid point given by 

(c•l/4k 1/2• {E 1 = (25) 
K zz 1 

The horizontal velocity profile at the upstream boundary 
(hereafter referred to as the entrance) is fixed using a profile 
based on the measurements made by Selva [1979] in the IMST 
tunnel using a Pitot tube and highly accurate manometer. 
Neumann conditions (i.e., zero gradient) are used for all 
variables at the upper and downstream boundaries, except for 
the vertical velocity at the upper boundary, which is set equal 
to zero. 
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The initial values of k are found by inversion of (21), while 
initial values of • are assigned using (16). The value of u. 
used in both relationships is assigned an initial value equal to 
two fifths the value of u. measured at a distance (fetch) of 30 
m from the tunnel entrance. The inflow values of k and • are 

then allowed to adjust through the use of Neumann conditions. 
The temperature and specific humidity profiles at the runnel 
entrance are fixed using the value measured at 0.75 m, except 
for at the lowest grid point that is given the surface value. This 
is consistent with both measurements and the action of the heat 

exchangers in the runnel, which act to hold the air temperature 
and dew point constant, mix the air thoroughly, and break down 
any undesirable eddies. At the lower boundary the temperature 
is given the value of the water surface temperature T w, while 
the specific humidity is assigned its saturation value at T w. 

2.5. Eulerian Model Results 

The Eulerian model's velocity results are in good agreement 
with the measurements made using a Pitot tube during the 
CLUSE campaign as shown in Figure 2. The various curves in 
Figure 2 depict the evolution of the wind profile at various 
fetches. The velocity profile measured at 30 m gives excellent 
agreement with the model profile at a fetch of 29 m. This result 
indicates that the velocity evolution is accurately modeled, 
especially since there is some uncertainty as to where we define 
the fetch to be equal to 0. The small discrepancy between the 
model and measurements at the top of the boundary layer is the 
result of the confluence of the tunnel's two boundary layers. 
In general, the vertical structure of temperature and humidity 

along the length of the tunnel cannot be adequately described 

1.8 
Modal Fetch 

8.8 3a n 
o o o o o o Meoeorod 

95 Z 77 Z 55 Z 

I 

8 ' ,, ,,I,,1, 
14.8 17.8 28.8 23.8 26.8 29.8 32.8 35.8 

o 

Temperature (C) 

Figure 3. A comparison of the temperature measurements 
made at a fetch of 30 m in the IMST tunnel with the Eulerian 

model results. The three sets of data are representative of the 
high-, medium-, and low- humidity (95%, 77%, and 55%, 
respectively) rims made during CLUSE. The nominal wind 
speed in all three cases is approximately 7.5 m s '•. The group 
of curves depicts the model-derived temperature profiles at the 
fetches indicated. The standard deviation of the measured 

Iemperature variance is given at each level for the medium 
humidity run. 

..8[ 
'•84 
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Mode I Fetch 
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25 m 
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Meae•ured 

1 8 

- -- 15m 

0 - -- 38 n 
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z-• 95 7. 77 7. 55 Z( 

, 

8.8 9.8 11.8 13.8 15.8 17.8 19.8 21.8 
3.0 4.0 5.0 6.0 7.0 8.0 

-I 

U (m/5) Specific Humidi'l:,•l (:9K9) 
Figure 2. A comparison of the velocity measurements made Figure 4. A comparison of the specific humidity measure- 
at a fetch of 30 m in the Institut de M6chanique Statistique de ments made at a fetch of 30 m in the IMST tunnel with the 
la Turbulence (IMST)tunnel with the Eulerian model results. Eulerian model results. The conditions are the same as in 
The group ofctawes depicts the model-derived wind profiles at Figure 3. The standard deviation of the measured specific 
the fetches indicated. The error bars denote the standard humidity variance is given at each level for the medium 
deviation of the measured velocity variance. humidity run. 
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Figure 5. A comparison of the momentum flux measured at 
the indicated wind speeds at a fetch of 30 m in the IMST tunnel 
with the Eulerian model results. The group of curves depicts 
the growth of the simulated boundary layer through flux 
profiles determined at 27, 29, 31, and 33 m (from right to left, 
looking at the top of the curves) for a wind speed of 7.5 m s 4. 

by single profiles as used in part 1 (even without the droplets). 
Owing to the mixing of the air by the turboprop and heat 
exchangers, the ak enters the test section with approximately 
constant values of specific humidity and temperature. As the 
air moves along the length of the tunnel, it interacts with the 
water surface through molecular and eddy exchange. This 
interaction is shown in Figures 3 and 4, which indicate good 
agreement between measured and modeled results at a fetch of 

30 m. These measurements were made using a thermocouple 
psychrometer system provided by the University of Washington 
using chromel constantan thermocouples. These devices are 
believed to be accurate to + 0.2øC; however, cold spikes 
caused by droplets impacting the sensors are expected to 
increase the uncertainty in these measurements [Katsaros et 
al., 1994]. 

The result of primary interest for droplet dispersion is shown 
in Figure 5, which displays the -uw component of the 
Reynolds-stress tensor computed from 

• OU 
-uw = v r (26) 

Oz 

with carefully conducted measurements made at a fetch of 30 
m over a range of wind speeds by Giovanangeli and LeCalve 
[1990] at IMST. The group of curves representing the model 
results at several fetches shows that the model gives good 
agreement with the measurements made at the same wind 
speed at a fetch of 30 m. These curves are representative of a 
developing LBL and indicate that the growing surface layer 
reaches a height of approximately 0.2 m at 30 m. The implica- 
tions of this developing surface layer on droplet dispersion is 
addressed in section 3. 

3. Droplet Dispersion Modeling 

Several Eulerian approaches have been successfully applied 
to the study of turbulent diffusion of discrete particles in 
boundary layer flows. These include the studies of Ling and 
Kao [ 1976], Ling et al. [ 1978, 1980], Burk [ 1984], Mostafa 
and Mongia [1987], Stramska [1987], and Rouault et al. 
[ 1991], among others. However, the restraints placed on these 
models often restrict their application to either very small, 
highly concentrated particles or simple flow geometries with a 
homogeneous source of particles that can then be studied using 
budget equations. 

Note that these constraints are not always a drawback. For 
example, in highly concentrated flows, where the particle- 
particle interactions are not negligible, it is generally much 
easier to include these effects in a Eulerian scheme than a 

Lagrangian one. Additionally, the use of budget equations can 
provide a means of studying the effects of particle interaction 
with the scalar fields through the use of source/sink relation- 
ships, which are difficult to include in a purely Lagrangian 
scheme. This approach has been successfully employed by 
Rouault et al. [1991], who studied the effect of droplet 
evaporation on the scalar fields of temperature and humidity. 

The simulation of the movement of heavy particles involves 
parameterizations to account for the effects of gravity and 
inertia. These parameterizations generally require the tuning 
of adjustable constants through comparison with experimental 
data [e.g., Rouault et al., 1991]. Unfortunately, these calibra- 
tion measurements are difficult to come by, several notable 
exceptions being the studies of Snyder and Lumley [ 1971] and 
the Humidity Exchange Over the Sea (IlEXOS) in a Simula- 
tion Tunnel (HEXIST) experiments [e.g., Andreas et al., 
1995]. There is also a question as to the universality of these 
constants when they are applied to more complicated flows. 
Funally, as in any Eulerian model, discrete sources of particles 
are difficult to include in the calculation domain and generally 
require subgrid-scale parameterizations that are often difficult 
to quantify. 

Therefore we feel that the Lagrangian approach is the best 
alternative if one is concerned with the dispersion of low- 
concentration, heavy particles from discrete or nonuniform 
sources (e.g., from spume droplets produced at the wave 
crests) and in fluid flows with complicated geometries (e.g., 
over waves or within a surf zone). The approach also allows 
for much more flexibility in specifying boundary conditions. 
For example, a Lagrangian scheme can easily include boundary 
conditions where the particles either rebound or stick, depend- 
ing on the type of surface one is trying to simulate. It is also 
especially advantageous in situations where the physicochemi- 
cal characteristics of the particles change rapidly when they 
experience a highly inhomogeneous environment. In this 
instance, time rate of change equations, which may depend 
upon the local conditions, as well as on the particle's history, 
are easily included in the model as long as these equations are 
known. 

The Lagrangian model is described in detail in part 1. 
Briefly, the model relies on a finite difference form of the 
Langevin equation for the fluctuating components of the 
droplet's velocity due to turbulence. When the mean droplet 
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fall velocity W r is added to this fluctuating component w v(t), 
the instantaneous vertical velocity is given by 

+ + 

(27) 

where •w is the droplet integral timescale, At is the time step, O•w 
is the square root of the droplet vertical velocity variance, and •(t) 
is a random number drawn from a Gaussian distribution with 

zero mean and variance At. The expressions for •w and O•w 
are then derived from the equation of motion for small, heavy 
droplets given by 

Dw p K • K w ----w - (w•- P) (28) 
Dt t• t• 

where 

(32) 

The parameter 1/A accounts for the decorrelating effect of the 
droplet falling out of a fluid parcel where the fluctuating fluid 
velocities are highly correlated over small time steps. In past 
studies this parameter has been tuned to fit experimental data 
by multiplying (WV/O•w) 2 in (32) by a constant ranging between 
0.3 and 1 [e.g., Mostafa and Mongia, 1987; Wells and Stock, 
1983]. In this study we continue to use the formulation given 
in part 1; that is, the constant is left equal to 1. We address the 
implication of this choice in the discussion given below. 

The Lagrangian integral timescale is commonly def'med in 
engineering literature [e.g., Mostafa and Mongia, 1987] using 
the output of the k-e model as zt•= Ilk/e, where 13 ranges 
between 0.15 and 0.6. If we equate this expression with the 
expression used in part 1, we obtain 

where the superscripts f and R denote the fluid and relative 
velocities, respectively, and the total derivative denotes motion 
following the droplet. The parameter K represents the ratio of 
the Stokes velocity to the mean relative fall velocity, and a is 
the response time for droplets that ideally obey Stokes law. 

The approach given in part 1 yields the following expression 
for the vertical velocity variance: 

2 

p2 Ow (29) 0 w 
(1 +X) 

where 

(30) 

The parameter X; is the ratio of the droplet response time to 
the Lagrangian integral time scale zt•. This parameter thereby 
determines how the droplet reacts to the turbulent motion of the 
surrounding fluid, e.g., as the droplet encounters smaller eddies 
as it nears the surface (smaller zt•), the influence of the 
turbulence on the droplet motion diminishes because the 
droplet can no longer react to these smaller eddies due to its 
inertia. The height at which this begins to occur is determined 
bythe droplet's size as reflected by its response time a/K. The 
equivalent situation occurs as the turbulence intensity increases 
(again, smaller zL) such that its response time becomes too 
large to permit the droplet to react fast enough to all scales of 
the turbulence. 

The integral timescale is a measure of the persistence of the 
droplet's velocity as it moves through the fluid. This coefficient 
is derived by determining the droplet autocorrelation coefficient 
in an approach similar to that used by Meek and Jones [1973]. 
The droplet integral timescale is then determined by integrating 
the autocorrelation function over time, which yields 

•'w =-•(1 +X) (31) 

Vr k 
z• - - 0.18- (33) 2 tE 

O w 

The vertical velocity variance is parameterized in terms of the 
kinetic energy by combining (21) with the results from 
Mestayer [1980] to obtain 

2 1/2 

%: 1.69C.k (34) 

4. Gwaihir 

With these parameters we have all the necessary expressions 
to simulate the turbulent dispersion of heavy particles once the 
Eulerian fields are available from the k-• code. Therefore, 
after a steady state solution of a particular flow configuration is 
found, the velocity and scalar values are passed to the 
Lagrangian section of the code in order to determine the 
parameters in the above expressions. Thes e p•ameterizations 
are then used with (27) to compute the trajectories of evaporat- 
ing droplets. The amount of trajectories begun over a specified 
time T is determined by a user-def'med Source function. As 
these trajectories are computed, the Lagrangian code keeps 
track ofthe droplet concentration qo, sensible heating rate $n, 
and water vapor production S• in each cell. Once the 
Lagrangian portion of the code has ejected all of the droplets 
determined by the source function over the time T, the 
Eulerian portion of the code is then rerun with the new nonzero 

values of qo, $q, and $n. This process is repeated until the 
k-e code, upon completion of the last Lagrangian run, reaches 
a steady state over an interval less than T. 

The source of droplets is determined from the surface source 
function, which gives the number of droplets per unit time, per 
unit area produced at the surface. Since the droplet measta/ng 
devices were situated slightly downwind of the 30-m-long 
bubbler array used during the CLUSE campaign [Mestayer et 
al., 1990], the Gwaihir source function was determined by 
matching the model output with droplet measurements made at 
a height of 0.2 m, 0.5 m downwind of the simulated source. 
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The total number of droplets over a radius interval between 
r-At/2 and r +At/2 ejected from a prescribed area (where Ar 
is the radius increment) is given by 

N(r) = Nr(r)TAr Ax Ay (35) 

where Nr(r) is the surface source function, Tis the total time 
that the source is on, •x is the length of the area, and Ay is its 
width (set equal to unity in this 2-D simulation). Since Gwaihir 
uses a horizontal grid spacing of •x = 0.5 m, the source is 
divided up into 60 sections. 

The droplets produced in each section are then released at 
their ejection height. This height corresponds to the height to 
which a jet droplet is ejected by a bubble bursting. The height 
and number of droplets ejected are a function of bubble size, 
and we have used the data given by Blanchard and Woodcock 
[1957] to determine these parameters as described in part 1. 

As the released droplet moves through the model domain, the 
values needed in the Lagrangian model parameterizations are 
determined from a linear average of the four nearest Eulerian 
grid points in order to find U(X,Z), W(X,Z), and •(X,Z) at 
X,Z. Owing to the staggered grid, this involves keeping track 
of four different indices corresponding to x, xx, z, and zz. If 
the droplet falls below zz•, the values of the variables are found 
using the same wall functions employed in the Eulerian model. 
If the droplet falls below z o, it is asstaned to stick to the 
surface, in which case another trajectory is begun. A new 
droplet trajectory is also begun if a droplet is carried out of the 
calculation domain. 

The concentration of droplets over a specified size range is 
calculated by accumulating the time these droplets spend in 
each cell. The accumulated time, divided by the total time that 
the source is on, divided by the volume of the cell is a measure 
of the droplet concentration. The droplet volume concentration 
(droplet volume, per unit volume, per radius increment) in each 
cell is then computed from 

dV(r) _ 4 xr 3 
dr 3 VTAr • At (36) 

In breaking down the specific humi. 'dity in this fashion the 
source/sink functions become solely a function of droplet 
evaporation/condensation. The interaction between the 
evaporating droplets and the scalar fields is then simulated by 
releasing all the droplets produced during a given period of 
time and accumulating the sensible heat and moisture they 
consume or release in each cell. The functions used in this 

model are given as 

S• = - 4r• • rka•)t(ra_ rs)a t (38) 
VT 

4xpp 2dr Sq = -• • r -- At (39) VTPa dt 

where the surmnation is over all droplets in each cell, pp is the 
density of the droplet, fn is the ventilation coefficient for heat 
diffusion [Beard and Pruppacher, 1971 ], k a is the thermal 
conductivity of air, and T• and T• are the air and droplet 
surface temperatures, respectively. 

The evaporation rate, dr/dt, is determined using the function 
given by Beard and Pruppacher [1971] using modification 
proposed by Andreas [ 1989] for curvature effects, while the 
droplet surface temperature is governed by the functions 
described in part 1. The droplet surface temperature is 
assigned the value of the water surface at the time of its release. 
Initialized in this way, Gwaihir explicitly models the initial 
transfer of sensible heat from droplet to air when the sea 
surface temperature exceeds the air temperature (unstable 
conditions) as described by Andreas et al. [1995], as well as 
the eventual cooling (heating) of the atmosphere due to 
evaporation (condensati on). 

The virtual temperature required in (4), (14), and (15) is then 
determined by considering all three sources of moisture [Stull, 
1988] 

O(x,z) - 
O(x,z) [ 1 + 0.61 q(x,z) - q(x,z) - qo(x,z)] (40) 

where the summation is for each cell over the advection time 

T, and V = •xAyAz is the volume of each cell. 
The source functions of pacpO and Q are the means by 

which the evaporating droplets interact with the fields of 
sensible heat and moisture. These functions can act as either 

a source or sink of sensible heat and moisture depending on the 
ambient conditions. Therefore Q in (6) is actually the total 
specific humidity 

Q(x,z) = q•(x,z) + qz.(x,z) (37) 

where qD is the contribution to the total specific humidity from 
the droplets; that is, it is found by integrating the droplet 
volume concentration in each cell. In practice, qL is equal to 
zero unless Q is greater than its saturation value. If super- 
saturation occurs, then q,,(x,z) is equal to qsat(X,Z) and qL(X,Z) 
is equal to Q(x,z)- qsat(X,Z). 

These additional sources of moisture are included in the 

buoyancy flux using the approach given by Stull [ 1988] 

where qv is the specific humidity due to water vapor and qL is 
the contribution due to liquid water other than the spray 
droplets (e.g., fog). Here we are assming that the fog droplets 
are small enough that they can be properly modeled by (6); that 
is, the fog droplets are small enough to be treated as passive 
scalars. On the other hand, the spray droplets are too large for 
such treatment and are instead modeled separately by the 
Lagrangian code. 

wOv : w0[1 +0.61qv-q•-qo ] 

+ O[O.61wq -wq• -wqo] 
(41) 

where we are ignoring the triple products found in its full 
derivation. The fluxes are deœmed by breaking down the 
moisture terms as described above and using 
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-wC / = Prru r a c (42) 
az 

where C = q,,,qt.,qa and we assume, following Rouault et al. 
[1991], that the turbulent Prandtl and droplet Schmidt numbers 
are equal. 

5. Gwaihir Results 

In this section we concentrate on how we have addressed 

some of the earlier model's deficiencies by combining it with 
the Eulerian code. Specifically, we examine the improvement 
between the model and measurement comparisons due to a 
more realistic simulation of the turbulent field through which 
the droplets are dispersing. Second, we demonstrate the 
improvements in our simulations due to the ability of Gwaihir 
to permit interaction between the droplets and the scalar fields. 
F'mally, we examine the extent to which the droplets modify the 
scalar fields and examine how this effect modifies the fluxes of 
sensible and latent heat. 

5.1. Influence of the Turbulent Flow Field on Droplet 
Dispersion 

In section 2.5 we demonstrated that the k-E model is capable 
of accurately simulating a 2-D developing surface layer. We 
now examine how the improved simulation of the turbulent 
flow field affects the output of the Lagrangian component. In 
Figure 6, we begin our comparison between Gwaihir and the 
droplet measurements taken during the CLUSE campaign. It 
shows excellent agreement between Gwaihir (at a fetch 
corresponding to 30.5 m) and measurements for all sizes and 
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e]Tor b•s •e computed at every fff• data po•t from dV/dr x 
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Figure 7. Profiles of total liquid water content qo, calculated 
by integrating over the measured and modeled droplet spectra 
at each height. The symbols represent data measured at the 
indicated heights. The solid line represents Gwaihir results 
taken directly over the simulated source of droplets, while the 
dashed line shows the profile 1 m beyond the end of this 
source. The dash-dotted line reproduces the one-dimensional 
model results given by Edson and Fairall [1994]. The 
conditions during the run were a relative humidity of 95% and 
a nominal wind speed of 7.5 m s '•. 

heights, except for the largest droplets at 63 cm. This is 
perhaps a result of the merging of two boundary layers in the 
actual runnel, which we have not tried to model in this simula- 
tion. 

Upon close inspection of Figure 6 we see that Gwaihir is 
slightly underestimating the vertical dispersion of the larger 
droplets. The agreement between the model and measurements 
at the largest sizes could be improved by including a fractional 
constant in (32) as described above. However, its inclusion 

,. 

would worsen the agreement at smaller sizes. A more likely 
explanation for the disagreement is that we are simply pushing 
Gwaihir too far; that is, we are using a 1-D Lagrangian model 
in a 2-D flow. A better alternative is to make the Lagrangian 
portion of the code 2-D by including a correlated horizontal 
component of the droplet velocity as did Ley and Thomson 
[1983]. Additionally, the assumptions that lead to its develop- 
ment suggests that it works best in homogeneous turbulence, 
which is clearly not the case in the LBL. In fact, we expect 
Gwaihir to work better in simulations of a marine surface layer, 
where these conditions are better realized. 

Even with these minor shortcomings, Figures 7 and 8 indicate 
that we have improved the model simulations (compared with 
the results given in part 1) by simply impro-ving the simulation 
of the turbulent flow field, rather than trying to tune the 
Lagrangian model parameters. This is evident in the profiles 
of qo given in Figure 7, which is computed by approximating 
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Figure 8. Profiles of total liquid water content qo, for a 
relative humidity of 55% and a nominal wind speed of 
7.5 m s 4. The lines are as denoted in Figure 7. 

the area under the curves shown in Figures 6 and 9 in part 1 
using 

•-]( dV) AF i (43) 
where N is •e total number of radius increment bins and •e 

density units are chosen to give grams per kilogram. Figure 7 
shows •at either version of •e model gives excellent agree- 
ment with the measurements within the constant flux layer. 
Recall that the constant flux is assumed to exist throughout the 
1-D boundary layer simulated in part 1. This is the reason why 
Gwaihir gives much better agreement as we near the top of the 
boundary layer, where the momentum flux tends toward zero, 
which causes a drastic reduction in the vertical dispersion of 
the droplets. 

Figure 8 shows that Gwaihir does a better job of handling 
droplet evaporation than the 1-D model, which tended to 
overevaporate the droplets. This is due to the inclusion of 
droplet feedback mechanisms (i.e., the moistening of the near 
surface which lessens the amount of evaporation), as well as 
the general improvement of the mean profile simulations of 
temperature and moisture. In fact, this latter effect is most 
likely the cause for the improvement, for reasons given in 
section 5.2. 

5.2. Influence of Droplets on the Scalar Fields 

The first step in the simulation is to compute the turbulent 
fields of velocity, temperature, and humidity in the absence of 
droplets. Therefore the k-E model gives us an easy way to 
determine the effect of droplet evaporation on the scalar fields 
by examining the difference in the temperature and humidity 
profiles modeled with and without droplets. In Figure 9 we 
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Figure 9. Profiles of the change in the model-derived tempera- 
ture profiles due to the presence of droplets. The nominal wind 
speed was 7.5 m s '] for all runs, while the relative humidity is 
as indicated on the profiles measured at 30 m (55%, 77%, and 
95%). 

depict the difference in temperature profiles due to the presence 
of droplets. The high humidity mn in Figure 9 illustrates a 
case where the release of sensible heat from the droplets causes 
the near-surface air temperature to actually increase. This can 
be attributed to the large, positive water-air temperature 
difference and little evaporative cooling at high humidity. 
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Figure 10. Profiles of the change in the model-derived specific 
humidity profiles due to the presence of droplets. The 
nominal wind speed was 7.5 m s 4 for all runs, while the 
relative humidity is as indicated on the profiles measured at 30 
m (55% and 77%). 
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The lower-humidity runs shown in Figures 9 and 10 give the 
expected result of lower near-surface temperatures and higher 
specific humidities in the presence of droplets due to their 
evaporation. The magnitude of this change is similar to the 
results of Rouault et al. [ 1991 ], with a maximum of approxi- 
mately 0.1 øC in temperature and 0.05 g k g'• in specific 
humidity. This is a barely measurable change (in fact, the 
precision of the sensors may not be able to resolve it) and is 
smaller than the measurements shown in Figure 16 in part 1. 
As stated in part 1, we believe that this is a consequence of 
droplets wetting the "dry-bulb" thermometer resulting in an 
underestimation of the dry-bulb temperature and overestima- 
tion of the specific humidity. For this reason we believe that 
the improvement in the model's performance is most likely due 
to the inclusion of the 2-D simulation of the mean temperature 
and humidity profiles, rather than the droplet feedback mecha- 
nism. 

5.3. Influence of the Droplets on the Surface Energy 
Budget 

On the basis of the results given in section, 5.2, one might 
conclude that we should not expect droplets to have an appre- 
ciable effect on the surface energy budget. However, there are 
a number of reasons why this may not be the case for the 
marine boundary layer (MBL). For example, we have already 
shown that the intensity of uw in the LBL falls off rapidly with 
height. This decrease has a particularly adverse effect on large 
droplet dispersion as evidenced by Figures 7 and 8, where the 
majority of the potential moisture from the droplets is found 
below the highest height of 0.18 m, indicating that the largest 
droplets (which dominate the total water content) are rarely 
found above this level. This effect is also responsible for the 
reduction of the droplet concentration profile, as one moves 0.5 
m downwind of their source, due to the rapid fallout of the 
largest droplets. 

In fact, direct measurements of droplet profiles made from a 
wave follower byDe Leeuw [1986, 1987] have shown that the 
gradient over the ocean is much smaller than that measured in 
the laboratory. While the mechanisms responsible for the 
enhanced mixing remain a hotly debated topic, it has been 
postulated that the reduced gradient may be the result of wave- 
induced motions and/or spume droplet production (e.g., see the 
discussion by Wu [1990] and De Leeuw [ 1990]). These spume 
drops are generated when spray is directly tom off the wave 
crests in high-wind conditions and are addressed in section 6. 

Finally, in the CLUSE setup a droplet ejected at the tunnel 
entrance and kept aloft for the entire length of the test section 
(30 m) has approximately 4 s (at a nominal wind speed of 7.5 
m s 4) to interact with the turbulent fields of temperature and 
humidity. The work of Andreas [1990] has shown that 
droplets having an initial radius smaller than 20 pm are able 
to exchange 68% of their mass with the environment in 4 s. 
We can see the result of this exchange in Figure 10, where the 
contribution of the droplets to the moisture field increases 
significantly with fetch. However, this also means that much 
less than half of the droplet volume (found by integrating under 

the curves in Figure 6) has a chance of contributing to the 
moisture field. 

6. Marine Boundary Layer Simulation 

The above discussion is particularly relevant to open ocean 
research because we have evidence that the source of droplets 
generated at IMST is representative of high-wind conditions 
over the open ocean. This is based on the comparison between 
the CLUSE source function and the estimates of the over-ocean 

function given by Andreas [1992] shown in Figure 11, which 
attempts to include the additional source of droplets arising 
from spume drop production. Figure 11 shows that the two 
functions are comparable for wind speeds between 15 and 18 
m s '•. The review by Andreas et al. [ 1995] placed this function 
on the high end of the most probable estimates of spray droplet 
production. Therefore this function is expected to maximize 
the influence of spray droplets on the near-surface energy 
budget, although even this assumption is far from certain due 
to our lack of knowledge concerning the generation of the 
largest (spume) drops. 

In order to examine the influence of the droplets under high- 
wind conditions in the MBL, we conducted two separate 
simulations of a fully developed atmospheric surface layer 
using the Andreas [1992] source function. In both simulations 
we initialize Gwaihir with a constant flux layer using a 10-m 
wind speed U10 of 18 m s '•, an air temperature of 20øC, a 
water temperature of 22 øC, and a relative humidity of 80%. 
Periodic boundary conditions are used to allow the droplets to 
i•0eract with the turbulent fields as long as they are airbome. 
The velocity is fixed at the upper boundary, while the tempera- 
ture and humidity values are allowed to adjust so that the flux 
remains constant across the upper boundary. These conditions 
are specifically chosen for comparison with the analytical 
model results given by Andreas et al. [ 1995]. 
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Figure 11. A comparison of the Gwaihir source function with 
the parameterization of the over ocean source function given by 
Andreas [1992]. 
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Figure 12. The model-derived sensible heat fluxes computed 
in the absence and presence of droplets released at two 
difference locations. The conditions during the mn were a 
wind speed of 18 m s '] and air temperature of 20øC at 10 m, a 
water temperature of 22 ø C, and a relative humidity of 80%. 

The current version of Gwaihir does not attempt to directly 
model the influence of waves. However, we believe we can 
place some quantitative limits on the role they play in droplet 
dispersion and evaporative processes through the height at 
which we release the droplets. In the first simulation we 
release the droplets at their ejection height, while in the second 
simulation we release the droplets at the significant wave 
height determined by 

A•/• = 0.015 U•o (44) 

The latter is intended to simulate a situation where the spmne 
droplets are sheared off the wave crests and immediately find 
themselves at a considerable distance from the mean surface. 

Andreas [1992] has argued that A m (WP)-] is an appropriate 
timescale in his model, both because of the spume droplet 
effect and because it serves as a means to parameterize the 
increase of turbulence intensity with wind speed. However, 
because turbulent dispersion is already included in our model, 
we expect this simulation to give a best case scenario for 
droplet dispersion. This simulation should therefore approxi- 
mate the upper bound on the possible droplet influence under 
these conditions. The release of the droplets from their ejection 
height is far less favorable for droplet dispersion and is 
expected to place a lower bound on the interactive processes 
for this particular source function. 

The droplet's influence on the latent and sensible heat fluxes 
for the two runs are shown in Figures 12 and 13, where the 
fluxes are calculated from (9) and (10). The change to the 
mean humidity and temperature profiles are also shown in 
Figures 14 and 15 for comparison with the LBL results. 
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Figure 13. The model-derived latent heat fluxes computed in 
the absence and presence of droplets released at two difference 
locations. The conditions during the run are as in Figure 12. 

Figures 12 through 15 show that the influence of droplet 
evaporation on the mean profiles and surface heat fluxes is 
strongly affected by the height at which the droplets are 
released. 

The droplets released at their ejection height have a minimal 
impact on the latent and sensible heat fluxes and produce 
changes to the mean profiles that differ only slightly from the 
laboratory results. However, the droplets released at the wave 

I 

._ 

• - 

-1 

10 - 
. 

!o 
-El. 4El 

I•ave He i ght 
\j 

Ejection Height \ 

x 

\ 
\ 
\ 
' I I 

T - T ß 

, I 

El. ElEl El. 

RH' 80Z 

2.0øC 

El. 4El 

Temperature Change (øC) 
Figure 14. Profiles of the change in the model-derived 
temperature profiles due to the presence of droplets in our 
marine boundary layer (MBL) simulation. The conditions 
during the run were a relative humidity of 80% and a 10-m 
wind speed of 18 m s 4. 
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Figure 15. Profiles of the change in the model-derived specific 
humidity profiles due to the presence of droplets in our MBL 
simulation. The conditions during the run were a relative 
humidity of 80% and a 10-m wind speed of 18 rn s '•. 

height (4.86 m in this simulation) significantly increase an 
already substantial latent heat flux by 20% at the top of model 
domain. The relatively weaker sensible heat flux is decreased 
by more than 100%. These finding agree very well with the 
results of Andreas et al. [1995], which found that the total 
droplet generated heat flux was roughly 30% of the interfacial 
(bulk) flux. 

An interesting feature of these profiles is the apparent 
asymmetry of the droplet feedback effects described in part 1 
and by Andreas et al. [1995]. These effects act to reduce the 
latent heat flux near the surface and increase it above. Fairall 

et al. [1995] hypothesized that this feedback could be included 
in the model of Andreas [1992] by assuming that only a 
fraction of the total droplet generated heat fluxes appears above 
the droplet evaporation layer. The asynmaetry shown in 
Figures 12 and 13 suggests that this fraction is greater than the 
50% used by Fairall et al. [ 1995]. 

7. Conclusions 

In this paper we have shown that the Lagrangian model 
simulations given in part 1 have been even further improved by 
simply improving the simulation of the turbulent fields through 
which the droplets are dispersed. In the field, where it is 
difficult to measure even mean profiles near the surface, we can 
use the k-E model to provide the required Lagrangian model 
parameters using measurements from the surface and at some 
reference height to initialize the Eulerian model. The droplet 
model can then be used to examine the influence of the droplet 
evaporation and sensible heat release on the surface energy 
budget using a variety of wind-dependent source functions once 
reliable field-based source function estimates are available. 

Alternatively, Gwaihir could be used with the few near- 
surface profile measurements that are available to estimate the 
source function. This would be accomplished by adjusting the 
model source function until the modeled profiles match the 
measurements. The major problem with this approach is our 
lack of knowledge of how spume drops are produced over the 
ocean. This leads to a great deal of uncertainty in how to 
parameterize their production in numerical models. However, 
current research efforts focusing on spume drop production 
should improve these parameterizations in the near future. 

Our results indicate that an increase in turbulence intensity 
due to high winds does not significantly increase the effect that 
evaporating jet droplets have on the scalar fields of temperature 
and humidity. The principal reason for this is that the turbu- 
lence is still not strong enough at the droplet's ejection height 
to overcome the fall velocity of the largest droplets. However, 
the potential for substantial modification of the surface heat 
fluxes exists if the presence of waves acts to eject the droplets 
higher, permitting the larger droplets to remain aloft for longer 
periods of time. Therefore we need to gain a better understand- 
ing of how the droplets are generated at high wind speeds (i.e., 
as spume and/or jet drops), as well as how the waves affect the 
dispersion of these droplets once airborne. 

An initial attempt to study the waves effect has been reported 
by Andreas et al. [1995] using modifications to the model 
described in part 1. Although the relevance of these results as 
limited by the simplified flow field used to model the wave- 
induced velocity perturbations, these results clearly indicated 
that the presence of waves significantly increases the amount of 
vertical dispersion. Therefore the logical next step in the 
development of Gwaihir is to adapt it more fully to over-ocean 
conditions by introducing a wavy lower surface and using the k-E 
model to simulate the flow field. We expect to produce a more 
accurate simulation of the flow over waves by using an 
approach similar to the modeling work of Gent and Taylor 
[1976]. 

Gwaihir will also have to determine a way to simulate the 
release of spume droplets if we wish to accurately model the 
effect of spray droplets under high-wind conditions. This might 
involve testing proposed source functions of spume droplets 
and releasing these droplets only at the wave crests. Of course, 
the inclusion of these droplets leads to a number of yet unre- 
solved questions about their generation, such as the appearance 
of flow separation over breaking waves. However, we will 
leave those topics for future discussion. 

Finally, the effects introduced by modeling droplets com- 
posed of seawater, rather than fresh water, would have to be 
included. This would primarily involve changes to the equa- 
tions governing evaporation rate and determination of how to 
deal with the residual sea-salt droplet that remains behind after 
evaporation. Such droplets could have long residence times 
and are of importance in processes involving cloud physics and 
atmospheric optics. 
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