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#### Abstract

The aim of this paper is to propose efficient weak coupling formulations between the boundary element method and the high-order finite element method for solving time-harmonic electromagnetic scattering problems. The approach is based on the use of a non-overlapping domain decomposition method involving optimal transmission operators. The associated transmission conditions are constructed through a localization process based on complex rational Padé approximants of the nonlocal Magnetic-to-Electric operators. Numerical results are presented to validate and analyze the new approach for both homogeneous and inhomogeneous scatterers.
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## 1. Introduction

The time-harmonic Maxwell equations, which describe the propagation of electromagnetic waves, are essential for a wide range of technological applications as e.g. in antenna and radar design. Numerically solving three-dimensional time-harmonic electromagnetic scattering problems is known to be challenging since it leads to the discretization of a system of partial differential equations set in an unbounded domain. In addition, in the high frequency regime, i.e. when the wavelength $\lambda$ is small compared to the characteristic size of the scatterer, very fine discretization grids are required to capture the highly oscillatory wave field solution, leading to a huge number of degrees of freedom and associated large size linear systems to solve.

Various approaches can be used to numerically solve time-harmonic electromagnetic scattering problems by a bounded dielectric and inhomogeneous object placed in a homogeneous domain which extends to infinity. Among the most widely used, we can mention the Finite Element Method (FEM) with an Absorbing/Artificial Boundary Condition (ABC) [23] or a Perfectly Matched Layer (PML) [4, 10, 23] to bound the computational domain. This method is well-suited for tackling complex geometrical configurations and heterogeneous media. However, using the FEM for wave problems is known to suffer from the so-called pollution effect [30] related to the accumulation of phase error over the mesh. From a practical point of view, this implies that the mesh size $h$ must be adapted according to the wavenumber $k=2 \pi / \lambda$. A way to reduce the pollution error without refining the mesh is to increase the order of the shape functions involved in the FEM. In addition, solving the large size complex-valued and possibly indefinite linear system associated to the FEM approach, especially in the high-frequency regime, remains computationally challenging. To this end, specifically designed efficient and robust solvers are needed $[1,14,16,17,18,32,33,35,41]$. To avoid the treatment of the exterior domain by the FEM, an alternative approach, called FEM-BEM coupling, consists in combining the FEM for the inhomogeneous part of the computational domain with a surface integral equation for the exterior domain, set on the boundary of the scatterer [31], and discretized by the Boundary Element Method (BEM). Although the discretization of an integral equation results in a complex-valued indefinite matrix which is fully populated and expensive to store and solve, advanced compression algorithms like the Fast Multipole Method (FMM) [26] or Hierarchical Matrices (H-Matrices) [7, 20] remedy these drawbacks. A FEM-BEM coupling therefore combines the advantages of both methods.

Standard FEM-BEM techniques consist in combining a surface integral equation for the exterior domain and a volume variational formulation for the interior domain within a single linear systeman approach often called strong FEM-BEM coupling (see e.g. [12, 21, 22, 24, 25, 40, 44]). Such direct formulations unfortunately have some major drawbacks that limit their application for solving highfrequency problems. First, strongly coupled methods yield very large size indefinite complex-valued linear systems defined by a matrix with has both sparse and dense parts. Such linear systems are
generally difficult to solve and not adapted to compression algorithms for the nonlocal integral part. Moreover, it is not possible to combine two pre-existing efficient solvers, i.e. one FEM solver for the interior domain and one BEM solver for the exterior domain, to construct a global optimized solver for the coupled formulation. To remedy these drawbacks, alternative weak FEM-BEM couplings were recently introduced for the three-dimensional Helmholtz equation that arises in acoustics [3, 6, 9] and for the time-harmonic Maxwell's equations [41]. Non-conformal weak FEM-BEM couplings have also been proposed [32, 43] (e.g. independently generated meshes for different parts of the problem under analysis) but may introduce additional approximation errors. The weak FEMBEM approach can be interpreted as an optimized Schwarz domain decomposition method (DDM) iterating between the bounded scatterer and the exterior complementary domain until a global convergence criterion is reached. One of the strengths of the weak FEM-BEM approach is that using two pre-existing optimized solvers, one for the BEM and one for the FEM, is direct. Therefore, in the context of an industrial collaboration, using two independently developed solvers could be a considerable advantage. Indeed, for each interior/exterior electromagnetic subproblem, different partners (e.g. aircraft/antenna designers) can exchange minimal information at the transmitting boundary between the two subdomains to solve the global electromagnetic problem without sharing their simulation codes and the details of the models.

To design an efficient weak FEM-BEM coupling, it is crucial to consider a fast converging Schwarz DDM algorithm. For wave propagation problems, and most particularly in the highfrequency regime, the key computational ingredient in the implementation of an efficient and robust converging DDM is to design well-suited transmission conditions between the interfaces of the subdomains. In electromagnetism, the optimal transmission condition is defined through the Magnetic-to-Electric (MtE) map that links the magnetic and the electric surface currents at the interface of the subdomains [8]. From a computational point of view, the numerical evaluation of this operator is nevertheless costly since the MtE operator is a nonlocal pseudodifferential operator. This is the reason why Schwarz DDM with optimized local transmitting boundary conditions were proposed in the literature $[1,13,14,16,17,35]$. In the context of the weak FEM-BEM coupling, it was shown in $[8,9]$ that a fast convergence can be expected when using the Padé expansion of a square-root operator which approximates the nonlocal Dirichlet-to-Neumann (DtN) operator, where the DtN map plays the role of the MtE operator but for acoustics. The aim of the paper is to present the extension and some improvements of the weak FEM-BEM coupling method to the electromagnetic scattering problem by an inhomogeneous scatterer by using high-order finite element methods. This new weak FEM-BEM coupling formulation is shown to exhibit a convergence rate that is only slightly dependent on the wavenumber $k$, the mesh refinement $h$ and the contrast between the two subdomains. Note that for homogeneous obstacles one can use a weak BEM-BEM coupling formulation.

The article is organized as follows. Section 2 describes the electromagnetic transmissionscattering problem. In Section 3, we present the weak coupling approach. Section 4 is devoted to the construction of approximate nonlocal MtE surface operators. Section 5 provides the formulations for solving the weak coupling and associated subproblems. Section 6 details the finite element implementation of the weak coupling. Numerical results for three-dimensional electromagnetic scattering problems by homogeneous and inhomogeneous obstacles are presented in Section 7. We finally conclude in Section 8.

## 2. The electromagnetic transmission-scattering problem

Let $\Omega_{-}$be a bounded scatterer in $\mathbb{R}^{3}$ with smooth closed boundary $\Gamma:=\partial \Omega_{-}$. The exterior unbounded domain of propagation is defined by $\Omega_{+}:=\mathbb{R}^{3} \backslash \overline{\Omega_{-}}$. We consider an incident electromagnetic plane wave $\left(\mathbf{E}_{\mathbf{i n c}} ; \mathbf{H}_{\mathbf{i n c}}\right)$ propagating in the unbounded domain $\Omega_{+}$and satisfying the exterior time-harmonic Maxwell's equations

$$
\left\{\begin{array}{ll}
\operatorname{curl} \mathbf{E}_{\text {inc }}-\iota k_{+} \mathcal{Z}_{+} \mathbf{H}_{\mathbf{i n c}} & =0 \\
\operatorname{curl} \mathbf{H}_{\mathbf{i n c}}+\iota k_{+} \mathcal{Z}_{+}^{-1} \mathbf{E}_{\text {inc }} & =0
\end{array} \text { in } \Omega_{+} .\right.
$$

The object generates an outgoing scattered wave $\left(\mathbf{E}_{\mathbf{s c}} ; \mathbf{H}_{\text {sc }}\right)$. Let us define $\left(\mathbf{E}_{+} ; \mathbf{H}_{+}\right)=\left(\mathbf{E}_{\mathbf{i n c}} ; \mathbf{H}_{\mathbf{i n c}}\right)+$ $\left(\mathbf{E}_{\mathbf{s c}} ; \mathbf{H}_{\mathbf{s c}}\right)$ as the total electromagnetic field in the exterior domain $\Omega_{+}$. Then, our goal is to solve the following boundary-value problem: find the wave field $\mathbf{E} \in \mathbf{H}\left(\mathbf{c u r l}, \Omega_{-}\right) \cup \mathbf{H}_{\text {loc }}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right)^{1}$ solution of the following electromagnetic transmission-scattering problem

$$
\begin{align*}
\operatorname{curl}\left(\frac{1}{k_{-} \mathcal{Z}_{-}} \operatorname{curl} \mathbf{E}\right)-k_{-} \mathcal{Z}_{-}^{-1} \mathbf{E} & =\mathbf{0}, \text { in } \Omega_{-},  \tag{2.1a}\\
\operatorname{curl} \operatorname{curl} \mathbf{E}-k_{+}^{2} \mathbf{E} & =\mathbf{0}, \text { in } \Omega_{+},  \tag{2.1b}\\
\frac{1}{\iota k_{+}} \operatorname{curl} \mathbf{E}_{\mathbf{s c}} \times \frac{\mathbf{x}}{\|\mathbf{x}\|}-\mathbf{E}_{\mathbf{s c}} & =\underset{r \rightarrow+\infty}{\mathcal{O}}\left(r^{-2}\right),  \tag{2.1c}\\
\boldsymbol{\gamma}_{t}^{-} \mathbf{E} & =\boldsymbol{\gamma}_{t}^{+} \mathbf{E}, \text { on } \Gamma,  \tag{2.1d}\\
\gamma_{t}^{-}\left(\frac{1}{k_{-} \mathcal{Z}_{-}} \operatorname{curl} \mathbf{E}\right) & =\frac{1}{k_{+} \mathcal{Z}_{+}} \boldsymbol{\gamma}_{t}^{+}(\operatorname{curl} \mathbf{E}), \text { on } \Gamma . \tag{2.1e}
\end{align*}
$$

In the above equations, $k_{ \pm}:=\omega \sqrt{\varepsilon_{ \pm} \mu_{ \pm}}$and $\mathcal{Z}_{ \pm}:=\sqrt{\frac{\mu_{ \pm}}{\varepsilon_{ \pm}}}$denote respectively the wavenumbers and the impedances associated with $\Omega_{ \pm}$, where $\omega$ is the angular frequency, and $\varepsilon_{ \pm}$and $\mu_{ \pm}$stand for the permittivities and permeabilities in $\Omega_{ \pm}$. In practice, the exterior domain is made of air so that $\mathcal{Z}_{+}$corresponds to the free space impedance $\mathcal{Z}_{0}$. To include the case of heterogeneous dielectric materials, $k_{-}$and $\mathcal{Z}_{-}$can be space-dependent functions of $\mathbf{x} \in \mathbb{R}^{3}$. We introduce a contrast parameter $\delta \in \mathbb{R}$ such as, in case of homogeneous scatterers and $\mu_{+}=\mu_{-}, k_{-}=\delta k_{+}$and $\mathcal{Z}_{-}=\frac{\mathcal{Z}_{+}}{\delta}$. The curl operator of a vector field $\mathbf{u} \in \mathbb{R}^{3}$ is denoted by curl $\mathbf{u}$. The unit imaginary number is $\iota=\sqrt{-1}$. The notation $\mathbf{u} \times \mathbf{v}$ designates the cross product and $\mathbf{u} \cdot \overline{\mathbf{v}}$ the inner product between two complex valued vector fields $\mathbf{u}$ and $\mathbf{v}$ in $\mathbb{C}^{3}$, where $\overline{\mathbf{v}}$ is the complex conjugate of $\mathbf{v}$. The associated norm is $\|\mathbf{x}\|:=\sqrt{\mathbf{x} \cdot \overline{\mathbf{x}}}$. Equation (2.1c) is the Silver-Müller radiation condition at infinity with $\mathbf{x}=r \boldsymbol{\sigma} \in \mathbb{R}^{3}, r:=\|\mathbf{x}\|$ the radial coordinate and $\boldsymbol{\sigma}$ the unit radial vector. Finally, the transmission conditions (2.1d) and (2.1e) respectively express the tangential continuity of the total electric and magnetic fields through $\Gamma$. These transmission conditions involve the tangential trace operators $\gamma_{t}^{ \pm}$defined by

$$
\begin{array}{cl}
\boldsymbol{\gamma}_{t}^{ \pm}: \mathbf{H}\left(\mathbf{c u r l}, \Omega_{-}\right) \cup \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right) & \rightarrow \\
\mathbf{u} & \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) \\
& \mapsto
\end{array} \mathbf{u}_{ \pm \mid \Gamma} \times \mathbf{n},
$$

with $\mathbf{n}$ the outward-pointing unit normal vector of $\Omega_{-}$on $\Gamma$ and $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)=\left\{\mathbf{v} \in \mathbf{H}_{t}^{-\frac{1}{2}}(\Gamma)\right.$ : $\left.\operatorname{div}_{\Gamma} \mathbf{u} \in \mathrm{H}^{-\frac{1}{2}}(\Gamma)\right\}$, where the surface divergence operator $\operatorname{div}_{\Gamma}[31]$ has to be taken in the distributional sense. The space $\mathbf{H}_{t}^{-\frac{1}{2}}(\Gamma)$ designates the dual of the Hilbert space $\mathbf{H}_{t}^{\frac{1}{2}}(\Gamma)=\left\{\mathbf{u} \in \mathbf{H}^{\frac{1}{2}}(\Gamma)\right.$ :

[^1]$\mathbf{u} \cdot \mathbf{n}=0\}$. Provided that $k_{-}$and $\mathcal{Z}_{-}$are piecewise smooth and bounded away from zero everywhere in $\Omega_{-}$, the transmission-scattering problem (2.1) has a unique solution [21]. An illustration of the problem is given in Fig. 1.


Figure 1: The electromagnetic transmission-scattering problem.

## 3. The weak coupling approach

A classical way to solve (2.1) is to couple a surface integral formulation for the exterior problem and a variational volume formulation for the interior domain within a single equation, leading to a strong FEM-BEM coupling. As noted in the introduction, these methods have however several drawbacks. We therefore rather consider a weak coupling approach. This method is essentially a non-overlapping Schwarz DDM based on the following decomposition of $\mathbb{R}^{3}: \mathbb{R}^{3}=\Omega_{-} \cup \Omega_{+} \cup \Gamma$. The Schwarz DDM is solved in practice via an iterative method such as GMRES [37, 38]. The key point to get a fast converging DDM is to design optimized transmission conditions at the interface $\Gamma$. For the time-harmonic Maxwell equations, Després first proposed in [13] to use a simple impedance boundary operator to obtain a converging algorithm. Several other local transmission conditions were later derived (see e.g. [1, 13, 14, 15, 16, 17, 33, 35]). Similarly, the well-conditioned weak coupling algorithm requires the use of adapted interface conditions. In this work, we will use nonlocal MtE maps and their localization through Padé approximants [8, 17] to achieve fast convergence.

### 3.1. Reformulating the problem

The first step of the method consists in reformulating the transmission conditions (2.1d)-(2.1e). Let us introduce the following two transmission operators

$$
\begin{equation*}
\mathbf{T}_{-}: \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) \rightarrow \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right), \mathbf{T}_{+}: \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) \rightarrow \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) . \tag{3.1}
\end{equation*}
$$

Since we work with total fields, $\mathbf{T}_{ \pm}$are affine operators. We assume that $\mathbf{T}_{-}+\mathbf{T}_{+}$is injective so that the transmission conditions (2.1d)-(2.1e) are equivalent to the following transmission conditions

$$
\left\{\begin{array}{rl}
\gamma_{t}^{-} \mathbf{H}+\mathbf{T}_{-} \gamma_{t}^{-} \mathbf{E} & =\gamma_{t}^{+} \mathbf{H}+\mathbf{T}_{-} \gamma_{t}^{+} \mathbf{E}  \tag{3.2}\\
\gamma_{t}^{+} \mathbf{H}-\mathbf{T}_{+} \boldsymbol{\gamma}_{t}^{+} \mathbf{E} & =\gamma_{t}^{-} \mathbf{H}-\mathbf{T}_{+} \gamma_{t}^{-} \mathbf{E}
\end{array} .\right.
$$

DDMs are usually constructed by assuming that $\mathbf{T}_{+}=\mathbf{T}_{-}$(see e.g. [17]). Here, however, we consider that they can be different for more generality and flexibility. Then, we introduce the following trace operators

$$
\forall(\mathbf{E} ; \mathbf{H}) \in\left[\mathbf{H}\left(\mathbf{c u r l}, \Omega_{-}\right) \cup \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right)\right]^{2}, \mathbf{B}_{ \pm}(\mathbf{E} ; \mathbf{H})=\boldsymbol{\gamma}_{t}^{ \pm} \mathbf{H} \mp \mathbf{T}_{ \pm} \boldsymbol{\gamma}_{t}^{ \pm} \mathbf{E},
$$

from which we define the unknowns of the weak coupling

$$
\begin{equation*}
\mathbf{g}_{-}=\mathbf{B}_{-}(\mathbf{E} ; \mathbf{H}), \mathbf{g}_{+}=\mathbf{B}_{+}(\mathbf{E} ; \mathbf{H}) . \tag{3.3}
\end{equation*}
$$

Note that by definition of the unknowns of the weak coupling (3.3), it follows that $\mathbf{g}_{ \pm} \neq \mathbf{0}$. Finally, we still need to introduce the affine resolution operators $\mathbf{R}_{-}$and $\mathbf{R}_{+}$as: $\forall \mathbf{g} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$, $\mathbf{R}_{ \pm} \mathbf{g}=\boldsymbol{\gamma}_{t}^{ \pm} \mathbf{E}_{ \pm}$, where the fields $\left(\mathbf{E}_{-} ; \mathbf{H}_{-}\right) \in \mathbf{H}\left(\operatorname{curl}, \Omega_{-}\right)^{2}$ and $\left(\mathbf{E}_{+} ; \mathbf{H}_{+}\right) \in \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right)^{2}$ are the solutions of the respective boundary-value problems

$$
\left\{\begin{array}{l}
\operatorname{curl} \mathbf{E}_{-}-\iota k_{-} \mathcal{Z}_{-} \mathbf{H}_{-}=\mathbf{0} \text { in } \Omega_{-}  \tag{3.4}\\
\operatorname{curl} \mathbf{H}_{-}+\iota k_{-} \mathcal{Z}_{-}^{-1} \mathbf{E}_{-}=\mathbf{0} \text { in } \Omega_{-}, \\
\mathbf{B}_{-}\left(\mathbf{E}_{-} ; \mathbf{H}_{-}\right)=\mathbf{g} \text { on } \Gamma
\end{array}\right.
$$

and

$$
\left\{\begin{array}{ll}
\operatorname{curl} \mathbf{E}_{+}-\iota k_{+} \mathcal{Z}_{+} \mathbf{H}_{+} & =\mathbf{0} \text { in } \Omega_{+}  \tag{3.5}\\
\operatorname{curl} \mathbf{H}_{+}+\iota k_{+} \mathcal{Z}_{+}^{-1} \mathbf{E}_{+}=\mathbf{0} \text { in } \Omega_{+} \\
\mathcal{Z}_{+} \mathbf{H}_{\text {sc }} \times \frac{\mathbf{x}}{\|\mathbf{x}\|}-\mathbf{E}_{\text {sc }} & =\mathcal{O}_{r \rightarrow+\infty}\left(r^{-2}\right) \\
\mathbf{B}_{+}\left(\mathbf{E}_{+} ; \mathbf{H}_{+}\right)=\mathbf{g} \text { on } \Gamma &
\end{array} .\right.
$$

The subproblems (3.4) and (3.5) are associated with the DDM for the weak coupling. Their wellposedness depends on the choice of the transmission operators. We assume here that both problems (3.4) and (3.5) are well-posed so that the resolution operators are correctly defined. We can now introduce the weak coupling formulation of the transmission-scattering problem (2.1).

Proposition 3.1. The electromagnetic field $(\boldsymbol{E} ; \boldsymbol{H})$ is the solution of the transmission-scattering problem (2.1) if and only if $\boldsymbol{g}_{-}$and $\boldsymbol{g}_{+}$are solutions to

$$
\begin{equation*}
\left(I d-\mathcal{S}_{\pi}\right)\binom{g_{-}}{g_{+}}=\binom{\boldsymbol{O}}{\boldsymbol{O}} \tag{3.6}
\end{equation*}
$$

the operator $\boldsymbol{I d}-\boldsymbol{\mathcal { S }}_{\boldsymbol{\pi}}$ being defined by

$$
I d-\mathcal{S}_{\pi}=\left(\begin{array}{cc}
I d & -S_{+} \\
-S_{-} & I d
\end{array}\right),
$$

with $\boldsymbol{S}_{ \pm}=\boldsymbol{I d} \pm\left(\boldsymbol{T}_{-}+\boldsymbol{T}_{+}\right) \boldsymbol{R}_{ \pm}$.
Proof. We start by rewriting the transmission conditions (3.2) as

$$
\begin{aligned}
& \mathbf{B}_{-}(\mathbf{E}, \mathbf{H})=\mathbf{B}_{+}(\mathbf{E}, \mathbf{H})+\left(\mathbf{T}_{-}+\mathbf{T}_{+}\right) \boldsymbol{\gamma}_{t}^{+} \mathbf{E}, \\
& \mathbf{B}_{+}(\mathbf{E}, \mathbf{H})=\mathbf{B}_{-}(\mathbf{E}, \mathbf{H})-\left(\mathbf{T}_{-}+\mathbf{T}_{+}\right) \boldsymbol{\gamma}_{t}^{-} \mathbf{E} .
\end{aligned}
$$

Since the field $(\mathbf{E} ; \mathbf{H})$ is solution of (3.4) and (3.5), we deduce that

$$
\mathbf{R}_{ \pm} \mathbf{g}=\gamma_{t}^{ \pm} \mathbf{E}
$$

and obtain (3.6). Finally to prove the equivalence, it is sufficient to check that the transmission conditions (3.2) are satisfied, which can be easily proved.

In a domain decomposition setting, let us remark that an iterative Jacobi algorithm [37] for solving (3.6) involves at iteration $n+1$ the resolution of the following subproblems

$$
\left\{\begin{array}{l}
\operatorname{curl} \mathbf{E}_{-}^{n+1}-\iota k_{-} \mathcal{Z}_{-} \mathbf{H}_{-}^{n+1}=\mathbf{0} \text { in } \Omega_{-}  \tag{3.7}\\
\operatorname{curl} \mathbf{H}_{-}^{n+1}+\iota k_{-} \mathcal{Z}_{-}^{-1} \mathbf{E}_{-}^{n+1}=\mathbf{0} \text { in } \Omega_{-}, \\
\mathbf{B}_{-}\left(\mathbf{E}_{-}^{n+1} ; \mathbf{H}_{-}^{n+1}\right)=\mathbf{g}_{-}^{n}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\operatorname{curl} \mathbf{E}_{+}^{n+1}-\iota k_{+} \mathcal{Z}_{+} \mathbf{H}_{+}^{n+1}  \tag{3.8}\\
\operatorname{curl} \mathbf{H}_{+}^{n+1}+\iota \mathbf{o}_{+} \text {in } \Omega_{+} \\
\mathcal{Z}_{+} \mathbf{H}_{\mathrm{sc}}^{n+1} \times \frac{\mathbf{x}}{\|\mathrm{E}\|}-\mathbf{E}_{\mathrm{sc}}^{n+1} \\
=\mathbf{0} \\
\mathbf{B}_{+}\left(\mathbf{E}_{+}^{n+1} ; \mathbf{H}_{+}^{n+1}\right)=\mathbf{O}_{+}\left(\mathbf{O}_{+}^{n}\right. \\
\end{array}\right.
$$

and finally the updating of the interface unknowns according to

$$
\begin{equation*}
\binom{\mathbf{g}_{-}^{n+1}}{\mathbf{g}_{+}^{n+1}}=\boldsymbol{\mathcal { S }}_{\pi}\binom{\mathbf{g}_{-}^{n}}{\mathbf{g}_{+}^{n}} . \tag{3.9}
\end{equation*}
$$

This is equivalent to the following classical Schwarz algorithm

$$
\begin{cases}\operatorname{curl} \mathbf{E}^{n+1}-\iota k_{ \pm} \mathcal{Z}_{ \pm} \mathbf{H}^{n+1} & =\mathbf{0} \text { in } \Omega_{ \pm} \\ \operatorname{curl} \mathbf{H}^{n+1}+\iota k_{ \pm} \mathcal{Z}_{ \pm}^{-1} \mathbf{E}^{n+1} & =\mathbf{0} \text { in } \Omega_{ \pm} \\ \mathcal{Z}_{+} \mathbf{H}_{\mathrm{sc}}^{n+1} \times \frac{\mathbf{x}}{\|\mathbf{x}\|}-\mathbf{E}_{\mathrm{sc}}^{n+1} & ={ }_{r \rightarrow+\infty}\left(r^{-2}\right) \\ \boldsymbol{\gamma}_{t}^{-} \mathbf{H}^{n+1}+\mathbf{T}_{-} \boldsymbol{\gamma}_{t}^{-} \mathbf{E}^{n+1}=\boldsymbol{\gamma}_{t}^{+} \mathbf{H}^{n}+\mathbf{T}_{-} \boldsymbol{\gamma}_{t}^{+} \mathbf{E}^{n} & \\ \boldsymbol{\gamma}_{t}^{+} \mathbf{H}^{n+1}-\mathbf{T}_{+} \boldsymbol{\gamma}_{t}^{+} \mathbf{E}^{n+1}=\boldsymbol{\gamma}_{t}^{-} \mathbf{H}^{n}-\mathbf{T}_{+} \boldsymbol{\gamma}_{t}^{-} \mathbf{E}^{n} & \end{cases}
$$

In (3.7) and (3.8), we can interpret $\mathbf{g}_{-}^{n}$ and $\mathbf{g}_{+}^{n}$ as some exchanged information from $\Omega_{+}$to $\Omega_{-}$and from $\Omega_{-}$to $\Omega_{+}$.

### 3.2. Optimal transmission operators

The weak coupling (3.6) is not suitable for a direct resolution. Indeed, the operator $\mathbf{I d}-\mathcal{S}_{\pi}$ is defined implicitly from the resolution operators $\mathbf{R}_{+}$and $\mathbf{R}_{-}$, which correspond, at the discrete level, to solving (3.4) and (3.5), respectively. In this work, the final weak coupling linear system is solved via an iterative Krylov subspace method (GMRES) [37, 38].

The convergence of the weak coupling is fundamentally related to the choice of the transmission operators $\mathbf{T}_{ \pm}$. To this end, let us introduce the affine nonlocal MtE operators $\boldsymbol{\Lambda}_{ \pm, k_{ \pm}, \mathcal{Z}_{ \pm}}$defined by

$$
\begin{array}{cccc}
\boldsymbol{\Lambda}_{ \pm, k_{ \pm}, \mathcal{Z}_{ \pm}}: \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) & \rightarrow & \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) \\
\gamma_{t}^{ \pm} \mathbf{E} & \mapsto & \gamma_{t}^{ \pm} \mathbf{H}
\end{array}
$$

By rewriting (3.3), the MtE, transmission and resolution operators are linked by

$$
\left(\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}+\mathbf{T}_{-}\right) \mathbf{R}_{-}=\mathbf{I d}, \quad\left(\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}-\mathbf{T}_{+}\right) \mathbf{R}_{+}=\mathbf{I d}
$$

Let us now consider the following important proposition.
Proposition 3.2. The optimal choice of the transmission operators for the weak coupling (3.6) is given as

$$
\begin{equation*}
T_{-}=-\Lambda_{+, k_{+}, \mathcal{Z}_{+}} \Rightarrow S_{+}=0 \quad, \quad T_{+}=\Lambda_{-, k_{-}, \mathcal{Z}_{-}} \Rightarrow S_{-}=0 \tag{3.10}
\end{equation*}
$$

A direct consequence of this result is that $\mathbf{S}_{\pi}$ is null when using the MtE operators as transmission operators, leading to a trivial resolution of the weak coupling (3.6). In addition, if only one of the transmission operators $\mathbf{T}_{ \pm}$is optimal, i.e. one of the two conditions (3.10) holds, then the linear part of $\mathbf{S}_{\pi}$ is nilpotent and its spectrum is therefore reduced to $\{0\}$. Therefore, the linear part of $\mathbf{I d}-\mathbf{S}_{\pi}$ is characterized by an eigenvalue clustering on $(1,0)$ in the complex plane, leading to a fast convergence of the GMRES used to solve the weak coupling. The MtE operators are a priori nonlocal operators that lead to high computational costs. To get a reduced evaluation cost for the weak coupling procedure, it is highly desirable to rather consider localized approximations of the MtE operators. Such accurate representations are available in the literature for the exterior MtE operator $\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}$(see Section 4). This can be understood by the fact that the solution to the exterior problem is spatially localized at least for convex domains, in particular in the high-frequency regime, where constructive methods are then possible. Therefore, it is reasonable to get access to an accurate computation of $\mathbf{T}_{-}=-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}$, which then leads to an almost nilpotent linear part of $\mathbf{S}_{\pi}$. Building an accurate approximation of $\mathbf{T}_{+}=\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}$is more difficult, and can even be impossible by localized operators due to the presence of multiply bouncing internal waves in $\Omega_{-}$ corresponding to complex nonlocal interactions. Since we can get an accurate representation of $\mathbf{T}_{-}$ and almost a nilpotent linear part of $\mathbf{S}_{\pi}$, a rough approximation of $\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}$to get $\mathbf{T}_{+}$, e.g. by a constant, may seem to be sufficient. However, this can sometimes not be the case as it was observed in [9] for the acoustic case and here for the electromagnetic case (see Section 7) where an increase of GMRES iterations can be observed at some specific frequencies, while leading nevertheless to a converging weak coupling procedure with a correct solution. This drawback is accentuated when the contrast between the exterior and interior domains is high. An alternative choice that appears first as less natural for a two domain decomposition is to rather extend in a fictive way the exterior problem into $\Omega_{-}$by setting $\mathbf{T}_{+}=-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}=\mathbf{T}_{-}$. This leads to improved convergence at these specific frequencies, even with a rough approximation of $\mathbf{T}_{+}$by a constant (and then $\mathbf{T}_{+} \neq \mathbf{T}_{-}$ when localized). We will see in Section 7 that this improvement is important most particularly for the high contrast case.

Finally, let us remark that an alternative choice of the operators $\mathbf{T}_{ \pm}$could have been made to optimize the resolution of the subproblems (3.4) and (3.5), e.g. to get well-conditioned integral equation formulations [8]. These optimal operators are different from those of the weak coupling. Since our main objective is to precondition the weak coupling (3.6), we only consider here the adapted transmission operators (3.10).

## 4. Approximations of the MtE maps

The MtE operators $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}$ are usually not available for a general shape $\Gamma$. Let us note that for a magnetic current $\mathbf{m}$, we can write $\mathbf{m}=\widetilde{\mathbf{m}}+\mathbf{m}_{\mathbf{i n c}}$ where $\mathbf{m}_{\mathbf{i n c}}$ is the contribution of the incident field ( $\mathbf{m}_{\mathbf{i n c}}=\mathbf{0}$ if there is none) and $\widetilde{\mathbf{m}}=\mathbf{m}-\mathbf{m}_{\mathbf{i n c}}$. In the following, we propose to decompose the affine operators $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}$ such that $\forall \mathbf{m}, \boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}(\mathbf{m})=\widetilde{\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}}(\widetilde{\mathbf{m}})+\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\text {inc }}$ where $\widetilde{\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}}$ are linear operators and $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{inc}}=\widetilde{\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}}\left(\mathbf{m}_{\mathbf{i n c}}\right)$ (for the contribution of the incident field).

### 4.1. Nonlocal approximations of the linear part of the MtE operators

Let us assume that $\Gamma$ is a general smooth convex surface. Based on microlocal analysis [15], we can build the following nonlocal surface approximations $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}}$ of $\widetilde{\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}}$

$$
\begin{equation*}
\mathbf{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}}=\mp \frac{1}{\mathcal{Z}}\left(\mathbf{I d}+\nabla_{\Gamma}\left(\frac{1}{k_{\epsilon}^{2}} \operatorname{div}_{\Gamma}\right)-\operatorname{curl}_{\Gamma}\left(\frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma}\right)\right)^{-\frac{1}{2}}\left(\mathbf{I d}-\operatorname{curl}_{\Gamma}\left(\frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma}\right)\right)(\mathbf{I d} \times \mathbf{n}), \tag{4.1}
\end{equation*}
$$

with $k_{\epsilon}=k+\iota \epsilon$. The accuracy of (4.1) used as an OSRC [15] depends crucially on the choice of the regularization parameter $\epsilon$. A well-suited value is $\epsilon=0.39 k^{\frac{1}{3}} \mathcal{H}^{\frac{2}{3}}$, with $\mathcal{H}$ the local mean curvature. Since the operators $\Lambda_{ \pm, k_{ \pm}, \mathcal{Z}_{ \pm}}^{\mathrm{sq}}$ are used as preconditioners for the weak coupling procedure, we can simplify this expression by replacing $\mathcal{H}$ by the inverse of the radius of the circumscribed sphere to $\Omega_{-}$. The operators $\nabla_{\Gamma}, \operatorname{curl}_{\Gamma}$ and curl ${ }_{\Gamma}$ designate the surface gradient, the vector and scalar surface curl operators [31], respectively. If $k$ and $\mathcal{Z}$ are space-dependent functions, we will formally extend (4.1) which can be justified thanks to the theory of pseudodifferential operators and the associated microlocal analysis techniques (see e.g. some examples in [27] for scalar wave equation). It is worth noting that the theory of pseudodifferential operators is developed by assuming that the surface is smooth. By weakening the regularity, for example near a corner, the approximations (4.1) may lose some accuracy since they are not rigorously valid. However, again because they numerically act as preconditioners for the weak coupling algorithms, this has a limited impact in the global convergence of the iterative scheme (e.g. GMRES). It would however be very interesting to improve the convergence of the current method by carefully including the corner effects [29].

In practice, $\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}}$ provides a suitable approximation of $\widetilde{\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}}$, and then the linear part of $\mathbf{T}_{-}$for the weak coupling, in particular for large wavenumbers $k_{+}$. However, since $\widehat{\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}}$is usually a strongly nonlocal operator, its approximation by $\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{\mathrm{sq}}$ is relatively limited. For $k_{-}$ and $\mathcal{Z}_{-}$constant, a possible alternative would be to use an integral approximation (see e.g. Section 5.3 .3 , pages $133-134$ in [8]). However, this choice may appear as costly in practice. Since we are already considering a suitable approximation of $\mathbf{T}_{-}$, as mentioned before, a rough approximation of $\mathbf{T}_{+}$is however sufficient because the linear part of $\mathbf{S}_{\pi}$ is almost nilpotent. We will see in Section 7 that an approximation of the linear part of $\mathbf{T}_{+}$by a brute force approximation of $-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}}$ based on a constant leads to very satisfactory convergence results.

### 4.2. Localization of the linear part of the MtE operators

The approximations (4.1) involve nonlocal pseudodifferential operators that are computationally expensive to evaluate directly and lead to full discrete matrix representations (when they can be computed). A practical approach is to further use localized approximations of the inverse squareroot symbol. The simplest approximation of $\boldsymbol{\Lambda}_{+, k, \mathcal{Z}}^{\mathrm{sq}}$ and $\boldsymbol{\Lambda}_{-, k, \mathcal{Z}}^{\mathrm{sq}}$ is to use a Taylor expansion in $1 / k$ truncated at the zeroth-order term following

$$
\begin{equation*}
\Lambda_{ \pm, k, \mathcal{Z}}^{0}=\mp \frac{1}{\mathcal{Z}}(\mathbf{I} \mathbf{d} \times \mathbf{n}) \tag{4.2}
\end{equation*}
$$

More accurate local approximations of $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}}$, leading to Padé-localized square-root approximations that we denote by $\Lambda_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}, N_{p}, \theta_{p}}$, were proposed in [15]. To this end, let us introduce the rational Padé approximation of order $N_{p}$ of the square-root function [28], with $\theta_{p}$-rotation of the branch-cut: $\forall z \in \mathbb{C}, \mathcal{R}(z)>-1, \forall j \in\left\{1 ; \ldots ; N_{p}\right\}, z \neq-B_{j}^{-1}$,

$$
\begin{equation*}
(1+z)^{\frac{1}{2}} \approx e^{\iota \frac{\theta_{p}}{2}} R_{N_{p}}\left((1+z) e^{-\iota \theta_{p}}-1\right)=C_{0}+\sum_{\ell=1}^{N_{p}} \frac{A_{\ell} z}{1+B_{\ell} z} \tag{4.3}
\end{equation*}
$$

where $R_{N_{p}}$ is the usual real-valued Padé approximation of order $N_{p}$

$$
R_{N_{p}}=1+\sum_{\ell=1}^{N_{p}} \frac{a_{\ell} z}{1+b_{\ell} z} \text { with } a_{\ell}=\frac{2}{2 N_{p}+1} \sin ^{2}\left(\frac{\ell \pi}{2 N_{p}+1}\right) \text { and } b_{\ell}=\cos ^{2}\left(\frac{\ell \pi}{2 N_{p}+1}\right)
$$

The angle of rotation $\theta_{p}$ is a free parameter that is fixed for the numerical simulations and

$$
C_{0}=e^{\ell \frac{\theta_{p}}{2}} R_{N_{p}}\left(e^{-\iota \theta_{p}}-1\right), A_{\ell}=\frac{e^{-\iota \frac{\theta_{p}}{2}} a_{\ell}}{\left(1+b_{\ell}\left(e^{-\iota \theta}-1\right)\right)^{2}}, B_{\ell}=\frac{e^{-\iota \theta_{p}} b_{\ell}}{1+b_{\ell}\left(e^{-\iota \theta}-1\right)} .
$$

Formally, considering that $\mathcal{J}=\nabla_{\Gamma}\left(\frac{1}{k_{\epsilon}^{2}} \operatorname{div}_{\Gamma}\right)-\operatorname{curl}_{\Gamma}\left(\frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma}\right)$, the Padé approximation (4.3) leads to the following approximate linear operators $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}, N_{p}, \theta_{p}}$ of $\boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}}$

$$
\begin{equation*}
\Lambda_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}, N_{p}, \theta_{p}}=\mp \frac{1}{\mathcal{Z}}\left(C_{0} \mathbf{I d}+\sum_{\ell=1}^{N_{p}} A_{\ell} \mathcal{J}\left(\mathbf{I d}+B_{\ell} \mathcal{J}\right)^{-\mathbf{1}}\right)^{-1}\left(\mathbf{I d}-\operatorname{curl}_{\Gamma}\left(\frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma}\right)\right)(\mathbf{I d} \times \mathbf{n}) \tag{4.4}
\end{equation*}
$$

Since the operators (4.4) are expressed thanks to local and inverse of local surface operators, the implementation of $\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}, N_{p}, \theta_{p}}$ can be realized locally by introducing some auxiliary surface fields (see Section 5.2). This is an important point since only complex-valued sparse matrices appear at the discrete level in the weak coupling procedure when using $-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}, N_{p}, \theta_{p}}$ to approximate $-\widetilde{\boldsymbol{\Lambda}_{+, k_{+}}, \mathcal{Z}_{+}}$. This results in an additional low memory storage as well as an efficient implementation when applying this approximate linear operator.

Since $\mathbf{T}_{-}$is accurately evaluated, we can consider a simple approximation for $\mathbf{T}_{+}$. In particular, it was shown in [8] that, in the high-frequency regime, the convergence properties are very similar when using Padé-type or low-order approximations of the linear part of $\mathbf{T}_{+}$. Therefore, we restrict our study to the zeroth-order approximations (4.2) for the linear part of $\mathbf{T}_{+}$. In addition, choosing $\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0}$ appears as natural. However, it was shown in the acoustic case [8] that the number of GMRES iterations can still be high at some frequencies, which is amplified for high contrast situations. For this reason, we also propose to consider the alternative choice $\boldsymbol{\Lambda}_{-, k_{+}, \mathcal{Z}_{+}}^{0}$ which provides an improved convergence rate as validated in Section 7.

## 5. Formulations for solving the weak coupling and associated subproblems

We now present the weak coupling formulations. For the interior problem (3.4), we use a variational volume formulation which is more adapted to simulate non homogeneous materials when discretized by high-order finite elements. A boundary element method is considered for the exterior problem (3.5). To this end, we first recall some basic results about the integral representation for Maxwell's equations.

### 5.1. Basics on integral representation

Let us consider a wavenumber $k \in \mathbb{R}_{+}^{*}$ and an impedance $\mathcal{Z} \in \mathbb{R}_{+}^{*}$. We denote by $G_{k}$ the three-dimensional Green's function defined by

$$
\forall \mathbf{x} \in \mathbb{R}^{3} \backslash\{\mathbf{0}\}, \quad G_{k}(\mathbf{x})=\frac{e^{\iota k\|\mathbf{x}\|}}{4 \pi\|\mathbf{x}\|}
$$

The electric and magnetic field potential operators are respectively given by $\forall \mathbf{j} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$, and $\forall \mathbf{x} \in \mathbb{R}^{3} \backslash \Gamma$,

$$
\mathcal{T}_{k} \mathbf{j}(\mathbf{x})=\int_{\Gamma} G_{k}(\mathbf{x}-\mathbf{y}) \mathbf{j}(\mathbf{y}) d \mathbf{y}+\frac{1}{k^{2}} \boldsymbol{\nabla} \int_{\Gamma} G_{k}(\mathbf{x}-\mathbf{y}) \operatorname{div}_{\Gamma} \mathbf{j}(\mathbf{y}) d \mathbf{y}
$$

and

$$
\mathcal{K}_{k} \mathbf{j}(\mathbf{x})=-\operatorname{curl} \int_{\Gamma} G_{k}(\mathbf{x}-\mathbf{y}) \mathbf{j}(\mathbf{y}) d \mathbf{y} .
$$

Taking the traces of $\boldsymbol{T}_{k} \mathbf{j}$ and $\mathcal{K}_{k} \mathbf{j}$ on $\Gamma$ and introducing the electric boundary operator: $\forall \mathbf{j} \in$ $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$, and $\forall \mathbf{x} \in \Gamma$,

$$
\mathbf{T}_{k} \mathbf{j}(\mathbf{x})=\int_{\Gamma} G_{k}(\mathbf{x}-\mathbf{y}) \mathbf{j}(\mathbf{y}) d \mathbf{y} \times \mathbf{n}(\mathbf{x})+\frac{1}{k^{2}} \boldsymbol{\nabla} \int_{\Gamma} G_{k}(\mathbf{x}-\mathbf{y}) \operatorname{div}_{\Gamma} \mathbf{j}(\mathbf{y}) d \mathbf{y} \times \mathbf{n}(\mathbf{x})
$$

and the magnetic boundary operator: $\forall \mathbf{j} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ and $\forall \mathbf{x} \in \Gamma$,

$$
\mathbf{K}_{k} \mathbf{j}(\mathbf{x})=\int_{\Gamma} \boldsymbol{\nabla}_{\mathbf{y}} G_{k}(\mathbf{x}-\mathbf{y}) \times \mathbf{j}(\mathbf{y}) d \mathbf{y} \times \mathbf{n}(\mathbf{x}),
$$

we obtain the following results.
Proposition 5.1. We have the trace relations:

$$
\boldsymbol{\gamma}_{t}^{-} \boldsymbol{\mathcal { T }}_{k}=\boldsymbol{T}_{k} \quad, \quad \boldsymbol{\gamma}_{t}^{+} \boldsymbol{\mathcal { T }}_{k}=\boldsymbol{T}_{k} \quad, \quad \boldsymbol{\gamma}_{t}^{-} \mathcal{K}_{k}=-\frac{1}{2} \boldsymbol{I} \boldsymbol{d}+\boldsymbol{K}_{k} \quad, \quad \gamma_{t}^{+} \mathcal{K}_{k}=\frac{1}{2} \boldsymbol{I} \boldsymbol{d}+\boldsymbol{K}_{k} .
$$

To derive well-posed integral equation formulations, we need to introduce the integral representation for Maxwell's equations [11, 31].

Proposition 5.2. Introducing the so-called jump relations across $\Gamma$

$$
\left[\boldsymbol{\gamma}_{t} \boldsymbol{E}\right]:=\boldsymbol{\gamma}_{t}^{-} \boldsymbol{E}-\boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}_{s c} \text { and }\left[\boldsymbol{\gamma}_{t} \boldsymbol{H}\right]:=\boldsymbol{\gamma}_{t}^{-} \boldsymbol{H}-\boldsymbol{\gamma}_{t}^{+} \boldsymbol{H}_{s c}
$$

and assuming that $\Omega_{-}$is a homogeneous domain, we then have the following integral representation

$$
\left\{\begin{array}{l}
\boldsymbol{E}=\boldsymbol{E}_{\text {inc }}+\iota k \mathcal{Z} \boldsymbol{\mathcal { T }}_{k}\left[\gamma_{t} \boldsymbol{H}\right]-\mathcal{K}_{k}\left[\gamma_{t} \boldsymbol{E}\right]  \tag{5.1}\\
\boldsymbol{H}=\boldsymbol{H}_{\text {inc }}-\mathcal{K}_{k}\left[\gamma_{t} \boldsymbol{H}\right]-\iota k \mathcal{Z}^{-1} \boldsymbol{\mathcal { T }}_{k}\left[\gamma_{t} \boldsymbol{E}\right] \quad \text { in } \Omega_{-} \cup \Omega_{+}, .
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
\boldsymbol{E}_{i n c}=\boldsymbol{0} \\
\boldsymbol{H}_{i n c}=\boldsymbol{0}
\end{array} \text { in } \Omega_{-} .\right.
$$

Once the jump relations are known or estimated on $\Gamma$, the representation formulae (5.1) can be used to find the solutions in $\Omega_{+}$and in a homogeneous interior domain $\Omega_{-}$.

### 5.2. Formulations for solving the weak coupling and the exterior/interior subproblems

Several possible combinations of functional spaces can be considered for $\mathbf{g}_{ \pm}$:

$$
\begin{gathered}
\left(\mathbf{g}_{-}, \mathbf{g}_{+}\right) \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) \times \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{rot}_{\Gamma}, \Gamma\right),\left(\mathbf{g}_{-}, \mathbf{g}_{+}\right) \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{rot}_{\Gamma}, \Gamma\right) \times \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{rot}_{\Gamma}, \Gamma\right) \\
\text { and }\left(\mathbf{g}_{-}, \mathbf{g}_{+}\right) \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{rot}_{\Gamma}, \Gamma\right) \times \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right) .
\end{gathered}
$$

From the functional analysis point of view, the best choice is not obvious. During the numerical simulations in Section 7, it however appears that choosing $\mathbf{g}_{ \pm} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ leads to the best convergence properties. Let us mention that alternative approaches such as the Helmholtz decomposition [8] could also be used. The spaces $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{rot}_{\Gamma}, \Gamma\right)$ and $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ are mutually adjoint with respect to the scalar product $\mathbf{L}_{t}^{2}(\Gamma)$ [31]. In preparation for the discrete formulation in Section 6 , we will however formally identify, in the following proposition, the $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ space with the discrete $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ space which is $\mathbf{L}_{t}^{2}(\Gamma)$ with itself.

Proposition 5.3. Let us consider some test-functions $\boldsymbol{g}_{-}^{\prime} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ and $\boldsymbol{g}_{+} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$. Then, the variational formulation of the weak coupling (3.6) is given by

$$
\left\{\begin{array}{l}
\int_{\Gamma} \boldsymbol{g}_{-} \cdot \overline{\boldsymbol{g}_{-}^{\prime}} d \Gamma-\int_{\Gamma} \boldsymbol{g}_{+} \cdot \overline{\boldsymbol{g}_{-}^{\prime}} d \Gamma-\int_{\Gamma}\left(\boldsymbol{T}_{-}+\boldsymbol{T}_{+}\right) \boldsymbol{R}_{+} \boldsymbol{g}_{+} \cdot \overline{\boldsymbol{g}_{-}^{\prime}} d \Gamma=\boldsymbol{o}  \tag{5.2}\\
\int_{\Gamma} \boldsymbol{g}_{+} \cdot \overline{\boldsymbol{g}_{+}^{\prime}} d \Gamma-\int_{\Gamma} \boldsymbol{g}_{-} \cdot \overline{\boldsymbol{g}_{+}^{\prime}} d \Gamma+\int_{\Gamma}\left(\boldsymbol{T}_{-}+\boldsymbol{T}_{+}\right) \boldsymbol{R}_{-} \boldsymbol{g}_{-} \cdot \overline{\boldsymbol{g}_{+}^{\prime}} d \Gamma=\boldsymbol{o}
\end{array} .\right.
$$

The above weak formulation involves the resolution operators $\mathbf{R}_{ \pm}$associated with the subproblems (3.4) and (3.5). Since the physical parameters of the exterior problem (3.5) are supposed to be constant, the use of surface integral equations is particularly well-adapted. Because the exterior subproblem involves an impedance boundary condition, we consider some specific integral equation formulations. The chosen formulation corresponds to a generalization of the one proposed in [2].

Proposition 5.4. Let $\boldsymbol{g} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ and $(\boldsymbol{E} ; \boldsymbol{H}) \in \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right)^{2}$ such that

$$
\left\{\begin{array}{l}
\text { curl } \boldsymbol{E}-\iota k_{+} \mathcal{Z}_{+} \boldsymbol{H}=\boldsymbol{O} \text { in } \Omega_{+} \\
\text {curl } \boldsymbol{H}+\iota k_{+} \mathcal{Z}_{+}^{-1} \boldsymbol{E}=\boldsymbol{O} \text { in } \Omega_{+} \\
\mathcal{Z}_{+} \boldsymbol{H}_{s c} \times \frac{\boldsymbol{x}}{\|\boldsymbol{x}\|}-\boldsymbol{E}_{s c}={\underset{r \rightarrow+\infty}{ }\left(r^{-2}\right)}_{\boldsymbol{\mathcal { O }}_{t}^{+} \boldsymbol{H}-\boldsymbol{T}_{+} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}=\boldsymbol{g}} .
\end{array}\right.
$$

We then have:

$$
\left\{\begin{array}{l}
\frac{1}{2} \boldsymbol{T}_{+}^{-1} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{H}-\boldsymbol{K}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}+\iota k_{+} \mathcal{Z}_{+} \boldsymbol{T}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{H}=\frac{1}{2} \boldsymbol{T}_{+}^{-1} \boldsymbol{g}+\boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}_{\text {inc }}  \tag{5.3}\\
\frac{1}{2} \boldsymbol{T}_{+} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}-\boldsymbol{K}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{H}-\iota k_{+} \mathcal{Z}_{+}^{-1} \boldsymbol{T}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}=-\frac{1}{2} \boldsymbol{g}+\boldsymbol{\gamma}_{t}^{+} \boldsymbol{H}_{\text {inc }}
\end{array} .\right.
$$

Conversely, if $\boldsymbol{g} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right), \boldsymbol{m} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right), \boldsymbol{j} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ satisfy

$$
\left\{\begin{array}{l}
\frac{1}{2} \boldsymbol{T}_{+}^{-1} \boldsymbol{j}-\boldsymbol{K}_{k_{+}} \boldsymbol{m}+\iota k_{+} \mathcal{Z}_{+} \boldsymbol{T}_{k_{+}} \boldsymbol{j}=\frac{1}{2} \boldsymbol{T}_{+}^{-1} \boldsymbol{g}+\boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}_{\boldsymbol{i n c}} \\
\frac{1}{2} \boldsymbol{T}_{+} \boldsymbol{m}-\boldsymbol{K}_{k_{+}} \boldsymbol{j}-\iota k_{+} \mathcal{Z}_{+}^{-1} \boldsymbol{T}_{k_{+}} \boldsymbol{m}=-\frac{1}{2} \boldsymbol{g}+\gamma_{t}^{+} \boldsymbol{H}_{\boldsymbol{i n c}}
\end{array}\right.
$$

then the field $(\boldsymbol{E} ; \boldsymbol{H}) \in \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right)^{2}$ defined by

$$
\left\{\begin{array}{l}
\boldsymbol{E}=\boldsymbol{E}_{\text {inc }}-\iota k_{+} \mathcal{Z}_{+} \boldsymbol{\mathcal { T }}_{k_{+}} \boldsymbol{j}+\mathcal{K}_{k_{+}} \boldsymbol{m} \\
\boldsymbol{H}=\boldsymbol{H}_{\text {inc }}+\mathcal{K}_{k_{+}} \boldsymbol{j}+\iota k_{+} \mathcal{Z}_{+}{ }^{-1} \boldsymbol{\mathcal { T }}_{k_{+}} \boldsymbol{m}
\end{array} \quad \text { in } \Omega_{+}\right.
$$

is solution of the exterior problem (3.5).
Proof. Let $(\mathbf{E} ; \mathbf{H}) \in \mathbf{H}_{\mathrm{loc}}\left(\mathbf{c u r l}, \overline{\Omega_{+}}\right)^{2}$ be the solution to the exterior problem (3.5). Extending $(\mathbf{E} ; \mathbf{H})$ by $\left(-\mathbf{E}_{\mathbf{i n c}} ;-\mathbf{H}_{\mathbf{i n c}}\right)$ in $\Omega_{-}$, one gets the following integral representation formulae

$$
\left\{\begin{array}{l}
\mathbf{E}=\mathbf{E}_{\mathbf{i n c}}-\iota k_{+} \mathcal{Z}_{+} \boldsymbol{\mathcal { T }}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \mathbf{H}+\mathcal{K}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \mathbf{E} \\
\mathbf{H}=\mathbf{H}_{\mathbf{i n c}}+\mathcal{K}_{k_{+}} \gamma_{t}^{+} \mathbf{H}+\iota k_{+} \mathcal{Z}_{+}^{-1} \mathcal{T}_{k_{+}} \boldsymbol{\gamma}_{t}^{+} \mathbf{E}
\end{array} \quad \text { in } \Omega_{+} .\right.
$$

Taking the tangential traces (5.1) and using the boundary condition, one then obtains (5.3). To prove the equivalence, it is sufficient to remark that the tangential traces of $(\mathbf{E} ; \mathbf{H})$ are given by

$$
\left\{\begin{array}{c}
\gamma_{t}^{+} \mathbf{E}=\boldsymbol{\gamma}_{t}^{+} \mathbf{E}_{\text {inc }}-\iota k_{+} \mathcal{Z}_{+} \mathbf{T}_{k_{+}} \mathbf{j}+\mathbf{K}_{k_{+}} \mathbf{m}+\frac{1}{2} \mathbf{m} \\
\gamma_{t}^{+} \mathbf{H}=\boldsymbol{\gamma}_{t}^{+} \mathbf{H}_{\mathbf{i n c}}+\frac{1}{2} \mathbf{j}+\mathbf{K}_{k_{+}} \mathbf{j}+\iota k_{+} \mathcal{Z}_{+}^{-1} \mathbf{T}_{k_{+}} \mathbf{m}
\end{array}\right.
$$

A calculation then shows that the boundary condition is fulfilled.
The interior subproblem is solved using a volume variational formulation.

Proposition 5.5. Denoting by $\langle;\rangle$ the duality pairing $\langle\boldsymbol{u} ; \boldsymbol{v}\rangle=\int_{\Gamma} \boldsymbol{u} \times \boldsymbol{n} \cdot \boldsymbol{v} d \Gamma$ between $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ and itself, the weak volume variational formulation for $\boldsymbol{E}$ associated with the interior problem (3.4) is

$$
\begin{align*}
& \forall \boldsymbol{v} \in \mathbf{H}\left(\mathbf{c u r l}, \Omega_{-}\right), \int_{\Omega_{-}} \operatorname{curl} \boldsymbol{E} \cdot \operatorname{curl} \overline{\boldsymbol{v}} d \Omega_{-}-\int_{\Omega_{-}} k_{-}^{2} \boldsymbol{E} \cdot \overline{\boldsymbol{v}} d \Omega_{-}  \tag{5.4}\\
&-\iota k_{-} \mathcal{Z}_{-}\left\langle\boldsymbol{\gamma}_{t}^{-} \overline{\boldsymbol{v}} ; \boldsymbol{T}_{-} \boldsymbol{\gamma}_{t}^{-} \boldsymbol{E}\right\rangle=-\iota k_{-} \mathcal{Z}_{-}\left\langle\boldsymbol{\gamma}_{t}^{-} \overline{\boldsymbol{v}} ; \boldsymbol{g}\right\rangle .
\end{align*}
$$

The variational formulations of the linear part of the transmission operators based on (4.2) and (4.4) are presented in the following proposition.

Proposition 5.6. For all test functions $\boldsymbol{v} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$, the weak formulations associated with the linear part of the zeroth-order Taylor transmission conditions and the Padé-localized square-root transmission conditions are respectively defined for $\boldsymbol{j} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right)$ by

$$
\begin{equation*}
\int_{\Gamma} \boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{0}(\boldsymbol{j}) \cdot \overline{\boldsymbol{v}} d \Gamma=\int_{\Gamma} \mp \frac{1}{\mathcal{Z}} \boldsymbol{j} \times \boldsymbol{n} \cdot \overline{\boldsymbol{v}} d \Gamma \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Gamma} \boldsymbol{\Lambda}_{ \pm, k, \mathcal{Z}}^{\mathrm{sq}, N_{p}, \theta_{p}}(\boldsymbol{j}) \cdot \overline{\boldsymbol{v}} d \Gamma=\int_{\Gamma} \mp \frac{1}{\mathcal{Z}} \boldsymbol{r}_{k} \cdot \overline{\boldsymbol{v}} d \Gamma . \tag{5.6}
\end{equation*}
$$

The function $\boldsymbol{r}_{k} \in \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{curl}_{\Gamma}, \Gamma\right)$ is obtained by solving the following system with auxiliary variables: find $\left(\boldsymbol{r}_{k},\left(\boldsymbol{\Psi}_{\ell}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}},\left(\phi_{\ell}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}}\right) \in W$ such that, $\forall\left(\boldsymbol{r}^{\prime},\left(\boldsymbol{\Psi}_{\ell}^{\prime}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}},\left(\phi_{\ell}^{\prime}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}}\right) \in W$,

$$
\left\{\begin{array}{l}
\int_{\Gamma} C_{0} \boldsymbol{r}_{k} \cdot \overline{\boldsymbol{r}^{\prime}} d \Gamma-\int_{\Gamma} \boldsymbol{j} \times \boldsymbol{n} \cdot \overline{\boldsymbol{r}^{\prime}} d \Gamma+\int_{\Gamma} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma}(\boldsymbol{j} \times \boldsymbol{n}) \cdot \operatorname{curl}_{\Gamma}\left(\overline{\boldsymbol{r}^{\prime}}\right) d \Gamma \\
\quad+\sum_{\ell=1}^{N_{p}} A_{\ell}\left(\int_{\Gamma} \nabla_{\Gamma} \phi_{\ell} \cdot \overline{\boldsymbol{r}^{\prime}} d \Gamma-\int_{\Gamma} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma} \boldsymbol{\Psi}_{\ell} \cdot \operatorname{curl}_{\Gamma}\left(\overline{\boldsymbol{r}^{\prime}}\right) d \Gamma\right)=\boldsymbol{O} \\
\int_{\Gamma} \boldsymbol{\Psi}_{\ell} \cdot \overline{\mathbf{\Psi}_{\ell}^{\prime}} d \Gamma+B_{\ell}\left(\int_{\Gamma} \nabla_{\Gamma} \phi_{\ell} \cdot \overline{\boldsymbol{\Psi}_{\ell}^{\prime}} d \Gamma-\int_{\Gamma} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma} \boldsymbol{\Psi}_{\ell} \cdot \operatorname{curl}_{\Gamma}\left(\overline{\mathbf{\Psi}_{\ell}^{\prime}}\right) d \Gamma\right) \\
\quad-\int_{\Gamma} \boldsymbol{r}_{k} \cdot \overline{\boldsymbol{\Psi}_{\ell}^{\prime}} d \Gamma=\boldsymbol{O} \quad \forall \ell \in\left\{1 ; \ldots ; N_{p}\right\}
\end{array},\right.
$$

where we set

$$
W:=\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{curl}_{\Gamma}, \Gamma\right) \times\left[\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{curl}_{\Gamma}, \Gamma\right)\right]^{N_{p}} \times\left[\mathrm{H}^{1}(\Gamma)\right]^{N_{p}}
$$

## 6. Finite element implementation of the weak coupling

Let us now explain the implementation of the electromagnetic weak FEM-BEM coupling. Its discretization is significantly more complex than the acoustic weak FEM-BEM coupling [9] due to the fact that the unknowns $\mathbf{g}_{ \pm}$are vectorial. More precisely, the main difficulty when discretizing the electromagnetic weak FEM-BEM coupling consists in choosing the representation of $\mathbf{g}_{ \pm}$at the discrete level.

### 6.1. Boundary/Finite element discretization

In this paper, the discretization of the surface integral equations is based on a Galerkin boundary element method (BEM). Other approaches can be used as e.g. the collocation and Nyström techniques [11]. Unlike FEM, BEM enjoys a low numerical dispersion because the fundamental solution of the Maxwell's equations is explicitly taken into account in the integral formulations. Therefore, low-order approximation polynomials (typically linear elements) can be used. Conversely, it is well-known that dispersion/pollution errors appear in the numerical solution of FEM when increasing the frequency [30]. As a consequence, the mesh size $h$ strongly depends on the wavenumber $k$. Using this strategy leads to considering very fine meshes then limiting the use of the standard low-order polynomial basis functions. An alternative way to reduce the error without refining the mesh is to increase the order of the shape functions, where the number of unknowns can still be controlled while keeping an accurate solution. Here, we use such a strategy based on high-order hierarchical finite elements [42]. Among hierarchic shape functions, one of the most popular choices is Lobatto shape functions. They are split into four different types of shape functions: vertex, edge, face and bubble functions. There are several benefits in using the hierarchical shape functions. Indeed, it was shown [42] that they provide good performances while being wellconditioned. Furthermore, their hierarchical nature implies that the shape functions at order $p+1$ are obtained from the shape functions at order $p$ by only adding new shape functions. Thus, one can very simply couple high- and low-order finite elements as well as apply static condensation for bubble shape functions, which vanish on the boundary of each element.

Let us assume that $\Omega_{-}$is approximated by a computational domain $\Omega_{h}$ using $n_{t}$ tetrahedral finite elements with $n_{f}$ faces, $n_{e}$ edges and $n_{v}$ vertices. Then, $\Gamma_{h}$, which is the boundary of $\Omega_{h}$, is composed of $n_{t}^{\partial}$ triangles, $n_{e}^{\partial}$ edges and $n_{v}^{\partial}$ vertices. In order to discretize the weak-coupling, we introduce some finite dimensional approximation subspaces such that $\mathbf{Z}_{h, p} \subset \mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{curl}_{\Gamma}, \Gamma\right), \mathbf{V}_{h, p} \subset$ $\mathbf{H}_{t}^{-\frac{1}{2}}\left(\operatorname{div}_{\Gamma}, \Gamma\right), \mathbf{W}_{h, p} \subset \mathbf{H}\left(\operatorname{curl}, \Omega_{-}\right)$and $Q_{h} \subset \mathrm{H}^{1}(\Gamma)$ with

$$
\begin{aligned}
& \mathbf{Z}_{h, p}:=\operatorname{span}\left\{\left(\mathbf{z}_{j}^{p}\right)_{1 \leq j \leq N_{z}^{p}}\right\}, \text { where } N_{z}^{p}=\left\{\begin{array}{l}
(p+1) n_{e}^{\partial} \quad p<2 \\
(p+1) n_{e}^{\partial}+3(p-1) n_{t}^{\partial}
\end{array} \underset{ }{2 \leq p<3} \begin{array}{l}
(p+1) n_{e}^{\partial}+(p-1)(p+1) n_{t}^{\partial} \\
\hline
\end{array},\right. \\
& \mathbf{V}_{h, p}:=\operatorname{span}\left\{\left(\mathbf{e}_{j}^{p}\right)_{1 \leq j \leq N_{z}^{p}}\right\}=\operatorname{span}\left\{\left(\mathbf{z}_{j}^{p} \times \mathbf{n}\right)_{1 \leq j \leq N_{z}^{p}}\right\}, \\
& \mathbf{W}_{h, p}:=\operatorname{span}\left\{\left(\mathbf{w}_{j}\right)_{1 \leq j \leq N_{w}^{p}}\right\}, \\
& \text { where } N_{w}^{p}=\left\{\begin{array}{l}
(p+1) n_{e} \quad p<2 \\
(p+1) n_{e}+3(p-1) n_{f} \quad 2 \leq p<3 \\
(p+1) n_{e}+(p-1)(p+1) n_{f}+2(p-1)(p-2) n_{t} \\
(p+1) n_{e}+(p-1)(p+1) n_{f}+(p-1)(p-2)(p+1) / 2 n_{t}
\end{array} \quad 4 \leq p<4\right.
\end{aligned}
$$

and $Q_{h}:=\operatorname{span}\left\{\left(q_{j}\right)_{1 \leq j \leq n_{v}^{\partial}}\right\}$. The parameter $p \in \mathbb{N}$ designates the polynomial order of the shape functions. Let us remark that $\mathbf{V}_{h, 0}$ represents the usual Raviart-Thomas div-conforming space [34]. We define the matrix of the tangential trace operator, denoted by $\mathbb{G}$, as follows

$$
\mathbb{G}_{i j}=\left\{\begin{array}{ll}
1 & \text { if } \mathbf{w}_{j \mid \Gamma}=\mathbf{z}_{i}^{p} \\
0 & \text { else }
\end{array}, \quad \text { with } 1 \leq i \leq N_{z}^{p} \quad \text { and } 1 \leq j \leq N_{w}^{p}\right.
$$

We also define by $\{\cdot\}$ the vector of degrees of freedom. We will see in Section 8 that a choice on the polynomial order of the unknowns of the system must be made for stability reasons. To this end,
let us introduce two parameters $(\alpha, \beta) \in \mathbb{N}^{2}$ to designate the finite element approximation order. If $\mathbf{T}_{+}=\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0}+\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0, \text { inc }}$ (the second choice $\mathbf{T}_{+}=-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{0}-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{0, \text { inc }}$ would only slightly change the formulations), then the discretization of the weak formulation (5.2) is defined in the following proposition.

Proposition 6.1. Let us assume that $\boldsymbol{T}_{+}=\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0}+\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0, \text { inc }}$. Then, the discretization of the weak formulation (5.2) is given as follows: find $\left(\boldsymbol{g}_{+, h}, \boldsymbol{g}_{-, h}\right) \in \boldsymbol{V}_{h, 0} \times \boldsymbol{V}_{h, \beta}$ such that for any test-functions $\left(e_{i}^{0}\right)_{i \in\left\{1, \ldots, N_{z}^{0}\right\}} \in V_{h, 0}$ and $\left(e_{j}^{\beta}\right)_{j \in\left\{1, \ldots, N_{z}^{\beta}\right\}} \in V_{h, \beta}$,

$$
\left\{\begin{array}{l}
\int_{\Gamma_{h}} \boldsymbol{g}_{-, h} \cdot \boldsymbol{e}_{j}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \boldsymbol{g}_{+, h} \cdot \boldsymbol{e}_{j}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}}\left(\frac{\boldsymbol{a}_{h}}{\mathcal{Z}_{+}}+\frac{\boldsymbol{m}_{+, h} \times \boldsymbol{n}}{\mathcal{Z}_{-}}\right) \cdot \boldsymbol{e}_{j}^{\beta} d \Gamma_{h}=\boldsymbol{0}  \tag{6.1}\\
\int_{\Gamma_{h}} \boldsymbol{g}_{+, h} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}-\int_{\Gamma_{h}} \boldsymbol{g}_{-, h} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}+\int_{\Gamma_{h}}\left(\frac{\boldsymbol{c}_{h}}{\mathcal{Z}_{+}}+\frac{\boldsymbol{m}_{-, h} \times \boldsymbol{n}}{\mathcal{Z}_{-}}\right) \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}=\boldsymbol{0}
\end{array}\right.
$$

where $\boldsymbol{m}_{+, h}$ is the total exterior magnetic current solution of formulation (6.2) and

$$
\boldsymbol{m}_{-, h}=\sum_{\ell=1}^{N_{z}^{\alpha}}\left(\mathbb{G}\left\{\boldsymbol{E}_{-, h}\right\}\right)_{\ell} \boldsymbol{z}_{\ell}^{\alpha} \times \boldsymbol{n},
$$

with $\boldsymbol{E}_{-, h}$ solution of the weak formulation (6.3).


- Find $\left(\boldsymbol{a}_{h},\left(\boldsymbol{\Psi}_{\ell, h}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}},\left(\phi_{\ell, h}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}}\right) \in \boldsymbol{Z}_{h, \beta} \times\left[\boldsymbol{Z}_{h, \beta}\right]^{N_{p}} \times\left[Q_{h}\right]^{N_{p}}$ for any test-functions $\left(z_{i}^{\beta}\right)_{i \in\left\{1, \ldots, N_{z}^{\beta}\right\}} \in \boldsymbol{Z}_{h, \beta}$ and $\left(q_{m}\right)_{m \in\left\{1, \ldots, n_{v}^{\eta}\right\}} \in Q_{h}$,

$$
\left\{\begin{array}{l}
\int_{\Gamma_{h}} C_{0} \boldsymbol{a}_{h} \cdot z_{i}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \boldsymbol{m}_{+, h} \times \boldsymbol{n} \cdot z_{i}^{\beta} d \Gamma_{h}+\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma_{h}}\left(\boldsymbol{m}_{+, h} \times \boldsymbol{n}\right) \cdot \operatorname{curl}_{\Gamma_{h}}\left(z_{i}^{\beta}\right) \\
d \Gamma_{h}+\sum_{\ell=1}^{N_{p}} A_{\ell}\left(\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} \phi_{\ell, h} \cdot z_{i}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma_{h}} \boldsymbol{\Psi}_{\ell, h} \cdot \operatorname{curl}_{\Gamma_{h}}\left(z_{i}^{\beta}\right) d \Gamma_{h}\right)=\boldsymbol{o} \\
\int_{\Gamma_{h}} \boldsymbol{\Psi}_{\ell, h} \cdot z_{i}^{\beta} d \Gamma_{h}+B_{\ell}\left(\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} \phi_{\ell} \cdot z_{i}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma_{h}} \boldsymbol{\Psi}_{\ell, h} \cdot \operatorname{curl}_{\Gamma_{h}}\left(z_{i}^{\beta}\right) d \Gamma_{h}\right) . \\
\quad-\int_{\Gamma_{h}} \boldsymbol{a}_{h} \cdot z_{i}^{\beta} d \Gamma_{h}=\boldsymbol{0} \quad \forall \ell \in\left\{1 ; \ldots ; N_{p}\right\} \\
\int_{\Gamma_{h}} \phi_{\ell} \cdot q_{m} d \Gamma_{h}+\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \boldsymbol{\Psi}_{\ell} \cdot \nabla_{\Gamma_{h}} q_{m} d \Gamma_{h}=0 \quad \forall \ell \in\left\{1 ; \ldots ; N_{p}\right\}
\end{array}\right.
$$

- Find $\left(\boldsymbol{c}_{h},\left(\boldsymbol{\chi}_{\ell, h}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}},\left(\psi_{\ell, h}\right)_{\ell \in\left\{1 ; \ldots ; N_{p}\right\}}\right) \in \boldsymbol{Z}_{h, \beta} \times\left[\boldsymbol{Z}_{h, \beta}\right]^{N_{p}} \times\left[Q_{h}\right]^{N_{p}}$ for any test-functions $\left(z_{i}^{\beta}\right)_{i \in\left\{1, \ldots, N_{z}^{\beta}\right\}} \in \boldsymbol{Z}_{h, \beta}$ and $\left(q_{m}\right)_{m \in\left\{1, \ldots, n_{v}^{\partial}\right\}} \in Q_{h}$,

$$
\left\{\begin{array}{l}
\int_{\Gamma_{h}} C_{0} \boldsymbol{c}_{h} \cdot \boldsymbol{z}_{i}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \boldsymbol{m}_{-, h} \times \boldsymbol{n} \cdot \boldsymbol{z}_{i}^{\beta} d \Gamma_{h}+\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma_{h}}\left(\boldsymbol{m}_{-, h} \times \boldsymbol{n}\right) \cdot \operatorname{curl}_{\Gamma_{h}}\left(z_{i}^{\beta}\right) \\
d \Gamma_{h}+\sum_{\ell=1}^{N_{p}} A_{\ell}\left(\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} \psi_{\ell, h} \cdot z_{i}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma_{h}} \boldsymbol{\chi}_{\ell, h} \cdot \operatorname{curl}_{\Gamma_{h}}\left(z_{i}^{\beta}\right) d \Gamma_{h}\right)=\boldsymbol{O} \\
\int_{\Gamma_{h}} \chi_{\ell, h} \cdot z_{i}^{\beta} d \Gamma_{h}+B_{\ell}\left(\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} \psi_{\ell} \cdot \boldsymbol{z}_{i}^{\beta} d \Gamma_{h}-\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \operatorname{curl}_{\Gamma_{h}} \boldsymbol{\chi}_{\ell, h} \cdot \operatorname{curl}_{\Gamma_{h}}\left(z_{i}^{\beta}\right) d \Gamma_{h}\right) . \\
\quad-\int_{\Gamma_{h}} \boldsymbol{c}_{h} \cdot z_{i}^{\beta} d \Gamma_{h}=\boldsymbol{O} \quad \forall \ell \in\left\{1 ; \ldots ; N_{p}\right\} \\
\int_{\Gamma_{h}} \psi_{\ell} \cdot q_{m} d \Gamma_{h}+\int_{\Gamma_{h}} \frac{1}{k_{\epsilon}^{2}} \boldsymbol{\chi}_{\ell} \cdot \nabla_{\Gamma_{h}} q_{m} d \Gamma_{h}=0 \quad \forall \ell \in\left\{1 ; \ldots ; N_{p}\right\}
\end{array}\right.
$$

If $\boldsymbol{T}_{-}=-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{0}-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{0, \text { inc }}$, then we more simply have: $\boldsymbol{a}_{h}=\boldsymbol{m}_{+, h} \times \boldsymbol{n}$ and $\boldsymbol{c}_{h}=\boldsymbol{m}_{-, h} \times \boldsymbol{n}$.
The discrete weak formulation of the integral equations (5.3) is defined in the following proposition.

Proposition 6.2. Find $\left(\boldsymbol{m}_{+, h}, \boldsymbol{j}_{+, h}\right) \in \boldsymbol{V}_{h, 0} \times \boldsymbol{V}_{h, 0}$ such that for any test-function $\left(\boldsymbol{e}_{i}^{0}\right)_{i \in\left\{1, \ldots, N_{z}^{0}\right\}} \in$ $V_{h, 0}$,

$$
\left\{\begin{array}{c}
\frac{1}{2} \int_{\Gamma_{h}} \boldsymbol{j}_{+, h} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}-\int_{\Gamma_{h}}\left(\boldsymbol{K}_{k_{+}} \frac{\boldsymbol{m}_{+, h}}{\mathcal{Z}_{-}}\right) \times \boldsymbol{n} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}+\iota \int_{\Gamma_{h}} k_{+} \frac{\mathcal{Z}_{+}}{\mathcal{Z}_{-}}\left(\mathbf{T}_{k_{+}} \boldsymbol{j}_{+, h}\right) \times \boldsymbol{n} \\
\cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}=\frac{1}{2} \int_{\Gamma_{h}} \boldsymbol{g}_{+, h} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}+\int_{\Gamma_{h}} \mathcal{Z}_{-}^{-1} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{E}_{\boldsymbol{i n c}} \times \boldsymbol{n} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}  \tag{6.2}\\
\frac{1}{2} \int_{\Gamma_{h}} \frac{\boldsymbol{m}_{+, h}}{\mathcal{Z}_{-}} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}+\int_{\Gamma_{h}}\left(\boldsymbol{K}_{k_{+}} \boldsymbol{j}_{+, h}\right) \times \boldsymbol{n} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}+\iota \int_{\Gamma_{h}} k_{+} \mathcal{Z}_{-}\left(\mathbf{T}_{k_{+}} \frac{\boldsymbol{m}_{+, h}}{\mathcal{Z}_{-}}\right) \times \boldsymbol{n} \\
\cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}=\frac{1}{2} \int_{\Gamma_{h}} \boldsymbol{g}_{+, h} \times \boldsymbol{n} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}-\int_{\Gamma_{h}} \boldsymbol{\gamma}_{t}^{+} \boldsymbol{H}_{\boldsymbol{i n c}} \times \boldsymbol{n} \cdot \boldsymbol{e}_{i}^{0} d \Gamma_{h}
\end{array} .\right.
$$

Finally, we discretize the variational formulation (5.4) as follows.
Proposition 6.3. Find $\boldsymbol{E}_{-, h} \in \boldsymbol{W}_{h, \alpha}$ such that for any test-function $\left(\boldsymbol{w}_{i}\right)_{i \in\left\{1, \ldots, N_{w}\right\}} \in \boldsymbol{W}_{h, \alpha}$,

$$
\begin{array}{r}
\int_{\Omega_{h}} \operatorname{curl} \boldsymbol{E}_{-, h} \cdot \operatorname{curl} \boldsymbol{w}_{i} d \Omega_{h}-\int_{\Omega_{h}} k_{-}^{2} \boldsymbol{E}_{-, h} \cdot \boldsymbol{w}_{i} d \Omega_{h}+\iota \int_{\Gamma_{h}} k_{-} \frac{\mathcal{Z}_{-}}{\mathcal{Z}_{+}} \boldsymbol{c}_{h} \cdot \mathbb{G} \boldsymbol{w}_{i} d \Gamma_{h}=  \tag{6.3}\\
\iota \int_{\Gamma_{h}} k_{-} \mathcal{Z}_{-} \boldsymbol{g}_{-, h} \cdot \mathbb{G} \boldsymbol{w}_{i} d \Gamma_{h}
\end{array}
$$

### 6.2. The weak coupling algorithm

In order to have a more compact expression in the discrete setting of the Jacobi algorithm (3.7)-(3.9) at iteration $n+1$, we introduce the two families of operators $\mathscr{R}_{ \pm}, \mathscr{S}_{ \pm}$such that:

$$
\begin{aligned}
& \left\{\mathbf{E}_{+}^{n+1}\right\}=\mathscr{R}_{+}\left(\left\{\mathbf{E}_{\text {inc }}\right\},\left\{\mathbf{g}_{+}^{n}\right\}\right), \\
& \left\{\mathbf{E}_{-}^{n+1}\right\}=\mathscr{R}_{-}\left(\{\mathbf{0}\},\left\{\mathbf{g}_{-}^{n}\right\}\right), \\
& \binom{\left\{\mathbf{g}_{-}^{n+1}\right\}}{\left\{\mathbf{g}_{+}^{n+1}\right\}}=\binom{\mathscr{S}_{-}\left(\left\{\mathbf{g}_{+}^{n}\right\},\left\{\mathbf{E}_{+}^{n+1}\right\}\right)}{\mathscr{S}_{+}\left(\left\{\mathbf{g}_{-}^{n}\right\},\left\{\mathbf{E}_{-}^{n+1}\right\}\right)},
\end{aligned}
$$

where $\left\{\mathbf{E}_{-}^{n+1}\right\},\left\{\left(\mathbf{E}_{+}^{n+1}\right\}\right.$ and $\binom{\left\{\mathbf{g}_{-}^{n+1}\right\}}{\left\{\mathbf{g}_{+}^{n+1}\right\}}$ are the solutions of the finite element discretizations (6.3), (6.2) and (6.1), respectively. By linearity of the equations, we decompose the field $\left\{\mathbf{E}_{ \pm}^{n+1}\right\}$ as

$$
\left\{\mathbf{E}_{ \pm}^{n+1}\right\}=\left\{\widetilde{\mathbf{E}}_{ \pm}^{n+1}\right\}+\left\{\stackrel{\circ}{\mathbf{E}}_{ \pm}^{n+1}\right\}
$$

where

$$
\left\{\widetilde{\mathbf{E}}_{-}^{n+1}\right\}=\mathscr{R}_{-}(\{\mathbf{0}\},\{\mathbf{0}\}), \quad\left\{\widetilde{\mathbf{E}}_{+}^{n+1}\right\}=\mathscr{R}_{+}\left(\left\{\mathbf{E}_{\mathbf{i n c}}\right\},\{\mathbf{0}\}\right), \quad\left\{\stackrel{\circ}{\mathbf{E}}_{ \pm}^{n+1}\right\}=\mathscr{R}_{ \pm}\left(\{\mathbf{0}\},\left\{\mathbf{g}_{ \pm}^{n}\right\}\right)
$$

The quantities $\left\{\widetilde{\mathbf{E}}_{ \pm}^{n+1}\right\}$ are independent of the iteration number $n$ and can hence be written as $\left\{\widetilde{\mathbf{E}}_{ \pm}\right\}:=\left\{\widetilde{\mathbf{E}}_{ \pm}^{n+1}\right\}, \forall n \in \mathbb{N}$. Therefore, $\left\{\mathbf{g}_{ \pm}^{n+1}\right\}$ is such that

$$
\left\{\mathbf{g}_{ \pm}^{n+1}\right\}=\mathscr{S}_{ \pm}\left(\left\{\mathbf{g}_{\mp}^{n}\right\},\left\{\stackrel{\circ}{\mathbf{E}}_{\mp}^{n+1}\right\}\right)+\mathscr{S}_{ \pm}\left(\{\mathbf{0}\},\left\{\widetilde{\mathbf{E}}_{\mp}\right\}\right) .
$$

One iteration of the weak coupling algorithm then corresponds to

$$
\binom{\left\{\mathbf{g}_{-}^{n+1}\right\}}{\left\{\mathbf{g}_{+}^{n+1}\right\}}=\mathcal{A}\binom{\left\{\mathbf{g}_{-}^{n}\right\}}{\left\{\mathbf{g}_{+}^{n}\right\}}+\binom{\mathbf{b}_{-}}{\mathbf{b}_{+}},
$$

where the quantities $\mathcal{A}\binom{\left\{\mathbf{g}_{-}^{n}\right\}}{\left\{\mathbf{g}_{+}^{n}\right\}}$ are given by

$$
\mathcal{A}\binom{\left\{\mathbf{g}_{-}^{n}\right\}}{\left\{\mathbf{g}_{+}^{n}\right\}}=\binom{\mathscr{S}_{-}\left(\left\{\mathbf{g}_{+}^{n}\right\},\left\{\stackrel{\circ}{\mathbf{E}}_{+}^{n+1}\right\}\right)}{\mathscr{S}_{+}\left(\left\{\mathbf{g}_{-}^{n}\right\},\left\{\stackrel{\circ}{\mathbf{E}}_{-}^{n+1}\right\}\right)} .
$$

The information about the incident plane wave is contained in the right-hand side:

$$
\binom{\mathbf{b}_{-}}{\mathbf{b}_{+}}=\binom{\mathscr{S}_{-}\left(\{\mathbf{0}\},\left\{\widetilde{\mathbf{E}}_{+}\right\}\right)}{\mathscr{S}_{+}\left(\{\mathbf{0}\},\left\{\widetilde{\mathbf{E}}_{-}\right\} .\right.} .
$$

The whole weak coupling algorithm can then be recast into a linear system:

$$
(\mathbf{I d}-\mathcal{A})\binom{\left\{\mathbf{g}_{-}\right\}}{\left\{\mathbf{g}_{+}\right\}}=\binom{\mathbf{b}_{-}}{\mathbf{b}_{+}}
$$

which can be solved for example by a GMRES iterative solver. Algorithm 1 summarizes the above procedure.

## 7. Numerical results

We present in this section some numerical examples to validate and analyze the behaviour of the weak FEM-BEM coupling algorithm 1. All the numerical tests were performed using GmshFEM [36], a newly developed open-source finite element library based on Gmsh [19] and the open-source boundary element library Bempp-cl [39]. Three scatterers are considered: the unit sphere, the unit cube and the same cube with a reentrant corner (see Fig. 2). The objects are illuminated by an electromagnetic plane wave defined by

$$
\mathbf{E}_{\mathbf{i n c}}(\mathbf{x})=\mathbf{p} e^{\iota k_{+} \sigma_{\mathrm{inc}} \cdot \mathbf{x}}
$$

Algorithm 1: Weak coupling algorithm with Krylov solver.

1. Compute the right-hand side $\binom{\mathbf{b}_{-}}{\mathbf{b}_{+}}$.
2. Solve the linear system

$$
(\mathbf{I d}-\mathcal{A})\binom{\left\{\mathbf{g}_{-}\right\}}{\left\{\mathbf{g}_{+}\right\}}=\binom{\mathbf{b}_{-}}{\mathbf{b}_{+}}
$$

by using a Krylov subspace iterative solver (GMRES) [37]. At each iteration, solve the subproblems associated with the systems (6.3) and (6.2).
3. At convergence, compute the solution

$$
\left.\left.\left.\left\{\mathbf{E}_{ \pm}\right\}=\mathscr{R}_{ \pm}\left(\left\{\mathbf{E}_{\mathbf{i n c}}\right\}\right),\{\mathbf{0}\}\right)+\mathscr{R}_{ \pm}(\{\mathbf{0}\}),\left\{\mathbf{g}_{ \pm}\right\}\right)=\mathscr{R}_{ \pm}\left(\left\{\mathbf{E}_{\mathbf{i n c}}\right\}\right),\left\{\mathbf{g}_{ \pm}\right\}\right) .
$$

where $\mathbf{p}=(1,0,0)^{T}$ is the polarization vector and $\boldsymbol{\sigma}_{\text {inc }}=(0,0,1)^{T}$ is the incidence vector. In the following, we also evaluate the far-field solution through the bistatic Radar Cross Section (RCS) defined by

$$
\operatorname{RCS}\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}_{\mathrm{inc}}\right):=10 \log _{10}\left(4 \pi \lim _{r \rightarrow+\infty} r^{2} \frac{\left\|\mathbf{E}_{\mathbf{s c}}(r, \theta, \phi)\right\|^{2}}{\left\|\mathbf{E}_{\mathbf{i n c}}\right\|^{2}}\right) \quad(\mathrm{dB}),
$$

where $\boldsymbol{\sigma}(\theta, \phi)=(\sin (\theta) \cos (\phi), \sin (\theta) \sin (\phi), \cos (\theta))^{T}$ and $(r, \theta, \phi)$ are the spherical coordinates. For all the presented examples, the GMRES (without restart) iterations are stopped when the initial residual has decreased by a factor of $10^{-4}$ to get an accurate RCS, and we fix the maximum number of iterations to 200 . We designate by $\left(\widetilde{\mathbf{T}_{-} ; \mathbf{T}_{+}}\right)_{\alpha}^{\beta}$ the linear part of the transmission operators selected when considering the finite element approximation order $(\alpha ; \beta)$ as described in Section 6. We define the mesh size $h=\lambda / n_{\lambda}$, with $\lambda:=\min \left(\lambda_{-} ; \lambda_{+}\right)$, setting $\lambda_{ \pm}=2 \pi / k_{ \pm}$and where $n_{\lambda}$ is the number of points per wavelength $\lambda$. We always assume that the exterior domain is made up of air so that $\mathcal{Z}_{+}=\mathcal{Z}_{0}$.


Figure 2: Scatterer geometries: sphere, cube and cube with reentrant corner.

### 7.1. Homogeneous scatterers

Let us start by considering the unit sphere for the parameters: $\mathcal{Z}_{-}=\frac{1}{2} \mathcal{Z}_{+}, k_{-}=2 k_{+}$and $n_{\lambda}=5$. We report in Fig. 3 the number of GMRES iterations for the weak FEM-BEM coupling
vs the exterior wavenumber $k_{+}$for the operators $\left(-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}, N_{p}, \boldsymbol{\theta}_{p}} ; \boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0}\right)_{2}^{3}$ (some comparisons with the choice $\widetilde{\mathbf{T}_{+}}=-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{0}$ will be analyzed later). Several pairs of Padé parameters ( $N_{p} ; \theta_{p}$ ) are considered. We observe that $\theta_{p}=\frac{\pi}{2}$ leads to the best convergence and $N_{p}=2$ terms are sufficient for the Padé expansion. In the following examples, we will always consider $\theta_{p}=\frac{\pi}{2}$ and $N_{p}=4$.


Figure 3: Influence of parameters $N_{p}$ and $\theta_{p}$ on the convergence of the weak FEM-BEM coupling.
Now, we fix the parameters $\mathcal{Z}_{-}=\frac{1}{2} \mathcal{Z}_{+}, k_{-}=2$ and $k_{+}=1$, for the unit cube. Fig. 4 shows the influence of the FEM approximation orders $(\alpha ; \beta)$ on the convergence of the weak FEM-BEM coupling with $\left(-\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}, N_{p}, \boldsymbol{\mathcal { Z }}_{p}} ; \boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0}\right)_{\alpha}^{\beta}$. The first graph presents the evolution of the number of GMRES iterations in terms of discretization density $n_{\lambda}$, where $\alpha=2$ and $\beta:=0, \ldots, 3$. We see that for $\beta=0$ and $\beta=1$ the number of iterations strongly increases with $n_{\lambda}$. For $\beta=2$ and $\beta=3$ on the other hand, we observe a convergence rate that is independent of $n_{\lambda}$, which is an important property for practical problems when refining the mesh. Since the GMRES convergence strongly depends on the spectral properties of the linear part of the weak coupling operator $\left(\mathbf{I d}-\mathcal{S}_{\pi}\right)$, the choice of the discretization parameters $(\alpha ; \beta)$ impacts the eigenvalue distribution. To illustrate this point, we report in the second graph the eigenvalues distribution of the linear part of ( $\mathbf{I d}-\boldsymbol{\mathcal { S }}_{\pi}$ ) in the complex plane when $n_{\lambda}=10$. For the pair ( $\alpha=2 ; \beta=0$ ), the convergence is achieved in 62 iterations, which can be explained by the fact that there are eigenvalues with a negative real part. On the other hand, the pair $(\alpha=2 ; \beta=3)$ leads to an excellent convergence in 9 iterations with a large number of eigenvalues clustering around $(1,0)$. Since $\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}^{0}$ is a rough approximation of $\widetilde{\boldsymbol{\Lambda}_{-, k_{-}, \mathcal{Z}_{-}}}$, there are also a few eigenvalues distant from (1,0) but the linear part of (Id $-\boldsymbol{\mathcal { S }}_{\pi}$ )
 results from Fig. 4 suggest that $\beta$ must fulfill: $\beta \geq \alpha$.

Our goal is now to compare the different transmission operators involved in the formulations, most particularly according to the contrast parameter $\delta=k_{-} / k_{+}$. From now on, we always indicate on the figures the values of the physical parameters $k_{ \pm}$and $\mathcal{Z}_{ \pm}$, and the mesh size $n_{\lambda}$. In addition, to simplify the presentation, we introduce the shorter notations: $\boldsymbol{\Lambda}_{ \pm}^{0}:=\boldsymbol{\Lambda}_{ \pm, k_{ \pm}, \mathcal{Z}_{ \pm}}^{0}$, and $\boldsymbol{\Lambda}_{+}^{\mathrm{sq}}:=\boldsymbol{\Lambda}_{+, k_{+}, \mathcal{Z}_{+}}^{\mathrm{sq}, N_{p}, \theta_{p}}$, with $N_{p}=4$ and $\theta_{p}=\pi / 2$. We present in Fig. 5 the behavior of the weak FEM-BEM coupling for different values of $\delta$. In the case of high-contrast scattering problems, we can clearly see that, as mentioned in Section 3, using $\widetilde{\mathbf{T}_{+}}=-\boldsymbol{\Lambda}_{+}^{0}$ is more efficient than $\widetilde{\mathbf{T}_{+}}=\boldsymbol{\Lambda}_{-}^{0}$.


Figure 4: Influence of parameters $(\alpha ; \beta)$ on the convergence of the weak FEM-BEM coupling.

This is even more pronounced when increasing $\beta$. To illustrate this property, we set $\widetilde{\mathbf{T}_{-}}=-\boldsymbol{\Lambda}_{+}^{\text {sq }}$, with $\alpha=2$ and $\beta=4$. We consider an impedance parameter $\mathcal{Z}_{x}$ which varies between 10 and $5 \times 10^{4}$. We report in Fig. 6 the evolution of the number of GMRES iterations for the operators $\widetilde{\mathbf{T}_{+}}=\mathcal{Z}_{x}^{-1}(\mathbf{I} \mathbf{d} \times \mathbf{n})$ corresponding to various values $\mathcal{Z}_{x}$, for a contrast $\delta=13$. We observe that the number of iterations is minimal in an interval where $\mathcal{Z}_{+}$seems to be a good approximation of the left point of this interval. Conversely, the value $\mathcal{Z}_{-}$is not a suitable choice since it is out of this range of optimal values. Fig. 7 shows the evolution of the number of GMRES iterations with respect to the exterior wavenumber $k_{+}$. We observe that $\left(-\boldsymbol{\Lambda}_{+}^{\mathrm{sq}} ;-\boldsymbol{\Lambda}_{+}^{0}\right)_{2}^{3}$ leads to the lowest dependency of the GMRES iterations with respect to the exterior wavenumber. Let us remark that the convergence rates for both $\left(-\boldsymbol{\Lambda}_{+}^{\text {sq }} ;-\boldsymbol{\Lambda}_{+}^{0}\right)_{2}^{3}$ and $\left(-\boldsymbol{\Lambda}_{+}^{\text {sq }} ; \boldsymbol{\Lambda}_{-}^{0}\right)_{2}^{3}$ are quasi-identical since the contrast material $\delta=2$ is low. As it can be seen from Figures 5 and 7, the increase of the number of iterations is more significant for the cube and the cube with reentrant corner than for the sphere. This is due to the fact that the approximations (4.1) are a priori formally derived for smooth and convex objects. Fig. 8 shows the evolution of the number of GMRES iterations according to the discretization density $n_{\lambda}$. For $\left(-\boldsymbol{\Lambda}_{+}^{\text {sq }} ; \mp \boldsymbol{\Lambda}_{ \pm}^{0}\right)_{2}^{3}$, the rate of convergence is mesh independent while it clearly deteriorates with $\left(-\boldsymbol{\Lambda}_{+}^{0} ; \mp \boldsymbol{\Lambda}_{ \pm}^{0}\right)_{2}^{3}$. From these results, we conclude that the weak FEM-BEM coupling with the choice of operators $\left(-\boldsymbol{\Lambda}_{+}^{\text {sq }} ;-\boldsymbol{\Lambda}_{+}^{0}\right)_{\alpha}^{\beta}$, for $\beta>\alpha$, is very robust and well-suited for solving high-frequency and high-contrast scattering problems.

In order to validate the weak FEM-BEM coupling, the relative errors in $\mathbf{L}_{t}^{2}(\Gamma)$-norm between the analytical (via a Mie series expansion [5]) and numerical electric/magnetic currents are computed in the sphere case for different densities $n_{\lambda}$ (see Fig. 9). We designate by $e_{\gamma_{t}^{-}}$and $e_{\boldsymbol{\gamma}_{t}^{-}}$the relative errors associated with the electric and magnetic currents, respectively. We remark a lower accuracy of the magnetic current for the cube and the cube with reentrant corner. However, this loss of accuracy can easily be solved by considering the interior problem (2.1a) with known numerical surface electric current during a post-processing step. In Fig. 10, we draw $\operatorname{RCS}\left(\boldsymbol{\sigma}(\theta, 0), \boldsymbol{\sigma}_{\text {inc }}\right)$ as a function of the angle $\theta$ (i.e. in the plane $\left\{x_{2}=0\right\}$ ) for different GMRES tolerances and for the recommended operators $\left(-\boldsymbol{\Lambda}_{+}^{\mathrm{sq}} ;-\boldsymbol{\Lambda}_{+}^{0}\right)_{2}^{3}$. For the sphere, the reference analytical far-field [5] is also computed. As expected, the results confirm that the RCS converges when the GMRES tolerance decreases and that a tolerance of $10^{-4}$ is enough to get an accurate RCS.


Figure 5: Number of GMRES iterations for the weak FEM-BEM coupling vs the contrast parameter $\delta$ (with $k_{-}=\delta k_{+}$, $\left.\mathcal{Z}_{-}=\mathcal{Z}_{+} / \delta, n_{\lambda}=5\right)$.


Figure 6: Iteration counts of the weak FEM-BEM coupling for different scatterers as a function of $\mathcal{Z}_{x}$ (with $k_{-}=13$, $\left.k_{+}=1, \mathcal{Z}_{-}=\mathcal{Z}_{+} / 13, n_{\lambda}=5\right)$.

### 7.2. Inhomogeneous scatterers

To end, we analyze the case of inhomogeneous scatterers. More specifically, we choose $k_{-}$and $\mathcal{Z}_{-}$as the space dependent functions given by

$$
k_{-}=\delta k_{+} e^{-\|\mathbf{x}\|^{2}}, \quad \mathcal{Z}_{-}=\frac{\mathcal{Z}_{+}}{\delta} e^{\|\mathbf{x}\|^{2}},
$$

with contrast parameter $\delta \in \mathbb{R}_{+}^{*}$. The values of $k_{+}, \delta$ and $n_{\lambda}$ are indicated on the figures. We present in Fig. 11 the behavior of the weak FEM-BEM coupling for different contrast parameters $\delta$. In Fig. 12, we report the number of GMRES iterations required for solving the weak FEMBEM coupling as a function of the exterior wavenumber $k_{+}$. Fig. 13 shows the effect of the mesh refinement $n_{\lambda}$ over the number of GMRES iterations. Finally, we plot on Fig. 14 the bistatic RCS obtained with various GMRES tolerances for the operators $\left(-\boldsymbol{\Lambda}_{+}^{\text {sq }} ;-\boldsymbol{\Lambda}_{+}^{0}\right)_{2}^{3}$. As can be seen on these different figures, we conclude that we obtain results similar to the ones for the homogeneous case.

## 8. Conclusion

In this work, we proposed a new well-conditioned weak coupling of boundary element and highorder finite element methods for time-harmonic electromagnetic scattering. The weak coupling was formulated as a non-overlapping Schwarz domain decomposition method, where the transmission conditions are constructed through Padé localized approximations of the Magnetic-to-Electric operators. Numerical results validating the new approach are presented for both homogeneous and inhomogeneous obstacles. The number of iterations required to solve the weak FEM-BEM coupling is only slightly dependent on the frequency, the mesh size and the contrast coefficient. Extensions to scatterers with partially coated boundaries and coupling with H-matrix solvers are currently underway.
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Figure 7: Number of GMRES iterations for the weak FEM-BEM coupling vs the exterior wavenumber $k_{+}$(with $\left.k_{-}=2 k_{+}, \mathcal{Z}_{-}=\mathcal{Z}_{+} / 2, n_{\lambda}=5\right)$.


Figure 8: Number of GMRES iterations for the weak FEM-BEM coupling vs the discretization density $n_{\lambda}$ (with $\left.k_{-}=2, k_{+}=1, \mathcal{Z}_{-}=\mathcal{Z}_{+} / 2\right)$.


Figure 9: Relative errors between the analytical and numerical magnetic/electric surface currents as functions of the discretization density $n_{\lambda}$ (with $k_{-}=4, k_{+}=2, \mathcal{Z}_{-}=\mathcal{Z}_{+} / 2$ ).


Figure 10: Convergence of the RCS with respect to the GMRES tolerance for the weak FEM-BEM coupling (with $\left.k_{-}=6, k_{-}=3, \mathcal{Z}_{-}=\mathcal{Z}_{+} / 2, n_{\lambda}=10\right)$.


Figure 11: Number of GMRES iterations for the weak FEM-BEM coupling vs the contrast parameter $\delta$ (with $k_{+}=1$, $n_{\lambda}=5$ ).


Figure 12: Number of GMRES iterations for the weak FEM-BEM coupling vs the exterior wavenumber $k_{+}$(with $\delta=2, n_{\lambda}=5$ ).
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