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#### Abstract

We study the optimal control, in a long time horizon, of neural ordinary differential equations which are control-affine or whose activation function is homogeneous. When considering the classical regularized empirical risk minimization problem we show that, in long time and under structural assumption on the activation function, the final state of the optimal trajectories has zero training error if the data can be interpolated and if the error can be taken to zero with a cost proportional to the error. These hypotheses are fulfilled in the classification and ensemble controllability problems for some relevant activation and loss functions. Finally, we show the sharpness of our hypotheses by giving an example for which the error of the final state of the optimal trajectory, even if it decays, is strictly positive for any time.
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## 1 Introduction

In this paper we study the optimal control of neural ordinary differential equations for a long time horizon. Neural ODE have been used in Machine Learning in the last seven years, a trend started with [43, 16]. However, they date back to the 90s, when they were already used for the construction of controls (see the survey [35]) and when their controllability properties were first studied (see, for example, [47] and [34]). The control systems governed by neural ODE have considerably better controllability properties than linear control systems. In fact, as pointed out in [27], for a fixed $d \in \mathbb{N}$, if chosen the right neural ODE we can interpolate an arbitrarily large amount of data in $\mathbb{R}^{d}$, whereas in linear systems we can at most interpolate an amount of data equal to the dimension of the control. In this paper $d$ denotes the dimension of the space where each element of the dataset is, and $N$ the size of the dataset.

Roughly, the problem under study is the following: given a set of initial values $\mathbf{x}=\left(x^{1}, \ldots, x^{N}\right) \in$ $\left(\mathbb{R}^{d}\right)_{*}^{N}$, for:

$$
\left(\mathbb{R}^{d}\right)_{*}^{N}:=\left\{\left(x^{1}, \ldots, x^{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}: x^{i} \neq x^{j} \quad \forall i, j \in\{1, \ldots, N\}: i \neq j\right\}
$$

we seek to take simultaneously the data set to some target points or regions in $\mathbb{R}^{d}$ in a given time $T>0$. This is usually called dataset as it is a set of values. The control problem is important in the context of ensemble controllability. The distance to those targets is measured with an error function (also known as loss function). The control is the minimizer of the risk minimization functional, which provides a balance between a small cost for the control and a small value for the loss function at the final state of the optimal trajectory. For a detailed introduction to the notation and its background, I recommend [8, 27].

We study the controllability on control-affine neural networks, which are given by the following equations:

$$
\left\{\begin{array}{l}
\dot{y}(t)=w(t) \sigma(y(t))+b(t),  \tag{1.1}\\
y(0)=x,
\end{array}\right.
$$

for $x \in \mathbb{R}^{d}$ the initial value, and $\sigma: \mathbb{R}^{d} \mapsto \mathbb{R}^{d}$ a Lipschitz function, which is called the activation function. The functions $(w, b)$ are the controls and they belong to $L^{2}(0, T ; \mathcal{U})$, for $\mathcal{U}$ defined by:

$$
\mathcal{U}:=\mathbb{R}^{d \times d} \times \mathbb{R}^{d \times 1}
$$

If we want to emphasize the dependence of (1.1) to the initial value and the control, we write $y(\cdot ; x, w, b)$. Similarly, we denote the sequence of solutions of (1.1) for some fixed control $(w, b)$ applied simultaneously to a data set $\mathbf{x}$ as:

$$
\begin{equation*}
y(\cdot ; \mathbf{x}, w, b):=\left(y\left(\cdot ; x^{1}, w, b\right), \ldots, y\left(\cdot ; x^{N}, w, b\right)\right) \tag{1.2}
\end{equation*}
$$

Since $\sigma$ is Lipschitz, (1.1) is well-posed by the Cauchy-Lipschitz Theorem.
for:

$$
\begin{equation*}
X \subseteq\left\{M \in \mathbb{R}^{d \times d}: M_{i, i} \in\{1,-1\}, \quad \forall i=1, \ldots, d, \quad M_{i, j}=0, \quad \forall i \neq j\right\} \tag{1.4}
\end{equation*}
$$

In fact, the intensity of the flow is modelled by $(w, b)$, and the direction of the flow, by $r$. We may take $X=\{I\}$, which makes sense when $\sigma$ admits negative values. However, we have considered the general setting to have relevant results also for the case in which $\sigma$ is a positive function; that is, in which $\sigma \geq 0$. We assume that the activation function $\sigma$ is Lipschitz and homogeneous in the sense that:

$$
\begin{equation*}
\sigma(\lambda x)=\lambda \sigma(x), \quad \forall \lambda>0, \quad \forall x \in \mathbb{R}^{d} \tag{1.5}
\end{equation*}
$$

This includes important activation functions such as rectified linear units, which are given by:

$$
\sigma(x)=\left(\max \left\{x_{1}, 0\right\}, \ldots, \max \left\{x_{d}, 0\right\}\right),
$$

see [24]; and parametric rectified units, given by:

$$
\sigma(x)=\left(\alpha x_{1} 1_{x_{1}<0}+x_{1} 1_{x_{1}>0}, \ldots, \alpha x_{d} 1_{x_{d}<0}+x_{d} 1_{x_{d}>0}\right),
$$

see 18 (see Figure 11 for the graphs of such activations functions in one dimension). As in the previous system:

$$
\begin{equation*}
y(\cdot ; \mathbf{x}, r, w, b)=\left(y\left(\cdot ; x^{1}, r, w, b\right), \ldots, y\left(\cdot ; x^{N}, r, w, b\right)\right), \tag{1.6}
\end{equation*}
$$

where $y(\cdot ; x, r, w, b)$ denotes the solutions of (1.3), which is a well-posed system by the CauchyLipschitz Theorem.

As stated in the first paragraph, we study the properties of any optimal control in a long time horizon. The main contribution of our paper is that, if the data can be interpolated and the error can be taken to 0 with a cost proportional to the current error, we improve the asymptotic bound $\mathcal{O}(1 / T)$ for the error of the final state of the optimal trajectory obtained in [6] and prove that it is exactly 0 for a sufficiently large time. In fact, the paper is inspired in the simulations presented in [6]. Examples 4.2 and 4.4$]$ where the final errors seem to be 0 , as we want to determine theoretically if, like their simulation suggests, the error is taken exactly to 0 . Even if approximate controllability is usually enough for practical purposes, obtaining null


Figure 1: Some usual activation functions for $d=1$.
controllability is interesting to broaden the perspective of the field. We work in an abstract setting, though we give concrete examples of problems that satisfy our assumptions, notably the ensemble controllability and classification problems. In ensemble controllability we aim to control two or more independent equations by applying the same control. The study of ensemble controllability dates back to [28] and [20, Chapter 5], and relevant papers on this topic include [40, 33, 21, 44, 1, 27, 32, 26]. The main difference of this paper and [27, 26] with the previous ones is that in our papers the trajectories satisfy the same differential equation, whereas in the other papers they satisfy different differential equations (i.e. differential equations which at least do not have the same coefficients). As for the classification problem, it is a simplified version of the ensemble controllability problem, where the objective is to split the data into two sets, for instance, $\left\{x_{1} \leq-1\right\}$ and $\left\{x_{1} \geq 1\right\}$. An additional contribution of our paper is an example of neural ODE and loss functions where the error can be taken to 0 , but for all time $T>0$ the error at time $T$ of the optimal trajectories is strictly positive. This illustrates that the results are far from being trivial.

This paper follows a well-established research line that studies the properties of the optimal control and trajectories in a long time horizon. This allows, for instance, that when doing numerical simulations, one may identify when a local minimum is not an optimal control. The turnpike property is a notion developed since the 1950 s which means that when minimizing certain functionals all the optimal trajectories are most of the time near some specific state (the turnpike) independently of the initial value and the target (see, for instance, [22] and [5]). An important recent paper regarding the study of the turnpike property is [25], the first work which provides rigorous mathematical proof and a framework for the turnpike property for linear quadratic optimal control problems. Also, interesting recent studies on the turnpike property include discrete optimal control problems in [4] and [12], finite-dimensional nonlinear
control problems in [39] and [37], optimal control problems for hyperbolic systems in [15] and [30], general Hilbert spaces in [38] and [2], boundary optimal control problems in [13], NavierStokes equation in [46], nonlinear optimal control problems from a geometrical approach in [31], fractional parabolic equation in [42], the finite time turnpike phenomena in [14], hands-off controls in [29] and in deep neural networks in [10], and Lipschitz nonlinear functions in [7]. Finally, the optimal control for neural ODE is also studied in [8, where the authors consider the cost of the $L^{1}$-norm of the control instead of the $L^{2}$-norm and obtain that for that norm the optimal control satisfies some sparsity properties and that the error of the final state belongs to $\mathcal{O}(1 / T)$.

## 2 Main results

### 2.1 Optimal trajectories for control-affine neural ODE

As stated in the introduction, we study the optimal control of a data set ruled by a neural ODE. To measure how far the data is from the objective we introduce the error function (also referred in the literature of Machine Learning as loss function) $\mathcal{E}:\left(\mathbb{R}^{d}\right)^{N} \mapsto \mathbb{R}^{+}:=[0, \infty)$. We assume that $\mathcal{E}$ is continuous and satisfies the Hypothesis 1, which is later introduced in this section.

This allows to define the empirical risk minimization functional for a target time $T$ :

$$
\begin{equation*}
J_{T}(w, b):=\mathcal{E}(y(T ; \mathbf{x}, w, b))+\int_{0}^{T}|(w(t), b(t))|^{2} d t \tag{2.1}
\end{equation*}
$$

where $y$ denotes a solution of (1.1) and $|\cdot|$ denotes the Frobenius norm. We denote any minimizer of $J_{T}$ by $\left(w_{T}, b_{T}\right)$. Moreover, the trajectories induced by such minimizers, called optimal trajectories, are denoted by $y_{T}(t ; \mathbf{x}):=y\left(t ; \mathbf{x}, w_{T}, b_{T}\right)$.
Example 2.1. A usual definition for the error function is:

$$
\begin{equation*}
\mathcal{E}(\mathbf{x}):=\frac{1}{N} \sum_{i=1}^{N} E_{i}\left(x^{i}\right), \quad \forall \mathbf{x} \in\left(\mathbb{R}^{d}\right)^{N} \tag{2.2}
\end{equation*}
$$

for $E_{i}(x)=d\left(x, A_{i}\right)$, for $d$ the euclidean distance and for given sets $A_{i} \subset \mathbb{R}^{d}$ (that might consist of a single element).

First of all, we recall that the functional $J_{T}$ has at least a minimizer:
Proposition 2.2 (Existence of minimizers). Let $\mathcal{E}:\left(\mathbb{R}^{d}\right)^{N} \mapsto \mathbb{R}^{+}:=[0, \infty)$ a continuous function, $\sigma$ a globally Lipschitz continuous function, $T>0$ and $\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{N}$. Then, the functional $J_{T}$ given in (2.1) for $y$ given by (1.2), where we consider the solution of (1.1), has at least one minimizer in $L^{2}(0, T ; \mathcal{U})$.

1 Proposition 2.2 is classical, and the proof can be found, for instance, in [36, Proposition 6.2.3]. The main idea of the proof is that $J_{T}$ is a sum of a positive weakly continuous functional and a positive continuous convex functional. For the sake of completeness, the proof is given in Appendix A.

Let us now present the hypotheses that we consider throughout the paper:
Hypothesis 1. Let $\mathbf{x} \in\left(\mathbb{R}^{d}\right)_{*}^{N}$, let $\mathcal{E}:\left(\mathbb{R}^{d}\right)^{N} \mapsto \mathbb{R}^{+}:=[0, \infty)$ be a continuous function, and let $y$ denote (1.2), where we consider the solutions of (1.1). Then,

1. For the data set $\mathbf{x}$ there are controls:

$$
\left(w_{*}, b_{*}\right) \in L^{2}(0,1 ; \mathcal{U})
$$

such that $\mathcal{E}\left(y\left(1 ; \mathbf{x}, w_{*}, b_{*}\right)\right)=0$.
2. There are $C, \tilde{\varepsilon}>0$ both just depending on $\mathcal{E}$ such that for all $\overline{\mathbf{x}}=\left(\bar{x}^{1}, \ldots, \bar{x}^{N}\right) \in\left(\mathbb{R}^{d}\right)_{*}^{N}$ satisfying $\mathcal{E}(\overline{\mathbf{x}})<\tilde{\varepsilon}$, there are some controls $(w, b)$ satisfying:

$$
\|(w, b)\|_{L^{\infty}(0,1 ; \mathcal{U})}<C \mathcal{E}(\overline{\mathbf{x}})
$$

such that:

$$
\mathcal{E}(y(1 ; \overline{\mathbf{x}}, w, b))=0 .
$$

The first item of Hypothesis 1 is that the error can be taken to 0 , a property known in Machine Learning as interpolation (see [6]), and the second one is a local controllability of the system.

Remark 2.3. The choice of the target time in Hypothesis 1 is arbitrary. Because of the linearity (see Lemma 3.1 below), if the system is controllable for some time, in this case $T=1$, it is controllable for any time.

Example 2.4 (Application of Theorem 2.5 to the classification problem). Let us fix $M \in \mathbb{N}$ and consider:

$$
\mathbf{x}=\left(x^{1}, \ldots, x^{M}, x^{M+1}, \ldots, x^{N}\right) \in\left(\mathbb{R}^{d}\right)_{*}^{N},
$$

the error function given by (2.2), for:

$$
E_{i}(x)= \begin{cases}\left(x_{1}+1\right) 1_{x_{1}>-1}\left(x_{1}\right), & i=1, \ldots, M \\ \left(x_{1}-1\right) 1_{x_{1}>1}\left(x_{1}\right), & i=M+1, \ldots, N\end{cases}
$$

and any neural function $\sigma$ of the type $\sigma(x)=\left(\tilde{\sigma}\left(x_{1}\right), \ldots, \tilde{\sigma}\left(x_{d}\right)\right)$ such that there is $c>0$ such that $c s \leq \tilde{\sigma}(s)$ for all $s \geq 0$ and $\tilde{\sigma}(s) \leq c s$ for all $s \leq 0$. The second item of Hypothesis 1 is clearly satisfied, as it suffices to consider $\tilde{\varepsilon}=1 /(2 N), b=0$ and $w(t) x=$
$\left(2 N c^{-1} \mathcal{E}(\overline{\mathbf{x}}) x_{1}, 0, \ldots, 0\right)$. Thus, Theorem 2.5 implies that if the data can be classified (i.e. if the first item of Hypothesis 1 is satisfied), then by computing the optimal control for a sufficiently large time, the data is sent to the sets $\left\{x_{1} \leq-1\right\}$ and $\left\{x_{1} \geq 1\right\}$. More detailed examples can be found in [6] and [27].

Now we have all the tools to state the first main result of this paper:
Theorem 2.5 (Annihilation of the error in a long time horizon). Let $\mathbf{x} \in\left(\mathbb{R}^{d}\right)_{*}^{N}$, $\sigma$ be a Lipschitz activation function, $\mathcal{E}$ be an error function such that Hypotheses 1 is satisfied and $J_{T}$ given in (2.1). Then, for $T>0$ large enough depending on $\sigma, \mathbf{x}$ and $\mathcal{E}$, and for all $\varepsilon>0$ there is $\delta>0$ such that $J_{T}(w, b)<\inf J_{T}+\delta$ implies:

$$
\begin{equation*}
\mathcal{E}(y(T ; \mathbf{x}, w, b))<\varepsilon . \tag{2.3}
\end{equation*}
$$

Moreover, for $T>0$ large enough the following equality holds for any optimal trajectory:

$$
\begin{equation*}
\mathcal{E}\left(y_{T}(T ; \mathbf{x})\right)=0 . \tag{2.4}
\end{equation*}
$$

Here, $y$ is given by (1.2), where we consider the solution of (1.1).
Theorem 2.5 is proved by showing that if $T$ is sufficiently large and if $\mathcal{E}(y(T ; \mathbf{x}, w, b))$ is small and strictly positive, we can construct with the second item of Hypothesis 1 a control $(\tilde{w}, \tilde{b})$ such that:

$$
J_{T}(\tilde{w}, \tilde{b}) \leq J_{T}(w, b)-\frac{1}{2} \mathcal{E}(y(T ; \mathbf{x}, w, b)) .
$$

For that, we show in Lemma 3.1 that the trajectories may be preserved when we perform a diffeomorphism in the time variable. Then, in Lemma 3.4 given a control with a non-constant norm we construct a more efficient one and in Proposition 3.5 we use this to construct a control for which the value of the empirical risk minimization functional is smaller for all controls with a non-constant norm.

The construction of such control is far from trivial and, as illustrated in Appendix B , the hypotheses are rather sharp. As explained in the first part of the introduction, Theorem 2.5 improves the results presented in [6], where the authors prove that the error of the final state of the optimal trajectory is of size $\mathcal{O}(1 / T)$.

### 2.2 Optimal trajectories for neural ODE with a homogeneous activation function

In this section we present the analogous results to those in Section 2.1 for the neural ODE (1.3) with activation functions which satisfy (1.5). Let us reformulate Hypothesis 1 in the context of (1.3):
${ }_{1}$ Hypothesis 2. Let $\mathbf{x} \in\left(\mathbb{R}^{d}\right)_{*}^{N}$, let $\mathcal{E}:\left(\mathbb{R}^{d}\right)^{N} \mapsto \mathbb{R}^{+}:=[0, \infty)$ be a continuous function, and let $2 y$ denote (1.6), where we consider the solutions of (1.3). Then:

1. For the data set $\mathbf{x}$ there are controls:

$$
\left(r_{*}, w_{*}, b_{*}\right) \in L^{2}(0,1 ; \mathcal{U})
$$

such that $\mathcal{E}\left(y\left(1 ; \mathbf{x}, r_{*}, w_{*}, b_{*}\right)\right)=0$.
2. There are $C, \tilde{\varepsilon}>0$ both just depending on $\mathcal{E}$ such that for all $\overline{\mathbf{x}}=\left(\bar{x}^{1}, \ldots, \bar{x}^{N}\right) \in\left(\mathbb{R}^{d}\right)_{*}^{N}$ satisfying $\mathcal{E}(\overline{\mathbf{x}})<\tilde{\varepsilon}$, there are some controls $(r, w, b)$ satisfying:

$$
\|(w, b)\|_{L^{\infty}(0,1 ; \mathcal{U})}<C \mathcal{E}(\overline{\mathbf{x}})
$$

such that:

$$
\mathcal{E}(y(1 ; \overline{\mathbf{x}}, r, w, b))=0 .
$$

$$
\begin{equation*}
\sigma(x)=\left(\max \left\{x_{1}, 0\right\}, \ldots, \max \left\{x_{d}, 0\right\}\right) \tag{2.5}
\end{equation*}
$$

${ }_{6}$ the activation function, $\mathbf{z}=\left(z^{1}, \ldots, z^{N}\right) \in\left(\mathbb{R}^{d}\right)_{*}^{N}$ the targets, and $\mathcal{E}$ given by (2.2) for $E_{i}(x)=$ $\left|x-z^{i}\right|$ the error function. Note that $\sigma$ satisfies:

$$
\begin{equation*}
|\sigma(u)| \leq|u| \quad \forall u \in \mathbb{R}^{d} \tag{2.6}
\end{equation*}
$$

Then, it is proved in [27, Theorem 2] that the first item of Hypothesis 2 is satisfied. Moreover, as we prove in Appendix D, the second item of Hypothesis 2 also holds. We present the proof because the bounds for the cost of the control is not a straight consequence of the computations in [27]. Consequently, Theorem 2.7 below (and all the auxiliary results and corollaries) can be applied to this neural problem.

Again, we seek to get sufficient conditions so that the optimal trajectories induced by:

$$
\begin{equation*}
\tilde{J}_{T}(r, w, b):=\mathcal{E}(y(T ; \mathbf{x}, r, w, b))+\int_{0}^{T}|(w(t), b(t))|^{2} d t \tag{2.7}
\end{equation*}
$$

satisfy $\mathcal{E}\left(y_{T}(T ; \mathbf{x})\right)=0$. Since $|r|$ is constant (see (1.4)), it makes no sense to include it in the definition of $\tilde{J}_{T}$. For the functional $\tilde{J}_{T}$ the following result holds:

Theorem 2.7 (Annihilation of the error for a sufficiently large time). Let $\sigma$ be a Lipschitz activation function satisfying (1.5) and $\mathcal{E}$ an error function satisfying Hypothesis 2. Then, for $T>0$ large enough depending on $\sigma, \mathbf{x}$ and $\mathcal{E}$, and all $\varepsilon>0$ there is $\delta>0$ such that if $J_{T}(r, w, b)<\inf J_{T}+\delta:$

$$
\begin{equation*}
\mathcal{E}(y(T ; \mathbf{x}, r, w, b))<\varepsilon . \tag{2.8}
\end{equation*}
$$

Moreover, if $T$ is large enough and if $\tilde{J}_{T}$ has an optimal trajectory:

$$
\begin{equation*}
\mathcal{E}\left(y_{T}(T ; \mathbf{x})\right)=0 . \tag{2.9}
\end{equation*}
$$

Here $y$ is given by (1.2), where we consider the solution of (1.1).
The proof of Theorem 2.7 is analogous to that of Theorem 2.5, so we just give some brief explanations in the first comment of Section 4. As with Theorem 2.5, Theorem 2.7 improves the results presented in [6], where the authors prove that the error of the optimal trajectory at a final time $T$ is of magnitude $\mathcal{O}(1 / T)$ also for the solutions of (1.3) with an activation functions satisfying (1.5).
Remark 2.8 (Existence of minimizers of $\tilde{J}_{T}$ ). We have stated "if $\tilde{J}_{T}$ has an optimal trajectory" in Theorem 2.7 because, as far as we know, it is an open question to see if $\tilde{J}_{T}$ admits a minimizer. The main obstacle to adapt the proof of Proposition 2.2 is that nonlinear functions and weak limits may not commute. However, as we see in the first comment of Section 4 , we can improve Theorem 2.7 and obtain that for $T$ large enough and all $\varepsilon>0$ there are controls $(r, w, b)$ such that $J_{T}(r, w, b)<\inf J_{T}+\varepsilon$ and $\mathcal{E}(y(T ; \mathbf{x}, r, w, b))=0$.
Remark 2.9 (Functionals allowing expensive controls). As in [6], we can consider the functional:

$$
J_{T, \delta}(w, b):=\mathcal{E}(y(T ; \mathbf{x}, w, b))+\delta \int_{0}^{T}|(w(t), b(t))|^{2} d t
$$

instead of $J_{T}$ for (1.1), and:

$$
J_{T, \delta}(r, w, b):=\mathcal{E}(y(T ; \mathbf{x}, r, w, b))+\delta \int_{0}^{T}|(w(t), b(t))|^{2} d t
$$

instead of $J_{T}$ for (1.3)-(1.5). By linearity (see Remark 3.2) it holds that:

$$
J_{T, \delta}(w, b)=J_{T \delta^{-1}, 1}(\delta w(t \delta), \delta b(t \delta)),
$$

and:

$$
\tilde{J}_{T, \delta}(r, w, b)=\tilde{J}_{T \delta^{-1}, 1}(r(t \delta), \delta w(t \delta), \delta b(t \delta))
$$

respectively. A straight consequence is that $(w, b)$ is a minimizer of $J_{T, \delta}$ if and only if $(\delta w(t \delta), \delta b(t \delta))$ is a minimizer of $J_{T \delta^{-1}, 1}$. Similarly, $(r, w, b)$ is a minimizer of $\tilde{J}_{T, \delta}$ if and only if $(r(t \delta), \delta w(t \delta), \delta b(t \delta))$ is a minimizer of $J_{T \delta^{-1}, 1}$. Thus, analogous results to Theorems 2.5 and 2.7 and all the auxiliary results hold true for $J_{T, \delta}$ and $\tilde{J}_{T, \delta}$ when $T$ is fixed and $\delta>0$ is small enough depending on $\sigma$, $\mathcal{E}, \mathbf{x}$ and $T$.

## 3 Optimal control for control-affine neural ODE

In this section we work in the control problem described by (1.1) and the risk minimization functional $J_{T}$ given by (2.1). In this section $C>0$ denotes an arbitrary constant that may
change from line to line and depends only on $\sigma, \mathcal{E}$ and $\mathbf{x}$. Similarly, when we assume that $T$ is large enough we mean with respect to $\sigma, \mathcal{E}$ and $\mathbf{x}$. We first present some technical results in Section 3.1, then conclude the proof of Theorem 2.5 in Section 3.2 by a proof by contradiction, and finally provide additional properties of the optimal controls in Section 3.3.

### 3.1 Preliminaries

We first construct controls to follow the same trajectory in the state space but with a different velocity by reparametrization thanks to the structure of the controls:

Lemma 3.1 (A technical result regarding the time variable). Let $\mathbf{x} \in\left(\mathbb{R}^{d}\right)^{N}$ and:

$$
\phi \in L_{l o c}^{1}\left(0, \infty ; \mathbb{R}^{+}\right)
$$

8 Then:

$$
\begin{equation*}
y(\Gamma(t) ; \mathbf{x}, w, b)=y(t ; \mathbf{x}, \phi(\Gamma(s)) w(\Gamma(s)), \phi(\Gamma(s)) b(\Gamma(s))), \quad \forall t \in\left[0, T^{*}\right] \tag{3.1}
\end{equation*}
$$

9 for $T^{*}>0, y$ given by (1.2), where we consider the solutions of (1.1), and $\Gamma$ any solution of:

$$
\left\{\begin{array}{l}
\dot{\Gamma}(s)=\phi(\Gamma(s)), \quad s \in\left[0, T^{*}\right)  \tag{3.2}\\
\Gamma(0)=0
\end{array}\right.
$$

Remark 3.2 (Invariance of trajectories when $\phi$ is constant). An important application of Lemma 3.1 is the case $\phi(t)=\lambda \in \mathbb{R}^{+}$; that is, when $\phi$ is constant. Then, (3.1) becomes:

$$
\begin{equation*}
y(\lambda t ; \mathbf{x}, w, b)=y(t ; \mathbf{x}, \lambda w(\lambda s), \lambda b(\lambda s)) \tag{3.3}
\end{equation*}
$$

Proof of Lemma 3.1. It suffices to see that for all $i$ the function $t \mapsto y\left(\Gamma(t) ; x^{i}, w, b\right)$ is a solution of (1.1) with initial value $x^{i}$ and controls $\phi(\Gamma(t)) w(\Gamma(t))$ and $\phi(\Gamma(t)) b(\Gamma(t))$, since (1.1) has a unique solution by the Cauchy-Lipschitz Theorem. From the initial condition on (3.2) we obtain that:

$$
y\left(\Gamma(0) ; x^{i}, w, b\right)=y\left(0 ; x^{i}, w, b\right)=x^{i}
$$

Moreover, from the first equation of (3.2) and the chain rule:

$$
\begin{align*}
\frac{d}{d t}\left(y\left(\Gamma(t) ; x^{i}, w, b\right)\right) & =\phi(\Gamma(t)) \dot{y}\left(\Gamma(t) ; x^{i}, w, b\right) \\
& =\phi(\Gamma(t))\left(w(\Gamma(t)) \sigma\left(y\left(\Gamma(t) ; x^{i}, w, b\right)\right)+b(\Gamma(t))\right)  \tag{3.4}\\
& =(\phi(\Gamma(t)) w(\Gamma(t))) \sigma\left(y\left(\Gamma(t) ; x^{i}, w, b\right)\right)+(\phi(\Gamma(t)) b(\Gamma(t)))
\end{align*}
$$

Next, we recall that the first item of Hypothesis 1 implies that the error is at most of size $\mathcal{O}(1 / T)$ :

Lemma 3.3 (Boundedness of the error with respect to $T$ ). Let $T>0, \sigma$ be an activation function and $\mathcal{E}$ an error function satisfying Hypothesis 1. Then:

$$
\begin{equation*}
\mathcal{E}\left(y_{T}(T ; \mathbf{x})\right) \leq \frac{C}{T} \tag{3.5}
\end{equation*}
$$

for $y_{T}$ given by (1.2), where we consider the solutions with the optimal control of (1.1).
Lemma 3.3 is proven in [6, Theorem 3.1]. Note that in [6] they only require the first item of Hypothesis 1 (as well as the positivity and continuity of $\mathcal{E}$ ), so we can use their result. Briefly, it is a consequence of the definition of $y_{T}$ as the optimal trajectory and that, by Remark 3.2, $\frac{1}{T} w_{*}(\dot{\bar{T}})$ and $\frac{1}{T} b_{*}(\dot{\bar{T}})$ are controls that take the error to 0 (see Hypothesis 1 for the definition of $\left.\left(w_{*}, b_{*}\right)\right)$. In fact:

$$
\begin{align*}
\mathcal{E}\left(y_{T}(T ; \mathbf{x})\right) \leq J_{T}\left(w_{T}, b_{T}\right) & \leq J_{T}\left(\frac{1}{T} w_{*}\left(\frac{\cdot}{T}\right), \frac{1}{T} b_{*}(\dot{\bar{T}})\right) \\
& =\frac{1}{T} \int_{0}^{1}\left|\left(w_{*}(t), b_{*}(t)\right)\right|^{2} d t \tag{3.6}
\end{align*}
$$

Finally, we show how to construct a more efficient control when the norm is not constant and they do not take the null value:

Lemma 3.4 (Construction of more efficient controls). Let:

$$
(w, b) \in C^{1}\left([0, T] ; \mathcal{U} \backslash\left\{\left(0_{\mathbb{R}^{d \times d}}, 0_{\mathbb{R}^{d}}\right)\right\}\right)
$$

be such that $t \mapsto|(w(t), b(t))|$ is not constant. Then, there is a control $(\tilde{w}, \tilde{b})$ such that $t \mapsto$ $|(\tilde{w}(t), \tilde{b}(t))|$ is constant, such that:

$$
\begin{equation*}
|(\tilde{w}(t), \tilde{b}(t))| \in\left(\min _{[0, T]}|(w, b)|, \max _{[0, T]}|(w, b)|\right) \quad \text { in }[0, T] \tag{3.7}
\end{equation*}
$$

and such that:

$$
\begin{equation*}
y(T ; \mathbf{x}, \tilde{w}, \tilde{b})=y(T ; \mathbf{x}, w, b), \quad \int_{0}^{T}|(\tilde{w}(t), \tilde{b}(t))|^{2} d t<\int_{0}^{T}|(w(t), b(t))|^{2} d t \tag{3.8}
\end{equation*}
$$

for $y$ given by $\sqrt{1.2}$ ), where we consider the solutions of (1.1).

The proof consists on constructing new controls with a time-transformation that allows us to arrive to the same target with a smaller cost:
${ }_{1}$ Proof of Lemma 3.4. Let us consider the auxiliary function:

$$
\begin{equation*}
\phi_{\gamma}(t)=\frac{\gamma}{|(w(t), b(t))|} 1_{[0, T]}(t) \tag{3.9}
\end{equation*}
$$

${ }_{2}$ for $\gamma>0$ to be fixed later, and $\Gamma_{\gamma}$ given by:

$$
\left\{\begin{array}{l}
\dot{\Gamma}_{\gamma}(s)=\phi_{\gamma}\left(\Gamma_{\gamma}(s)\right), \quad s \in\left[0, T_{\gamma}\right]  \tag{3.10}\\
\Gamma_{\gamma}(0)=0
\end{array}\right.
$$

3 for:

$$
T_{\gamma}:=\sup \left\{t: \Gamma_{\gamma}(t)<T\right\}
$$

${ }_{4}$ Note that from the definition of $T_{\gamma}$ it follows that:

$$
\begin{equation*}
\Gamma_{\gamma}\left(T_{\gamma}\right)=T \tag{3.11}
\end{equation*}
$$

5 Since $\phi_{\gamma}$ is $C^{1}\left(\right.$ as $(w, b) \neq 0$, by compactness $\left.\min _{[0, T]}|(w, b)|>0\right)$, 3.10 has a unique 6 solution by the Cauchy-Lipschitz Theorem. Moreover, $\gamma \mapsto T_{\gamma}$ is continuous and decreasing, ${ }^{7} \lim _{\gamma \rightarrow 0} T_{\gamma}=\infty$, and $\lim _{\gamma \rightarrow \infty} T_{\gamma}=0$, so there is $\gamma^{*}>0$ such that:

$$
\begin{equation*}
T_{\gamma^{*}}=T \tag{3.12}
\end{equation*}
$$

8 For that value $\gamma^{*}$ it holds:

$$
\begin{equation*}
\gamma^{*}=\frac{1}{\frac{1}{T} \int_{0}^{T} \frac{d t}{\left|\left(w\left(\Gamma_{\gamma^{*}}(t)\right), b\left(\Gamma_{\gamma^{*}}(t)\right)\right)\right|}} \tag{3.13}
\end{equation*}
$$

9 because by (3.11) and (3.12):

$$
\int_{0}^{T} \frac{\gamma^{*} d t}{\left|\left(w\left(\Gamma_{\gamma^{*}}(t)\right), b\left(\Gamma_{\gamma^{*}}(t)\right)\right)\right|}=\int_{0}^{T} \dot{\Gamma}_{\gamma^{*}}(t) d t=\Gamma_{\gamma^{*}}(T)=\Gamma_{\gamma^{*}}\left(T_{\gamma^{*}}\right)=T
$$

${ }_{10}$ Considering (3.1) we obtain that:

$$
\begin{align*}
y\left(T ; \mathbf{x}, \phi_{\gamma^{*}}\left(\Gamma_{\gamma^{*}}(s)\right) w\left(\Gamma_{\gamma^{*}}(s)\right), \phi_{\gamma^{*}}\left(\Gamma_{\gamma^{*}}(s)\right) b\left(\Gamma_{\gamma^{*}}(s)\right)\right) & =y\left(\Gamma_{\gamma^{*}}(T) ; \mathbf{x}, w, b\right)  \tag{3.14}\\
& =y(T ; \mathbf{x}, w, b)
\end{align*}
$$

${ }_{11}$ Moreover, considering the strict inequality between the harmonic and arithmetic means (see, 12 for instance, [19]), (3.10)-(3.13), and the Change of Variables Theorem we get that:

$$
\begin{align*}
\int_{0}^{T} \phi_{\gamma^{*}}^{2}\left(\Gamma_{\gamma^{*}}(t)\right)\left|\left(w\left(\Gamma_{\gamma^{*}}(t)\right), b\left(\Gamma_{\gamma^{*}}(t)\right)\right)\right|^{2} d t & =\int_{0}^{T}\left(\gamma^{*}\right)^{2} d t=\left(\gamma^{*}\right)^{2} T \\
& =\frac{\gamma^{*} T}{\frac{1}{T} \int_{0}^{T} \frac{d t}{\left|\left(w\left(\Gamma_{\gamma^{*}}(t)\right), b\left(\Gamma_{\gamma^{*}}(t)\right)\right)\right|}} \\
& \left.<\frac{1}{T} \int_{0}^{T} \gamma^{*} T \right\rvert\,\left(w\left(\Gamma_{\gamma^{*}}(t)\right), b\left(\Gamma_{\gamma^{*}}(t)\right) \mid d t\right.  \tag{3.15}\\
& =\int_{0}^{T} \phi_{\gamma^{*}}\left(\Gamma_{\gamma^{*}}(t)\right)\left|\left(w\left(\Gamma_{\gamma^{*}}(t)\right), b\left(\Gamma_{\gamma^{*}}(t)\right)\right)\right|^{2} d t \\
& =\int_{0}^{T}|(w(t), b(t))|^{2} d t
\end{align*}
$$

Therefore, combining (3.14) and (3.15) we obtain (3.8) for:

$$
\tilde{w}(t)=\phi_{\gamma^{*}}\left(\Gamma_{\gamma^{*}}(t)\right) w\left(\Gamma_{\gamma^{*}}(t)\right), \quad \tilde{b}(t)=\phi_{\gamma^{*}}\left(\Gamma_{\gamma^{*}}(t)\right) b\left(\Gamma_{\gamma^{*}}(t)\right) .
$$

Finally, since $\gamma^{*}$ is the harmonic mean of values in:

$$
\left[\min _{[0, T]}|(w, b)|, \max _{[0, T]}|(w, b)|\right],
$$

we obtain (3.7).

### 3.2 Construction of controls which take the error to zero

Let us state the properties of the controls that we construct in this section:
Proposition 3.5. Let $\sigma$ be an activation function and $E$ an error function that satisfy Hypothesis 1. Then, there is $T_{0}>0$ such that if $T \geq T_{0}$ and $(w, b)$ are such that:

$$
\begin{equation*}
J_{T}(w, b) \leq 2 \inf J_{T}, \tag{3.16}
\end{equation*}
$$

and:

$$
\begin{equation*}
J_{T}(\hat{w}, \hat{b}) \leq J_{T}(w, b)-\frac{1}{2} \mathcal{E}(y(T ; \mathbf{x}, w, b)) \tag{3.18}
\end{equation*}
$$

for $y$ given by (1.2), where we consider the solutions of (1.1).
The first step is to remark that $\mathcal{E}(y(T ; \mathbf{x}, w, b))$ is small for $T$ large enough and all $(w, b)$ satisfying (3.16) by Lemma 3.3. The second step is to approximate $(w, b)$ by some control $(\tilde{w}, \tilde{b})$ with a constant norm thanks to regularization and Lemma 3.4. The third step is to show that if (2.4) is false, we may prolong for some $\tau>0$ the controls $\tilde{w}$ and $\tilde{b}$ in $[T, T+\tau]$ so that:

$$
\begin{equation*}
\tilde{y}(T+\tau ; \mathbf{x}, \tilde{w}, \tilde{b})=0 . \tag{3.19}
\end{equation*}
$$

The fourth step is to take those trajectories to $[0, T]$ with (3.3), which we recall is a consequence of Lemma 3.1. The fifth and last step is to check that the new control satisfies 3.18).

Proof of Proposition 3.5. Step 1: estimate of $\mathcal{E}(y(T ; \mathbf{x}, w, b))$. If $\mathcal{E}(y(T ; \mathbf{x}, w, b))=0$, then it suffices to consider $(\hat{w}, \hat{b})=(w, b)$, so we suppose from now on that $\mathcal{E}(y(T ; \mathbf{x}, w, b))>0$. Let $\tilde{\varepsilon}$ the value in Hypothesis 1 and let $T_{0}=\frac{3 \int_{0}^{1} \mid\left(w_{*}(t),\left.b_{*}(t)\right|^{2}\right.}{\tilde{\varepsilon}}$, for $\left(w_{*}, b_{*}\right)$ given in Hypothesis 1 . Then, from (3.6) and (3.16) we obtain for $T \geq T_{0}$ and all $(w, b)$ satisfying (3.16) that:

$$
\begin{equation*}
\mathcal{E}(y(T ; \mathbf{x}, w, b)) \in(0, \tilde{\varepsilon} / 2) \tag{3.20}
\end{equation*}
$$

Step 2: approximating the control. Clearly, $C^{1}([0, T] ; \mathcal{U} \backslash\{0\})$ is dense is $L^{2}(0, T ; \mathcal{U})$. Moreover:

$$
(w, b) \mapsto \mathcal{E}(y(T ; \mathbf{x}, w, b))
$$

${ }_{1}$ is continuous from $L^{2}(0, T ; \mathcal{U})$ to $\mathbb{R}$. Thus, there is $(\tilde{w}, \tilde{b}) \in C^{1}([0, T] ; \mathcal{U} \backslash\{0\})$ such that:

$$
\begin{equation*}
\|(\tilde{w}, \tilde{b})\|_{L^{2}(0, T ; \mathcal{U})} \leq\|(w, b)\|_{L^{2}(0, T ; \mathcal{U})} \tag{3.21}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathcal{E}(y(T ; \mathbf{x}, \tilde{w}, \tilde{b})) \leq 2 \mathcal{E}(y(T ; \mathbf{x}, w, b)) \tag{3.22}
\end{equation*}
$$

3 Moreover, by Lemma 3.4 we can suppose that $t \mapsto|(\tilde{w}(t), \tilde{b}(t))|$ is constant. In addition, from 4 (3.6), (3.16) and (3.21) it follows that:

$$
\begin{equation*}
\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T ; \mathcal{U})} \leq \frac{C}{\sqrt{T}} \tag{3.23}
\end{equation*}
$$

Step 3: taking the error to 0. From Hypothesis 1, (3.20) and (3.22) we obtain a control $(\bar{w}, \bar{b}) \in L^{\infty}(0, T ; \mathcal{U})$ that takes the solution from $y(T ; \mathbf{x}, \tilde{w}, \tilde{b})$ to a state $\tilde{\mathbf{x}}$ such that $\mathcal{E}(\tilde{\mathbf{x}})=0$. Moreover:

$$
\|(\bar{w}, \bar{b})\|_{L^{\infty}(0,1 ; \mathcal{U})} \leq C \mathcal{E}(y(T ; \mathbf{x}, \tilde{w}, \tilde{b})) \leq C \mathcal{E}(y(T ; \mathbf{x}, w, b))
$$

${ }_{5}$ Consequently, by Remark 3.2, for some:

$$
\begin{equation*}
\tau \leq C \frac{\mathcal{E}(y(T ; \mathbf{x}, \tilde{w}, \tilde{b}))}{\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T ; \mathcal{U})}} \tag{3.24}
\end{equation*}
$$

${ }_{6}$ the control $(\tilde{w}, \tilde{b})$ can be prolonged to $[0, T+\tau]$ so that both:

$$
\begin{equation*}
\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T+\tau ; \mathcal{U})}=\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T ; \mathcal{U})} \tag{3.25}
\end{equation*}
$$

7 and (3.19) are satisfied.

8
Step 4: taking the trajectory to $[0, T]$. We consider:

$$
\begin{align*}
\hat{w}(t) & :=\frac{T+\tau}{T} \tilde{w}\left(\frac{T+\tau}{T} t\right) \\
\hat{b}(t) & :=\frac{T+\tau}{T} \tilde{b}\left(\frac{T+\tau}{T} t\right) \tag{3.26}
\end{align*}
$$

9 Then, (3.17) is true. In fact, the equation (3.3) with $\lambda=\frac{T+\tau}{T}$ implies:

$$
y(T ; \mathbf{x}, \hat{w}, \hat{b})=y(T+\tau ; \mathbf{x}, \tilde{w}, \tilde{b}) .
$$

Step 5: efficiency of the new control. First, we realize that:

$$
\begin{align*}
& J_{T}(w, b)-J_{T}(\hat{w}, \hat{b})=\mathcal{E}(y(T ; \mathbf{x}, w, b))+\int_{0}^{T}|(w(t), b(t))|^{2} d t \\
&-\left(\frac{T+\tau}{T}\right)^{2} \int_{0}^{T}\left|\left(\tilde{w}\left(\frac{T+\tau}{T} t\right), \tilde{b}\left(\frac{T+\tau}{T} t\right)\right)\right|^{2} d t \tag{3.27}
\end{align*}
$$

Considering that $t \mapsto(\tilde{w}(t), \tilde{b}(t))$ is constant in $[0, T]$, and that 3.21) and 3.25) are satisfied we deduce that:

$$
\begin{equation*}
\int_{0}^{T}|(w(t), b(t))|^{2} d t-\int_{0}^{T}\left|\left(\tilde{w}\left(\frac{T+\tau}{T} t\right), \tilde{b}\left(\frac{T+\tau}{T} t\right)\right)\right|^{2} d t \geq 0 \tag{3.28}
\end{equation*}
$$

Consequently, we obtain from (3.20), (3.23)-(3.25) and (3.27)-(3.28) that:

$$
\begin{aligned}
J_{T}(w, b)-J_{T}(\hat{w}, \hat{b}) \geq & \mathcal{E}\left(y_{T}(T ; \mathbf{x}, w, b), \mathbf{x}\right) \\
& -\left(\frac{2 \tau}{T}+\frac{\tau^{2}}{T^{2}}\right) \int_{0}^{T}\left|\left(\tilde{w}\left(\frac{T+\tau}{T} t\right), \tilde{b}\left(\frac{T+\tau}{T} t\right)\right)\right|^{2} d t \\
\geq & \left(1-C\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T ; \mathcal{U})}-C \tilde{\varepsilon} T^{-1}\right) \mathcal{E}(y(T ; \mathbf{x}, w, b)) \\
\geq & \left(1-C T^{-1 / 2}\right) \mathcal{E}(y(T ; \mathbf{x}, w, b)),
\end{aligned}
$$

which implies (3.18) if $T>T_{0}$ for $T_{0}$ large enough depending only on $\sigma, \mathcal{E}$ and $\mathbf{x}$.

4 Now we may conclude the proof of Theorem 2.5 by a proof by contradiction:
Conclusion of the proof of Theorem 2.5. Let $\varepsilon>0$. It suffices to consider $\delta=\varepsilon / 3$. If $(w, b)$ are such that $J_{T}(w, b) \leq \inf J_{T}+\varepsilon / 3$, then $\mathcal{E}(y(T ; \mathbf{x}, w, b))<\varepsilon$. Otherwise, by Proposition 3.5 there are $(\hat{w}, \hat{b})$ such that:

$$
J_{T}(\hat{w}, \hat{b}) \leq J_{T}(w, b)-\frac{\varepsilon}{2} \leq \inf J_{T}-\frac{\varepsilon}{6}
$$

which is absurd. Similarly, if $\left(w_{T}, b_{T}\right)$ is a minimizer of $J_{T}$ and (2.4) is not satisfied, then the control $(\hat{w}, \hat{b})$ of Proposition 3.5 satisfies $J_{T}(\hat{w}, \hat{b})<J_{T}\left(w_{T}, b_{T}\right)$, contradicting the definition of minimizer.

### 3.3 Additional properties of the optimal control

As a consequence of Remark 3.2, we can easily prove that, assuming Hypothesis 1, for a sufficiently large time the optimal controls are of the form:

$$
\left(\frac{1}{T} w_{*}\left(\frac{t}{T}\right), \frac{1}{T} b_{*}\left(\frac{t}{T}\right)\right)
$$

for $\left(w_{*}, b_{*}\right)$ the minimizers of the functional:

$$
(w, b) \mapsto \int_{0}^{T}|(w(t), b(t))|^{2} d t
$$

2 considered in the domain:

$$
\{(w, b): \mathcal{E}(y(1 ; \mathbf{x}, w, b))=0\} .
$$

In addition, we can prove that such minimizers belong to $L^{\infty}(0, T)$ and satisfy that $t \mapsto$ $|(w(t), b(t))|$ is constant, which follows from:
Proposition 3.6 (A more efficient control). Let $(w, b)$ a control in $L^{2}(0, T)$ such that $t \mapsto$ $|(w(t), b(t))|$ is not constant. Then, there is a control $(\tilde{w}, \tilde{b})$ such that:

$$
\begin{aligned}
y(T ; \mathbf{x}, \tilde{w}, \tilde{b}) & =y(T ; \mathbf{x}, w, b) \\
\|(\tilde{w}, \tilde{b})\|_{L^{2}(0, T ; \mathcal{U})} & <\|(w, b)\|_{L^{2}(0, T ; \mathcal{U})}
\end{aligned}
$$

and, if $(w, b) \in L^{\infty}(0, T ; \mathcal{U})$,

$$
\begin{equation*}
\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T ; \mathcal{U})} \leq 2\|(w, b)\|_{L^{\infty}(0, T ; \mathcal{U})} . \tag{3.29}
\end{equation*}
$$

Here, $y$ is given by (1.2), where we consider the solutions of (1.1).
The proof of Proposition 3.6 is based on classical results from Measure Theory and is postponed to Appendix C. Note that, opposed to the $L^{1}$ case proved in [8], where the norm is constant up to some time $T^{*} \leq T$ and then is null, in our model the norm is constant in the whole interval $(0, T)$. Proposition 3.6, compared to Lemma 3.4, has the advantage of having a less restrictive hypothesis. However, it has the disadvantage that we do not obtain neither a contraction for the $L^{\infty}$ norm (see Remark C.2) nor a control with constant norm, which is needed for proving Proposition 3.5.

## 4 Further comments and open problems

- Analogous results for neural ODE whose dynamics are described by (1.3). Clearly Lemmas 3.1, 3.3, 3.4, and Propositions 3.5 and 3.6 can be proved for system (1.3) with $\sigma$ satisfying (1.5) as in Section 3. The key lemma is Lemma 3.1, since the other results use the homogeneity of the system via Lemma 3.1. The analogous of Lemma 3.1 can be proved by replacing (3.4) by:

$$
\begin{aligned}
\frac{d}{d t}\left(y\left(\Gamma(t) ; x^{i}, w, b, r\right)\right) & =\phi(\Gamma(t)) r(\Gamma(t)) \dot{y}\left(\Gamma(t) ; x^{i}, w, b\right) \\
& =\phi(\Gamma(t)) r(\Gamma(t)) \sigma\left(w(\Gamma(t)) y\left(\Gamma(t) ; x^{i}, w, b\right)+b(\Gamma(t))\right) \\
& =r(\Gamma(t)) \sigma\left(\phi(\Gamma(t)) w(\Gamma(t)) y\left(\Gamma(t) ; x^{i}, w, b\right)+\phi(\Gamma(t)) b(\Gamma(t))\right) .
\end{aligned}
$$



Figure 2: Some activation functions for $d=1$.

The last equality follows from (1.5). Finally, Theorem 2.7 and the analogous of Proposition 3.5 imply that for all $\delta>0$ there is a control $(r, w, b)$ such that $\tilde{J}_{T}(r, w, b)<\inf \tilde{J}_{T}-\delta$ and $\mathcal{E}(y(T ; \mathbf{x}, r, w, b))=0$.

- Optimal control for non-homogenous activation functions. It remains an open problem to determine if similar results to Theorem 2.7 hold for non-homogeneous activation functions satisfying $\sigma(0)=0$ such as the hyperbolic tangent:

$$
\sigma(x)=\left(\tanh \left(x_{1}\right), \ldots, \tanh \left(x_{d}\right)\right),
$$

see [9. We may wonder whether similar results hold with more general activation functions if we replace $X$ (see $\sqrt{1.4}$ ) by the unitary matrices or by $\mathbb{R}^{d \times d}$ (of course, the cost of $r$ must also be included in the risk minimization functional). This would include, for instance, sigmoid:

$$
\sigma(x)=\left(\left(1+e^{-x_{1}}\right)^{-1}, \ldots,\left(1+e^{-x_{d}}\right)^{-1}\right)
$$

see [23]; softplus:

$$
\sigma(x)=\left(\log \left(1+e^{x_{1}}\right), \ldots, \log \left(1+e^{x_{d}}\right)\right),
$$

see [11] (see Figure 2 for their graph in one dimension), and others like logistic and crossentropy functions. The main difficulty is that the analogue of Lemma 3.1 cease to be true, so another tool is needed to prove the main result, probably a local inverse theorem result.

- Optimal control with the $H^{1}$ norm. It is a relevant problem to determine if similar results to Theorems 2.5 and 2.7 hold for any other Lebesgue or Sobolev penalty. In particular, an interesting scenario is to replace both in $J_{T}$ and $\tilde{J}_{T}$ the terms $\|(w, b)\|_{L^{2}(0, T ; \mathcal{U})}^{2}$ by $\|(w, b)\|_{H^{1}(0, T ; \mathcal{U})}^{2}$ and adding the restriction that the component of $r$ can only change signs if $(w, b)=0$ or to measure the $H^{1}$ norm of $r$ if the space $X$ is connected. The interest of this is double: thinking in potential applications it makes sense to also try to bound the variations in the time variable, which can be obtained by minimizing the time derivative. Moreover, if we consider the $H^{1}$-norm we can prove as in Proposition
2.2 that $\tilde{J}_{T}$ admits a minimizer. The main difficulties when studying these norms are that Lemmas 3.4 and D.1 and Proposition 3.6 may not be proved as easily (if they are true) because we need to keep track of the time derivative and because we cannot define the control on $[T, T+\tau]$ independently to the controls on $[0, T]$ due to the necessity of bounding the time derivative.
- Optimal control with the $B V$ norm. It is also a relevant problem to determine if results similar to Theorems 2.5 and 2.7 hold when we consider a $B V$ penalty. The existence of minimizers, as shown in [6, Section 4], follows from the fact that any minimizing sequence in BV converges strongly in $L^{1}$. However, the main difficulty when studying these penalties, as before, is that Lemmas 3.4 and D.1 and Proposition 3.6 may not be proved as easily (if they are true) because we need to keep track of the jumps and because we cannot define the control on $[T, T+\tau]$ independently to the controls on $[0, T]$ due to the time derivative.


## A Proof of Proposition 2.2

Let us consider $\left(w_{n}, b_{n}\right)$ a minimizing sequence; that is, a sequence such that:

$$
\lim _{n \rightarrow \infty} J_{T}\left(w_{n}, b_{n}\right)=\inf J_{T}
$$

Since $\mathcal{E} \geq 0,\left(w_{n}, b_{n}\right)$ is bounded in $L^{2}(0, T ; \mathcal{U})$. From now on:

$$
y_{n}(t):=y_{n}\left(t ; \mathbf{x}, w_{n}, b_{n}\right)=\left(y_{n}^{1}\left(t ; x^{1}, w_{n}, b_{n}\right), \ldots, y_{n}^{N}\left(t ; x^{N}, w_{n}, b_{n}\right)\right) .
$$

We recall that each $y_{n}^{i}$ is a solution of:

$$
\left\{\begin{array}{l}
\dot{y}_{n}^{i}(t)=w_{n}(t) \sigma\left(y_{n}^{i}(t)\right)+b_{n}(t)  \tag{A.1}\\
y_{n}(0)=x^{i}
\end{array}\right.
$$

Multiplying A.1 by $2 y_{n}^{i}$ and adding up, we obtain that:

$$
\left.\frac{d}{d t}\left(\left|y_{n}\right|^{2}\right)=\sum_{i=1}^{N} 2\left(w_{n}(t) \sigma\left(y_{n}^{i}(t)\right)\right) \cdot y_{n}^{i}(t)\right)+2 b_{n}(t) \cdot y_{n}^{i}(t)
$$

Thus, with Cauchy-Schwarz inequality and using that $\sigma$ is Lipschitz, we obtain that:

$$
\frac{d}{d t}\left(\left|y_{n}(t)\right|^{2}\right) \leq C\left(\left|w_{n}(t)\right|+1\right)\left|y_{n}(t)\right|^{2}+\left|b_{n}(t)\right|^{2}
$$

which implies:

$$
\left|y_{n}(t)\right|^{2} \leq \int_{0}^{t} C\left(\left|w_{n}(s)\right|+1\right)\left|y_{n}(s)\right|^{2} d s+\int_{0}^{t}\left|b_{n}(s)\right|^{2} d s+|\mathbf{x}|^{2}
$$

Consequently, from Grönwall inequality in its integral from (see [41, Appendix E]), and the continuous inclusion $L^{2}(0, T) \subset L^{1}(0, T)$ we obtain that:

$$
\left|y_{n}(t)\right|^{2} \leq\left(|\mathbf{x}|^{2}+\int_{0}^{t}\left|b_{n}(s)\right|^{2} d s\right) \exp \left(\int_{0}^{t} C\left(\left|w_{n}(s)\right|+1\right) d s\right)
$$

Thus, the sequence $\left(y_{n}\right)$ is uniformly bounded in $C^{0}\left([0, T] ;\left(\mathbb{R}^{d}\right)^{N}\right)$. Consequently, considering (1.1) and that $\sigma$ is Lipschitz, we obtain that $\left(y_{n}\right)$ is uniformly bounded in $H^{1}\left(0, T ;\left(\mathbb{R}^{d}\right)^{N}\right)$. Thus, considering the compact inclusion $H^{1}\left(0, T ;\left(\mathbb{R}^{d}\right)^{N}\right) \subset C^{0}\left([0, T] ;\left(\mathbb{R}^{d}\right)^{N}\right)$, there are $\left(w^{*}, u^{*}\right) \in$ $L^{2}(0, T ; \mathcal{U})$ and $y^{*} \in H^{1}\left(0, T ;\left(\mathbb{R}^{d}\right)^{N}\right)$ and subsequences $\left(w_{n_{k}}, b_{n_{k}}\right) \rightharpoonup\left(w^{*}, b^{*}\right)$ in $L^{2}(0, T ; \mathcal{U})$, $y_{n_{k}} \rightarrow y^{*}$ in $C^{0}\left([0, T] ;\left(\mathbb{R}^{d}\right)^{N}\right)$ and $y_{n_{k}} \rightharpoonup y^{*}$ in $H^{1}\left(0, T ;\left(\mathbb{R}^{d}\right)^{N}\right)$.

Let us now show that:

$$
\begin{equation*}
y^{*}(t)=y\left(t ; \mathbf{x}, w^{*}, b^{*}\right) \tag{A.2}
\end{equation*}
$$

Indeed, for all $i=1, \ldots, N$, by taking weak limit in both sides of:

$$
\dot{y}_{n_{k}}^{i}=w_{n_{k}} \sigma\left(y_{n_{k}}^{i}\right)+b_{n_{k}},
$$

we obtain that:

$$
\begin{equation*}
\left(\dot{y}^{*}\right)^{i}=w^{*} \sigma\left(\left(y^{*}\right)^{i}\right)+b^{*} \tag{A.3}
\end{equation*}
$$

Indeed, in $w_{n_{k}} \sigma\left(y_{n_{k}}^{i}\right)$ we have the product of a weak limit times a strong limit in the continuous space. Thus, with A.3) and:

$$
\left(y^{*}\right)^{i}(0)=\lim _{k \rightarrow \infty} y_{n_{k}}^{i}(0)=x^{i},
$$

we get (A.2).
Finally, consider that the norm of the control is weakly-lower semi-continuous:

$$
\begin{aligned}
J_{T}\left(w^{*}, b^{*}\right) & =\mathcal{E}\left(y^{*}(T)\right)+\int_{0}^{T}\left|\left(w^{*}(t), b^{*}(t)\right)\right|^{2} d t \\
& =\lim _{k \rightarrow \infty} \mathcal{E}\left(y_{n_{k}}(T)\right)+\int_{0}^{T}\left|\left(w^{*}(t), b^{*}(t)\right)\right|^{2} d t \\
& \leq \liminf _{k \rightarrow \infty} \mathcal{E}\left(y_{n_{k}}(T)\right)+\liminf _{k \rightarrow \infty} \int_{0}^{T}\left|\left(w_{n_{k}}(t), b_{n_{k}}(t)\right)\right|^{2} d t \\
& \leq \liminf _{k \rightarrow \infty} J_{T}\left(w_{n_{k}}, b_{n_{k}}\right) \\
& =\inf J_{T}
\end{aligned}
$$

so $J_{T}$ attains its minimum on $\left(w^{*}, b^{*}\right) \square$

## B A pathological case

In this section we prove that without the second item of Hypothesis 1 the error may not be taken exactly to 0 if the ratio between the cost of correcting the error and the error explodes
as the error vanishes. We present an example for the sake of simplicity, though the proof can be replicated whenever the gradient of the error is null on all the points where the error is null, which is the key impediment for taking the error exactly to zero.

Proposition B. 1 (Necessity of local controllability). Let us consider $d=1, \mathbf{x}=x_{1}=1$, $\mathcal{E}(x)=x^{2}, \sigma(s)=s$ and $J_{T}$ given by (2.1). Then, $y_{T}(T)>0$ for all $T>0$. Here $y_{T}$ is the solution of (1.1) with the optimal control.

Proof of Proposition B.1. Let $\left(w_{T}, b_{T}\right)$ be a minimizer of $J_{T}$. Clearly $w_{T}, b_{T} \leq 0$. Let us prove by contradiction that $y_{T}(T)>0$. For that, we suppose that $y_{T}(T)=0$. By Proposition 3.6, $t \mapsto\left|\left(w_{T}(t), b_{T}(t)\right)\right|$ is a constant function equal to some constant $\mathfrak{c}$. In particular, for $\delta>0$ small enough the following inequality is satisfied:

$$
\begin{equation*}
\left(y_{T}(T-\delta)\right)^{2}-\int_{T-\delta}^{T}\left|\left(w_{T}(t), b_{T}(t)\right)\right|^{2}=\left(y_{T}(T-\delta)\right)^{2}-\mathfrak{c}^{2} \delta \leq(C \delta)^{2}-\mathfrak{c}^{2} \delta<0 \tag{B.1}
\end{equation*}
$$

The estimate $\left|y_{T}(T-\delta)\right| \leq C \delta$ follows from the formula:

$$
y_{T}(T-\delta)=-\int_{T-\delta}^{T} b_{T}(s) \exp \left(-\int_{T-\delta}^{s} w_{T}(z) d z\right) d s
$$

which follows from $y_{T}(T)=0$. Consequently, we obtain from (B.1) that:

$$
\begin{equation*}
J_{T}\left(w_{T} 1_{(0, T-\delta)}, b_{T} 1_{(0, T-\delta)}\right)-J_{T}\left(w_{T}, b_{T}\right)<0 \tag{B.2}
\end{equation*}
$$

which contradicts that $\left(w_{T}, b_{T}\right)$ is a minimizer of $J_{T}$.
Remark B. 2 (On the first item of Hypothesis (1). It is trivial that the first item of Hypothesis 1 is satisfied by the activation and error function introduced in Propositions B.1.

## C Proof of Proposition 3.6

In this section we prove Proposition 3.6. Here $\mu$ denotes the Lebesgue measure. In order to prove Proposition 3.6 we need the following classical result of measure theory, whose proof can be found in [45, Theorem 3.25]:

Lemma C. 1 (Comparison between sets of positive measure and open sets). Let $S \subset[0, T]$ be a measurable set such that $\mu(S)>0$. Then, for all $\varepsilon>0$ there is an open set $\mathcal{O}^{\varepsilon}=\bigcup_{i=1}^{n^{\varepsilon}}\left(a_{i}^{\varepsilon}, b_{i}^{\varepsilon}\right)$ such that $\mu\left(\mathcal{O}^{\varepsilon} \triangle S\right)<\varepsilon$.
${ }_{1}$ Proof of Proposition 3.6. Since $|(w, b)|$ is not constant, there are some sets $S_{1}$ and $S_{2}$ and some 2 constants $C_{1}, C_{2}>0$ such that $C_{1}<C_{2},|(w, b)|<C_{1}$ on $S_{1},|(w, b)|>C_{2}$ on $S_{2}$ and:

$$
\begin{equation*}
\inf \left\{\left|x^{2}-x^{1}\right|: x^{1} \in S_{1}, x^{2} \in S_{2}\right\}>0 \tag{C.1}
\end{equation*}
$$

${ }_{3}$ From Lemma C. 1 we get that for $\varepsilon>0$ small enough there are two sets $\mathcal{O}_{1}^{\varepsilon}=\bigcup_{i=1}^{n_{1}^{\varepsilon}}\left(a_{1, i}^{\varepsilon}, b_{1, i}^{\varepsilon}\right)$
${ }_{4}$ and $\mathcal{O}_{2}^{\varepsilon}=\bigcup_{i=1}^{n_{2}^{\varepsilon}}\left(a_{2, i}^{\varepsilon}, b_{2, i}^{\varepsilon}\right)$ satisfying:

$$
\begin{equation*}
\mu\left(\mathcal{O}_{1}^{\varepsilon} \backslash S_{1}\right)<\varepsilon, \quad \mu\left(\mathcal{O}_{2}^{\varepsilon} \backslash S_{2}\right)<\varepsilon \tag{C.2}
\end{equation*}
$$

5 and:

$$
\begin{equation*}
\mu\left(\mathcal{O}_{1}^{\varepsilon}\right)=\mu\left(\mathcal{O}_{2}^{\varepsilon}\right)=\frac{\min \left\{\mu\left(S_{1}\right), \mu\left(S_{2}\right)\right\}}{2} \tag{C.3}
\end{equation*}
$$

${ }_{6}$ If $\varepsilon$ is small enough, because of (C.1) we may also assume that:

$$
\begin{equation*}
\mathcal{O}_{1}^{\varepsilon} \cap \mathcal{O}_{2}^{\varepsilon}=\emptyset \tag{C.4}
\end{equation*}
$$

${ }_{7}$ Let us consider the auxiliary function:

$$
\phi_{\gamma}(t)= \begin{cases}1 & t \in[0, T] \backslash\left(\mathcal{O}_{1}^{\varepsilon} \cap \mathcal{O}_{2}^{\varepsilon}\right)  \tag{C.5}\\ 1+\gamma & t \in \mathcal{O}_{1}^{\varepsilon} \\ \frac{1+\gamma}{1+2 \gamma} & t \in \mathcal{O}_{2}^{\varepsilon} \\ 0 & t \geq T\end{cases}
$$

8 for $\gamma>0$ to be fixed later, and $\Gamma_{\gamma}$ given by:

$$
\left\{\begin{array}{l}
\dot{\Gamma}_{\gamma}(s)=\phi_{\gamma}\left(\Gamma_{\gamma}(s)\right), \quad \forall s \geq 0  \tag{C.6}\\
\Gamma_{\gamma}(0)=0
\end{array}\right.
$$

9 We remark that:

$$
\begin{equation*}
\Gamma_{\gamma}(T)=T \tag{C.7}
\end{equation*}
$$

Indeed, it can be proved that if $\Gamma_{\gamma}\left(T_{*}\right)=a$ and $\phi_{\gamma}(t)=c$ on $[a, b]$, then $\Gamma_{\gamma}\left(T_{*}+\frac{b-a}{c}\right)=b$. Hence:

$$
\Gamma_{\gamma}\left(\mu\left([0, T] \backslash\left(\mathcal{O}_{1}^{\varepsilon} \cap \mathcal{O}_{2}^{\varepsilon}\right)\right)+\frac{1}{1+\gamma} \mu\left(\mathcal{O}_{1}^{\varepsilon}\right)+\frac{1+2 \gamma}{1+\gamma} \mu\left(\mathcal{O}_{2}^{\varepsilon}\right)\right)=T
$$

10 which considering (C.3), (C.4) and (C.5) implies (C.7).
${ }_{11}$ Consequently, the following controls satisfy the conclusions of Proposition 3.6:

$$
\begin{equation*}
(\tilde{w}, \tilde{b})=\phi_{\gamma}\left(\Gamma_{\gamma}(t)\right)\left(w\left(\Gamma_{\gamma}(t)\right), b\left(\Gamma_{\gamma}(t)\right)\right) \tag{C.8}
\end{equation*}
$$

Indeed, from (3.1) and (C.1) it holds that:

$$
\begin{aligned}
y\left(T ; \mathbf{x}, \phi_{\gamma}(s) w\left(\Gamma_{\gamma}(s)\right), \phi_{\gamma}(s) b\left(\Gamma_{\gamma}(s)\right)\right) & =y\left(\Gamma_{\gamma}(T) ; \mathbf{x}, w, b\right) \\
& =y(T ; \mathbf{x}, w, b)
\end{aligned}
$$

In addition, if $\gamma$ and $\varepsilon$ are small enough:

$$
\begin{aligned}
\int_{0}^{T}|(w(t), b(t))|^{2} d t & -\int_{0}^{T}\left|\phi_{\gamma}\left(\Gamma_{\gamma}(t)\right)\left(w\left(\Gamma_{\gamma}(t)\right), b\left(\Gamma_{\gamma}(t)\right)\right)\right|^{2} d t \\
& =\int_{\mathcal{O}_{1}^{\varepsilon} \cup \mathcal{O}_{2}^{\varepsilon}}|(w(t), b(t))|^{2} d t \\
& -\int_{\Gamma_{\gamma}^{-1}\left(\mathcal{O}_{1}^{\varepsilon}\right) \cup \Gamma_{\gamma}^{-1}\left(\mathcal{O}_{2}^{\varepsilon}\right)} \phi_{\gamma}^{2}\left(\Gamma_{\gamma}(t)\right)\left|\left(w\left(\Gamma_{\gamma}(t)\right), b\left(\Gamma_{\gamma}(t)\right)\right)\right|^{2} d t \\
& =-\gamma \int_{\mathcal{O}_{1}^{\varepsilon}}|(w(t), b(t))|^{2} d t+\frac{\gamma}{1+2 \gamma} \int_{\mathcal{O}_{2}^{\varepsilon}}|(w(t), b(t))|^{2} d t \\
& \geq \frac{\gamma}{1+2 \gamma} C_{2}\left(\frac{\min \left\{\mu\left(S_{1}\right), \mu\left(S_{2}\right)\right\}}{2}-\varepsilon\right) \\
& -\gamma C_{1} \frac{\min \left\{\mu\left(S_{1}\right), \mu\left(S_{2}\right)\right\}}{2}-\|(w, b)\|_{L^{2}\left(\mathcal{O}_{1}^{\varepsilon} \backslash S_{1}\right)}^{2}>0
\end{aligned}
$$

The second equality follows from the change of variable $s=\Gamma_{\gamma}(t)$, the first inequality from the definitions of $S_{1}, S_{2}, \mathcal{O}_{1}^{\varepsilon}, \mathcal{O}_{2}^{\varepsilon}$ and (C.3), and the last inequality from $C_{2}>C_{1}$, C.2), being $\gamma$ and $\varepsilon$ small enough, and the well known identity:

$$
\lim _{c \rightarrow 0} \sup _{\mu(A)=c}\|g\|_{L^{2}(A, d x)}=0, \quad \forall g \in L^{2}(0, T) .
$$

Finally, if $(w, b) \in L^{\infty}(0, T ; \mathcal{U})$ the estimate (3.29) follows from (C.5) and (C.8) by taking $\gamma \leq 1$.

Remark C. 2 (Sharpness of the estimate (3.29). The construction provided in the previous proof may not ensure us that:

$$
\|(\tilde{w}, \tilde{b})\|_{L^{\infty}(0, T ; \mathcal{U})} \leq\|(w, b)\|_{L^{\infty}(0, T ; \mathcal{U})}
$$

for instance if $|(w, b)|=1_{\Omega}$, for $\Omega \subset[0, T]$ a set such that $\mu(\Omega) \in(0, T)$ and which contains an open neighbourhood of every rational number in $[0, T]$. However, we can replace in the estimate (3.29) the constant 2 by any constant strictly greater than 1.

## D Local ensemble controllability

In this section we prove the following result:

Lemma D. $\mathbf{1}$ (Local ensemble controllability result). Let $\sigma$ be the activation function defined by (2.5) and $\mathcal{E}$ defined in Example 2.6. Then $\sigma$ and $\mathcal{E}$ satisfy the second item of Hypothesis 2 .

The main contribution with respect to [27, Theorem 3.1] is that we keep track of the cost and continuity of the control. The controls that we construct are different to those in [27], in which $w$ and $b$ have a single non-zero component at any time, since we do not search for a sparse property, but to obtain the continuity of the controls with respect to the initial data. Here, the constants $C_{i}$ are positive constants sufficiently large which depend on the target set z. Finally, throughout the proof, we consider the space $\mathbb{R}^{d}$ endowed with the euclidean norm and $\mathbb{R}^{d \times d}$ endowed with the norm:

$$
|A|_{\mathbb{R}^{d \times d}}=\sup _{|u|=1}|A u| .
$$

This can be done because in finite dimensional spaces all norms are equivalent.
Proof of Lemma D.1. In order to simplify the notation we prove Lemma D. 1 for the case $d=2$, though the proof is analogous for any $d \geq 2$. We prove Lemma D. 1 by induction on $N$.

Step 1: the base case. Let us begin with the case $N=1$. We may take $x^{1}=\left(x_{1}^{1}, x_{2}^{1}\right)$ to $z^{1}=\left(z_{1}^{1}, z_{2}^{1}\right)$ with a force proportional to $\left|z^{1}-x^{1}\right|$ by applying the controls:

$$
r=\left(\begin{array}{cc}
\operatorname{sign}\left(z_{1}^{1}-x_{1}^{1}\right) & 0 \\
0 & \operatorname{sign}\left(z_{2}^{1}-x_{2}^{1}\right)
\end{array}\right), \quad w=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \quad \text { and } \quad b=\binom{\left|z_{1}^{1}-x_{1}^{1}\right|}{\left|z_{2}^{1}-x_{2}^{1}\right|} .
$$

Step 2: the inductive case. Step 2.1: rearranging the points. We may suppose by rearranging the indexes that $\left|z^{N}\right|=\max _{i=1, \ldots, N}\left|z^{i}\right|$. For the rest of the proof we define:

$$
\begin{equation*}
\delta:=\min \left\{\left|z^{N}\right|-\max _{i=1, \ldots, N-1} \frac{z^{i} \cdot z^{N}}{\left|z^{N}\right|}, 1\right\} . \tag{D.1}
\end{equation*}
$$

Then, $\delta>0$ since, for $i=1, \ldots, N-1$, either $\left|z^{i}\right|<\left|z^{N}\right|$ or $\left|z^{i}\right|=\left|z^{N}\right|$ but $z^{i} \neq z^{N}$, so $z^{i} \cdot z^{N}<\left|z^{N}\right|^{2}$.

Step 2.2: controlling $\left(x^{1}, \ldots, x^{N-1}\right)$ in $[0,1 / 2]$. By the induction hypothesis (we may apply it to $T=1 / 2$ instead of $T=1$ by linearity), we know that for $\hat{\varepsilon}$ small enough, if $\sum_{i=1}^{N-1}\left|z^{i}-x^{i}\right|<\hat{\varepsilon}$ there are some controls $(r, w, b)$ defined in $\left[0, \frac{1}{2}\right]$ and a constant $C_{1}>0$ satisfying:

$$
\begin{equation*}
\|w\|_{L^{\infty}\left(0,1 / 2 ; \mathbb{R}^{2 \times 2}\right)}+\|b\|_{L^{\infty}\left(0,1 / 2 ; \mathbb{R}^{2}\right)}<C_{1} \sum_{i=1}^{N-1}\left|z^{i}-x^{i}\right|, \tag{D.2}
\end{equation*}
$$

and such that:

$$
\begin{equation*}
y\left(1 / 2 ;\left(x^{1}, \ldots, x^{N-1}\right), r, w, b\right)=\left(z^{1}, \ldots, z^{N-1}\right) \tag{D.3}
\end{equation*}
$$

We fix:

$$
\tilde{\varepsilon}=\min \left\{\hat{\varepsilon}, \frac{\delta}{2 C_{1}\left(\left|z^{N}\right|+1\right)}, \frac{\delta}{4}\right\} .
$$

1 If:

$$
\begin{equation*}
\sum_{i=1}^{N}\left|z^{i}-x^{i}\right|<\tilde{\varepsilon} \tag{D.4}
\end{equation*}
$$

2 then:

$$
\begin{equation*}
\left|y\left(t ; x^{N}, r, w, b\right)-z^{N}\right|<\frac{\delta}{2} \forall t \in\left[0, \frac{1}{2}\right] . \tag{D.5}
\end{equation*}
$$

Indeed,

$$
\left|y\left(0 ; x^{N}, r, w, b\right)-z^{N}\right|=\left|x^{N}-z^{N}\right|<\frac{\delta}{4}
$$

3 by (D.4). Moreover, if $\left|y\left(\cdot ; x^{N}, w, b\right)-z^{N}\right|<\frac{\delta}{2}$ on $[0, t)$, for $t \leq 1 / 2$, then, considering (2.6), 4 D.2) and that $\tilde{\varepsilon}<\frac{\delta}{C\left(\left|z^{N}\right|+1\right)}$ :

$$
\int_{0}^{t}\left|\sigma\left(w(s) y\left(s ; x^{N}, r, w, b\right)+b(s)\right)\right| d s \leq\|w\|_{L^{\infty}\left(0, t ; \mathbb{R}^{2 \times 2}\right)}\left(\left|z^{N}\right|+\frac{\delta}{2}\right)+\|b\|_{L^{\infty}\left(0, t ; \mathbb{R}^{2}\right)}<\frac{\delta}{4} .
$$

${ }_{5}$ In a similar way, we can prove that for $C_{2}>0$ large enough:

$$
\begin{equation*}
\left|y\left(1 / 2 ; x^{N}, r, w, b\right)-z^{N}\right| \leq C_{2} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right| . \tag{D.6}
\end{equation*}
$$

6 Indeed, by (2.6) and (D.2):

$$
\begin{aligned}
\int_{0}^{1 / 2}\left|\sigma\left(w(t) y\left(t ; x^{N}, r, w, b\right)+b(t)\right)\right| d t & \leq\|w\|_{L^{\infty}\left(0,1 / 2 ; \mathbb{R}^{2 \times 2}\right)}\left(\left|z^{N}\right|+\delta\right)+\|b\|_{L^{\infty}\left(0,1 / 2 ; \mathbb{R}^{2}\right)} \\
& \leq C_{1}\left(\left|z^{N}\right|+1\right) \sum_{i=1}^{N-1}\left|z^{i}-x^{i}\right| .
\end{aligned}
$$

${ }_{7}$ Step 2.3: controlling $y\left(1 / 2 ; x^{N}, r, w, b\right)_{1}$ in $[1 / 2,3 / 4]$. We seek to obtain that:

$$
\begin{equation*}
y_{1}\left(3 / 4 ; x^{N}, r, w, b\right)=z_{1}^{N} . \tag{D.7}
\end{equation*}
$$

If $y\left(1 / 2 ; x^{N}, w, b\right)_{1}=z_{1}^{N}$, it suffices to consider:

$$
r=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad w=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \quad \text { and } \quad b=\binom{0}{0}
$$

8 in $t \in[1 / 2,3 / 4]$, so we may restrict to the case $y_{1}\left(1 / 2 ; x^{N}, r, w, b\right) \neq z_{1}^{N}$. To obtain (D.7) we 9 consider the controls:
$1 \quad$ - $r=\left(\begin{array}{cc}\operatorname{sign}\left(z_{1}^{N}-y_{1}\left(1 / 2 ; x^{N}, r, w, b\right)\right) & 0 \\ 0 & 1\end{array}\right)$,

2

3

- $w=\mathfrak{c}_{1} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right|\left(\begin{array}{cc}\frac{z_{1}^{N}}{\left|z^{N}\right|} & \frac{z_{2}^{N}}{\left|z^{N}\right|} \\ 0 & 0\end{array}\right)$,
- $b=\binom{\mathfrak{c}_{1} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right|\left(-\left|z^{N}\right|+\delta\right)}{0}$,
in $[1 / 2,3 / 4]$, for $\mathfrak{c}_{1}$ to be fixed later on, as under that hypothesis $(w \cdot x)_{1}+b_{1} \leq 0$. First, we remark that:

$$
\sigma(w \cdot x+b)=\binom{0}{0}
$$

4 for all $x$ such that $x \cdot \frac{z^{N}}{\left|z^{N}\right|} \leq\left|z^{N}\right|-\delta$. In particular, from (D.1) and (D.3) we derive:

$$
\begin{equation*}
y\left(3 / 4 ;\left(x^{1}, \ldots, x^{N-1}\right), r, w, b\right)=y\left(1 / 2 ;\left(x^{1}, \ldots, x^{N-1}\right), r, w, b\right)=\left(z^{1}, \ldots, z^{N-1}\right) \tag{D.8}
\end{equation*}
$$

5 Moreover, as $\dot{y}_{2}=0$ in $[1 / 2,3 / 4]$, we obtain that:

$$
\begin{equation*}
y_{2}\left(3 / 4 ; x^{N}, r, w, b\right)=y_{2}\left(1 / 2 ; x^{N}, r, w, b\right) . \tag{D.9}
\end{equation*}
$$

Next, $\left|y_{1}\left(t ; x^{N}, r, w, b\right)-z_{1}^{N}\right|$ is decreasing on $\left[1 / 2, T_{*}\right]$, for:

$$
T_{*}:=\min \left\{\inf \left\{T_{*} \geq 1 / 2: y\left(T_{*} ; x^{N}, r, w, b\right)_{1}=z_{1}^{N}\right\}, 3 / 4\right\} .
$$

In addition, thanks to D.5) in $\left[1 / 2, T_{*}\right]$ the following inequality is satisfied:

$$
\left|\dot{y}_{1}\left(t ; x^{N}, r, w, b\right)\right|=\left|\left(w \cdot y\left(t ; x^{N}, r, w, b\right)\right)_{1}-b_{1}\right| \geq \mathfrak{c}_{1} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right| \frac{\delta}{2} \forall t \in\left[\frac{1}{2}, T_{*}\right] .
$$

Combining this with (D.6) we obtain that there is $C_{4}>0$ such that $T_{*}=3 / 4$ for some $\mathfrak{c}_{1}<C_{4}$, if $\mathfrak{c}_{1}$ is sufficiently large just with respect to $\mathbf{z}$ (recall that $\delta$ is a fixed parameter depending only on $\mathbf{z}$ ). In particular, there are controls $(r, w, b)$ defined in $\left[0, \frac{3}{4}\right]$ and a constant $C_{5}>0$ such that (D.7), (D.8) and (D.9) hold, and such that:

$$
\|w\|_{L^{\infty}\left(0,3 / 4 ; \mathbb{R}^{2 \times 2}\right)}+\|b\|_{L^{\infty}\left(0,3 / 4 ; \mathbb{R}^{2}\right)}<C_{5} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right|
$$

Step 2.4: controlling $y\left(\cdot ; x^{N}, r, w, b\right)$ in $[3 / 4,1]$. In a similar way, we can prolong the controls $(w, b)$ in $[3 / 4,1]$ so that $y(1 ; \mathbf{x}, r, w, b)=\mathbf{z}$ and so that there is $C_{6}>0$ such that:

$$
\|w\|_{L^{\infty}\left(0,1 ; \mathbb{R}^{2 \times 2}\right)}+\|b\|_{L^{\infty}\left(0,1 ; \mathbb{R}^{2}\right)}<C_{6} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right|
$$

6 This can be proved as in Step 2.3 by fixing:

1

- $r=\left(\begin{array}{cc}1 & 0 \\ 0 & \operatorname{sign}\left(z_{2}^{N}-y_{2}\left(1 / 2 ; x^{N}, r, w, b\right)\right)\end{array}\right)$,
- $w=\mathfrak{c}_{2} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right|\left(\begin{array}{cc}0 & 0 \\ \frac{z^{N}}{\left|z^{N}\right|} & \frac{z^{N}}{\left|z^{N}\right|}\end{array}\right)$,
- $b=\binom{0}{\mathfrak{c}_{2} \sum_{i=1}^{N}\left|z^{i}-x^{i}\right|\left(-\left|z^{N}\right|+\delta\right)}$,
in $[3 / 4,1]$, for some constant $\mathfrak{c}_{2}>0$ with an upper bound depending only on $\mathbf{z}$.
Remark D.2. It is an open problem whether we can obtain a result similar to Lemma D. 1 for system 1.1). In order to prove it with an inductive approach, the main difficulty is the obtention of (D.8), as it is essential that the activation function is applied to $w y+b$. Indeed, ensuring that $w \sigma(y)+b=0$ does not seem straightforward.
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