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Abstract
The reduction of algorithmic biases is a major issue in
the field of artificial intelligence. Despite the diversity of
sources and temporalities at the origin of these biases, the
current solutions to achieve ethical results are mostly tech-
nical. The consideration of human factors and more par-
ticularly cognitive biases remains incomplete. Neverthe-
less, the task of designing artificial intelligence systems is
conducive to the emergence of cognitive biases. The aim
of our study is to test the awareness of individuals who
design artificial intelligence systems of the impact of their
cognitive biases in their productions. The study focuses on
conformity bias, confirmation bias and illusory correlation
bias. The first results of this pre-experimentation show that
these individuals believe that their decisions are subject to
the cognitive biases of conformity, illusory correlation and
confirmation.
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Introduction
The question of biases, and their reduction, is a major is-
sue in artificial intelligence (AI), especially since the raise
of all the ethical issues related to deep learning algorithms
application [39, 27, 42, 13]. These lead to more research on
human-AI interaction field that studies human impact on AI
systems [27, 6], and inversely, on the question of the impact
of those systems on human [15, 36, 29].
Our work is in the field of human-AI interaction, not only
machine learning, and questions the impact of human on AI
systems during their design.
We define an AI system as a computational software, an
algorithm or a scientific methodology using a set of algo-
rithms, that assists humans to make a decision based on data
analysis and data processing (mining, clustering, classifica-
tion, prediction, recommandations, object recognition, etc.)
whether in industrial or scientific context. We consider as an
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AI system any system that involves at least one of the follo-
wing elements: an AI symbolic system (e.g. decision trees,
expert systems) or a machine learning or deep learning al-
gorithm (e.g. shallow and deep neural networks). From a
software management point of view, the conception of an
AI system goes through different steps that can be summa-
rized as follows [3]: design, implementation of the code,
test and production. We will refer in our work to all these
steps as AI design. By doing so, we aim to group all the ac-
tors that can impact the product life cycle of an AI system.
We will refer to these actors as AI professionals: AI resear-
chers, AI manager products, data scientists, data analysts,
data architects, data engineers and AI developers. Thus, the
purpose of the current work is to propose a pre-experiment
in the shape of a survey submitted to AI professionals in
order to identify whether they are aware of being influen-
ced in their work by cognitive biases classically known in
human factors: conformity bias, confirmation bias, and illu-
sory correlation bias. We therefore propose to conduct a
study to test the following hypotheses (Figure 5):

— H0: Actors involved in the design of AI systems are
aware that the biases of illusory correlation, confor-
mity and confirmation influence their task.

— H1: Feedback collected during the qualitative inter-
views shows that AI systems design choices are in-
fluenced by these cognitive biases.

We adopt a different approach for works in literature by
using human factors knowledge to address the issue of the
presence of biases in AI systems by focusing first on the AI
professionals’ sensitivity of the cognitive biases. We will
test H0 in this pre-experiment. This work is thus a first step
in a larger question of the evaluation of cognitive biases on
AI systems from a human factor perspective.
As the subject of biases in AI systems is much debated and
studied within the AI community, we are concerned about
clarifying the contribution and position of the current work:
we do not aim to establish any causal effect of relation bet-
ween cognitive biases and algorithmic biases.



These concepts are clearly distincts. However there will be
cited in our work since they both intervene in the larger re-
search field of human-AI interaction. Table 1 provides de-
finitions and non-exhaustive examples of the two distinct
concepts according to the literature.

TABLE 1 – Differences between cognitive and algorithmic
bias: extraction of definitions from scientific studies and
non-exhaustive examples [26, 38, 16, 39, 49, 20, 8, 5, 31]

1 The biases of artificial intelligence
[42] showed that Amazon’s facial recognition AI was very
effective in performing facial recognition for light-skinned
men (almost zero error rate) but had an error rate of 31.4%
for dark-skinned women. This is one of the studies that
highlights ethical issues related to discriminatory practices
of AI. Their social consequences are concrete [39] as shown
by the results of the NGO ProPublica’s survey showing that
the software used to predict crimes in the USA (The Cor-
rectional Offender Management Profiling for Alternative
Sanctions, COMPAS) had a ’racist bias’ [13]. The expla-
nation of these discriminatory practices requires an unders-
tanding of the emergence of bias in the results of AI algo-
rithms. We consider algorithmic bias, as defined in Table 1,
including for example ’Problems related to the gathering or
processing of data that might result in prejudiced decisions
on the bases of demographic features such as race, sex, and
so forth’ [39] . The sources of algorithmic biases are of
various natures and occur at different temporalities. Algo-
rithmic biases may appear upstream (selection of learning
data), during (inclusion of certain variables) and downs-
tream (interpretation bias) of the learning phase [44]. Mo-
reover, it is essential to qualify the nature of the source of
these biases: technical bias (omitted variable bias, database
bias, selection bias...) or ’society bias’ (emotional or cogni-
tive biases) [31]. However, despite the identification of the
diversity of the sources of algorithmic biases, the correc-
tion of these biases is considered only from a statistical and
algorithmic performance point of view i.e. in relation to cer-
tain metrics such as the percentage of prediction error or the
accuracy in machine learning [39] (Figure 2). Indeed, [39]
denounces the sole search for technical performance, which
is neither relevant nor desirable to deal entirely with algo-
rithmic biases. The influence of the human characteristics
of designers on programmes is known [36], as recommen-
dations are made regarding the need to incorporate diversity

in the profiles of AI professionals [29, 34] (Figure 2, bottom
right). However, there are no empirical studies investigating
how human factors - and especially cognitive biases - can
be concretely illustrated in the AI design process [40].

FIGURE 1 – Sources of algorithmic biases and solutions im-
plemented [34] [31] [44]

We note that the debates around algorithmic biases bring
into play problems of taking into account human factors in
the actors of the design of artificial intelligence systems. We
propose to carry out a study on this topic and more particu-
larly the issue of the cognitive biases of the actors of this
design chain.

2 Artificial intelligence design and
cognitive biases

The conception of an AI system is a complex task. [32]
develops the concept of complexity: a phenomenon is com-
plex when ’the whole is more than the sum of its parts’ i.e.
there is an emergence of information. The conception of an
AI system is a question of manipulating phenomena whose
complexity is not mastered [1, 33]. In particular concerning
the neural networks which make information emerge from
which it is difficult to directly apprehend the chain of cau-
sality. In industry, designing AI systems is a task subject to
constraints of time, means, objectives and expectations on
the part of customers. These elements are part of a complex
and uncertain context that is conducive to the use of heu-
ristics on the part of designers and developers. [21] defined
a heuristic as ’a simple procedure that makes it possible to
find adequate, although often imperfect, answers to diffi-
cult questions’. These heuristics reduce the complexity of
the task but can lead to the appearance of cognitive biases.
[23] wrote as early as 1974 : ’In general, these heuristics are
very useful, but sometimes they lead to severe and systema-
tic errors’. The ’severe and systematic errors’ considered in
the quotation from Kahneman and Tversky [23] correspond
to what will be referred to later as cognitive biases. It seems
to us that they can be defined in this way as a systematic de-
viation of logical and rational thinking from reality.
Some authors have sought to model the functioning of cog-
nitive biases by considering the theory of dual processes
[48, 21] (Figure 2). The latter is based on the dichotomy
between two main modes of reasoning: unconscious, rapid
and automatic processes on the one hand, and slow and de-
liberate processes on the other. These two modes are col-
loquially referred to as ’intuitive’ and ’analytical’ but are



also known as System 1 (intuitive) and System 2 (analyti-
cal). According to [21], these two systems should be ’seen
as agents with their own capabilities, limitations and func-
tions’. Nevertheless, these ’agents’ interact with each other
and thus divide up certain tasks related to information pro-
cessing. For example, while system 1 will handle automatic
activities such as ’orienting towards the source of a sudden
noise’ or ’making a face of disgust at a horrible image’,
system 2 will handle tasks such as ’focusing on the voice of
a particular person in a crowded and noisy room’ or ’che-
cking the validity of a complex logical argument’.

FIGURE 2 – Functions and processes associated with Sys-
tems 1 and 2, based on the work of Daniel Kahneman and
Amos Tversky [23] [21]

Also, it appears that the notion of expertise is associated
with the development of better performance of system 1.
However, this ’intuitive expertise’ is only valid when the
task to be performed is part of a predictable environment
in which the individual can learn from regularities [22]. In
the case of developers of AI systems, the result of their ac-
tions on the neural network involves an element of uncer-
tainty. In other words, their understanding of the impact of
the modification of certain parameters is not complete. For
example, [24] emphasised the fact that it seems unlikely
that a single programmer would have a complete unders-
tanding of a large complex system designed by many teams
around the world. Thus, despite the sense of expertise and
mastery, the system of intuitive thinking cannot be fully ef-
fective.
In the field of computer science, the concrete bias im-
pacts on developers has already been proved. Studies have
shown that developers’ cognitive confirmation bias has an
influence on the quality of their programs. Indeed, [7] de-
monstrate that developers do unit testing - a software testing
method to determine whether the written code is fit for use
[19] - to show that their system works rather than testing
it. More precisely, in the field of AI, research highlighted
the concrete impacts of cognitive biases of the people in-
volved in the design and implementation of AI programs.
For example, the choice of the set of training variables for
the creation of AI recruitment software has an important
role in the quality and results of the program. However, this
choice is made by managers and developers who are sub-
ject to their own cognitive biases such as generalization bias
[45].
Finally, the task of designing an AI system has characteris-
tics conducive to the emergence of cognitive biases. There

are a multitude of cognitive biases, and it will be a matter
of identifying the most relevant ones in our context.

3 Impossible and irrelevant identifi-
cation of all cognitive biases

There are multiple typologies that classify cognitive biases
according to pre-established criteria [18, 4, 12]. From the
seminal work of Kahneman and Tversky [23] to more
recent research [43], there does not seem to be a consen-
sus on the comprehensiveness and classification of cogni-
tive biases. Moreover, cognitive biases raise several epis-
temological questions, which are important to consider as
they directly influence the applications of research results
[28]. In order to qualify ’diversion’ i.e. a bias, a rational be-
haviour must be established, i.e. a norm from which the be-
haviour deviates [47]. But how can behaviour be described
as irrational ? Similarly, the nature of the task seems to in-
fluence the cognitive mechanism at work. [9] was thus able
to demonstrate the existence of content effects for Wason’s
task: human beings use reasoning strategies appropriate to
the nature of the problem they are facing. Cognitive biases
would therefore not be ’mysterious irrationalities’ but adap-
tations of the mind [16]. But how can cognitive processing
be described as biased if it is context-dependent ? These ele-
ments show the complexity surrounding the notion of cog-
nitive bias, which often makes it difficult to identify and
evaluate them for a specific task. [5] already identified cog-
nitive biases that could have impacts during the design and
implementation of an AI system. In accordance with this
work, we have chosen to focus on the study of three cogni-
tive biases: conformity bias, confirmation bias, and the bias
of illusory correlation.

4 Conformity bias, confirmation
bias, illusory correlation bias

According to the codex of cognitive bias [30], the confor-
mity bias and illusory correlation are due to the problem of
the lack of sense of the individual’s environment. In order
to create meaning, individuals extrapolate ’attributes on the
basis of stereotypes, generalities or antecedents’ (transla-
tion of [30]). This led, among other reasons, to the develop-
ment of the explainable AI and interpretable AI fields. In-
deed, the neural networks used create a combinatorial sys-
tem can be difficult to understand for the human cognitive
system [1] and by extent to understand how AI systems lead
to the given result. The difficulty of apprehending the inter-
nal functioning of neural networks can thus lead to a lack
of understanding on the part of the AI professionals [1, 33]
on the behavior or inner mecanisms of their AI systems.
Consequently, it is possible to assume that this task takes
place in an environment conducive to the expression of the
biases mentioned above (Figure 3). Moreover, designing an
AI program is mainly by selecting the data that will be used
as a basis for learning the neural network. Data from va-
rious sources, types and formats must be chosen so that AI
can produce quality information [14]. Therefore, it is ne-



cessary to select information in an environment that is sa-
turated with it. Indeed, according to the codex typology of
cognitive biases, too much information leads to cognitive
biases [30]. Faced with the need to filter this information,
individuals are attracted by what confirms their own convic-
tions. This mechanism is at the origin of confirmation bias.
The design of AI systems would therefore be an environ-
ment conducive to the emergence of confirmation bias (Fi-
gure 3).

FIGURE 3 – Schematic representation of our hypothesis:
link between elements of the context of the task and the
cognitive biases they could encourage to appear

Finally, the characteristics of the AI systems design task
seem to create an environment conducive to the emer-
gence of the following cognitive biases: illusory correla-
tion, conformity and confirmation bias. In order to unders-
tand more precisely how these biases operate, the follo-
wing section will detail the cognitive mechanisms under-
lying their appearance.

4.1 Conformity Bias
Conformity bias can be defined as the ’modification of an
individual’s behavior or judgment to bring it into harmony
with the behavior or judgment of the majority’ (transla-
tion of [20]). As Asch’s pioneering experience shows, it is
a powerful mechanism in decision-making [2]. The conse-
quences of conformity bias are ambivalent and contextual.
It is, for example, one of the factors at the origin of col-
lective intelligence phenomena [35] but also of ’collective
conservatism’ [46].

4.2 Confirmation bias
[49] was one of the first to point out the existence of a
confirmation bias. [4] state that in forming a judgment, a
large majority of individuals reason by trial and error on the
basis of previous judgments, and tend to confirm the accu-
racy of their initial hypotheses. Thus, confirmation bias can
be defined as the tendency to explain facts with consistent
stories and neglect facts that contradict them [37, 11].
Confirmation bias can have different consequences depen-
ding on the context in which it is embodied. For example,
in the run-up to the US presidential election, [25] studied

the evolution of political books, highlighting a confirma-
tion bias that shows that people who buy these books do so
not for information, but for confirmation of their opinion.

4.3 The illusory correlation bias
The first descriptions and explanations of the phenomenon
of illusory correlation come from social psychology, and
more particularly from the studies of the researchers Chap-
man and Chapman [8]. When two events are correlated, in-
dividuals attribute cause and effect relationships to one of
them. The meaning of this correlation may be erroneous, or
even totally illusory [41].

The three biases of conformity, confirmation and illusory
correlation are therefore the focus of our study. After having
identified them, we will transpose them into the context that
actors in AI systems development may encounter.

5 Experimentation
5.1 Purpose and hypothesis
We focus our study on the impact of cognitive biases in the
AI systems design process. Indeed, the nature and condi-
tions of the AI systems design task are, in our opinion, clues
to suppose that the biases of illusory correlation, conformity
and confirmation would be at the origin of weaknesses in
AI systems creation. There is a lack of empirical studies on
how cognitive biases act precisely on decision making in an
AI system design context. We therefore propose to conduct
a study to test the following hypotheses (Figure 4). As a
reminder, our assumptions are as follows:

— H0: Actors involved in the design of AI systems are
aware that the biases of illusory correlation, confor-
mity and confirmation influence their task.

— H1: Feedback collected during the qualitative inter-
views shows that AI systems design choices are in-
fluenced by these cognitive biases.

FIGURE 4 – Hypothesis on the impact of cognitive biases
in AI systems design

5.2 Methodology for testing the H0 hypothe-
sis

To test the H0 hypothesis, an online questionnaire was car-
ried out. The purpose of this questionnaire is to perform a
preliminary study to obtain the self-assessments of AI pro-
fessionals of the impact of cognitive biases in their work,
and to recruit target people to have more accurate feedback.
The online tool FramaForms was used, which anonymizes
the data and removes it permanently after six months. The



questionnaire was sent via the bull-i3 mailing list on Ja-
nuary 4, 2021, in the BAIA newsletter on January 10, 2021
and in the RISC newsletter on January 26, 2021. We have
blocked the recording of the answers to the questionnaire
on February 17, 2021. Bull-i3 is a mailing list of the IRIT
(Toulouse Institute of Computer Science Research) which
gathers all the members (industrialists, researchers, profes-
sors, PhD students,...) of the Information, Intelligence and
Interaction communities concerned by the issues of these
research fields. BAIA is the newsletter of the Bordeaux
Artificial Intelligence Alliance and RISC is the informa-
tion relay on cognitive sciences. These three mailing lists
are French. This is a methodological choice. We wanted to
avoid bias related to the translation of the questionnaire or
cultural bias. The questionnaire is addressed to what we call
AI professionals as defined above. The exclusion criteria set
concern people whose expertise is not related to AI e.g. the
answer of a journalist was discarded because his profile did
not correspond to an AI professional.
The questionnaire is structured in four main parts, each of
which includes several multiple-choice questions: I) Sensi-
tivity to cognitive bias ; II) Cognitive biases and your pro-
fession ; III) Your profile. The questions were originally in
French (Figure 5).

FIGURE 5 – Questions in the questionnaire sent

5.3 Results
5.3.1 Profile of sampled respondents
39 people responded to our questionnaire. Among them, 11
women (28.2%) and 28 men (71.8%). Regarding age (in
years), 18 people surveyed (46.2% of the people surveyed)

were in the 35-55 age category. Next, in order of impor-
tance, come the 18-25 age group (10 people or 25.6%), then
the 25-35 age group (7 people or 17.9%) and finally the 55+
age group (4 people or 10.3%).

5.3.2 Professional Profile
36 out of 39 people surveyed (92.3%) are in either the di-
gital or artificial intelligence sector, or both. Four people
combine one of these sectors with a specialty or do not be-
long to either one (i.e. ’Administration, data mining pro-
ject’, ’Social Robotics’, ’Geomatics’ and one person loo-
king for work). The respondents are equally divided bet-
ween the private sector (19 people) and the public sector
(19 people), with one person not belonging to either of these
two sectors (’In search of employment’). Of the 19 people
working in the private sector, 9 (47.4%) belong to a large
group, 6 (31.2%) to a start-up, 3 (15.8%) to a PME (Petite
ou Moyenne entreprise in french, Small or Medium Fac-
tory) and 1 (5.3%) to neither of these categories. Finally, as
regards the professions practiced by the respondents: 35.9%
of them qualify as researchers/professors, the remainder are
divided between student/doctoral students (17.9%), data re-
lated professions (25.6%) and other professions (including
for example an application architect, a research engineer
and an innovation manager) (Figure 6).

FIGURE 6 – Respondents’ responses regarding the title of
their professional designation.

5.3.3 Sensitivity to cognitive biases
In the questionnaire sent out, we briefly defined the biases
of conformity, confirmation and illusory correlation. 66.7%
of the people surveyed told us that they were aware of at
least one of these three cognitive biases. Among the latter,
this knowledge comes in 100% of cases from personal in-
terest and/or professional training.

5.3.4 Potential impacts of cognitive biases on tasks in
the work environment

Finally, all respondents believe that some decisions in their
professional environments have already been influenced by
at least one of the three cognitive biases. Among the ans-
wers obtained concerning the frequency of this influence :
56.4% answered ’Yes, regularly’ and 43.6% ’Yes, rarely’.



According to the people surveyed, conformity bias seems
to be the most frequent cognitive bias, followed by confir-
mation bias and then illusory correlation bias (Figure 7).

FIGURE 7 – Biases chosen by respondents who answered
positively to the question ’Do you think that some deci-
sion making in your professional environment has already
been influenced by one of the previously mentioned cogni-
tive biases’ (Question originally in French)

5.4 Discussion
First and foremost, the gender figures (28.2% women and
71.8% men) seem to reflect the current context, as women
are still in the minority in the digital and artificial intel-
ligence sectors. Indeed, according to INSEE, in 2017, the
share of women in IT professions was 28%. Also, a study
by the World Economic Forum and LinkedIn (2018) reports
that only 22% of jobs in the field of artificial intelligence are
held by women, and even less by senior managers.
This survey is a pre-experiment that establishes that all
respondents believe that the cognitive biases studied in
this article have (or have already had) an impact on their
professional decision-making (39/39 or 100% of them). It
confirms the need to take the human factors into account
in the development of AI systems and to underline the re-
levance of the three cognitive biases mentioned in the ar-
ticle by Bertail et al [5] from which we drew inspiration.
Also, these results allow us to note that the conformity
bias is considered by respondents to be more influential in
their professional tasks than the other two proposed biases
(of confirmation and illusory correlation). It would there-
fore be possible to envisage that certain cognitive biases
are more likely to influence decision making than others.
However, this finding should be qualified in that the confor-
mity bias may be better known to respondents than the other
two biases. Also, another point to consider is the fact that
it is generally easier for human beings to think that cogni-
tive biases influence others before themselves (which would
also bias our own analysis). This is an important point rai-
sed notably in the work of Fabrizio Butera [17]. We can
summarize it here with the example of confirmation bias:
’The problem with confirmation bias is that it is itself sub-
ject to bias: people agree that confirmation bias exists in

others, but find it difficult to admit that it exists in them as
well. A meta-bias if you like.’ This notion of ’meta-bias’
should therefore be taken into account in our research and
should lead us to interpret any results very cautiously.
Besides, during the study, we realized the semantic - even
conceptual - ambiguity that can exist around the term ’bias’,
whether cognitive or algorithmic. Initially, the connotation
of the latter seemed to us rather negative, often leading us
to wonder about the potential means of ’debiaising’ the hu-
man being. Nevertheless, in the course of our work, we
found it interesting to also question their possible useful-
ness. Consequently, the term ’bias’ semantically poses a
confusion, in the sense that it always refers to a distortion,
often interpreted as an error, whereas this distortion is also
an essential means of survival for the human being. Mo-
reover, it is difficult to find appropriate solutions to these
biases (which would imply that it would be a problem). For
Fabrizio Butera, cited by Hernandez [17]: ’The term bias is
confusing. It refers to a tunnel of the mind. It implies that
one cannot get out of it. If you are in a tunnel, you have to
go from the entrance to the exit without making a detour.
This implies that we are all helpless in the face of the slip-
pery slope of our biases. Yet this is not what we observe
socially.’ Thus, in this article we use the terms ’cognitive
bias’ and ’algorithmic bias’ while trying to define as well
as possible what they represent for us, in order to avoid any
confusion.
A second element that can be discussed is the potential so-
cial desirability bias, which results from a tendency of the
individual to want to present himself favourably in the eyes
of society [10]. Indeed, although our survey was anonymi-
zed, this psychological mechanism is sometimes implicitly
exercised without the subject being aware of it. It would
therefore be relevant to conduct another study, not related
to AI systems design, in order to verify whether the aware-
ness of cognitive biases by individuals in their professional
environments shows a trend similar to the one found in this
article.
Finally, the interest of this article is to question the taking
into account the human factor - and more particularly cog-
nitive biases - in the whole AI system design cycle. The
questionnaire provided initial insight into the place of cog-
nitive biases among AI designers and developers. The study
of the potential impact of cognitive biases on the actors of
AI system development, and their incarnations in the resul-
ting work, represents a problem that could also be raised
in future work. This is what we would like to do next, by
testing hypothesis H1 through individual interviews with
people who have completed our questionnaire and agreed
to be contacted. The objective is to have more qualitative
and targeted feedback on the cognitive biases that can oc-
cur according to the different expertises related to the AI
domain.

6 Conclusion
The aim of this work is to raise the human factors and, more
particularly, cognitive biases issues in the task of designing



AI systems. Indeed, the appearance of biases from different
sources [31] and at all stages of designing AI systems [44]
raises the question of the impact of cognitive biases during
the design of an AI system. In other words, we wish to raise
the question of the impact of cognitive bias in individuals at
the origin of the realisation of intelligent systems. The AI
system and cognitive bias relationship is an open scientific
question which tends to grow in importance, particularly
thanks to the growing concern about explainable AI sys-
tems intrinsically linked to the question of responsibility
and ethics in AI [1].
Our objective is to test the awareness of those involved in
the design of AI systems of the influence that their cogni-
tive biases may have in their professional decision-making.
Our work suggests that people involved in AI system design
processes believe that their decisions are subject to the cog-
nitive biases of conformity, illusory correlation and confir-
mation.
Future work should try to understand whether there is an
embodiment of these cognitive biases in the AI system, and
if so, how they are embodied. This involves testing our se-
cond hypothesis (H1, Figure 4). Indeed, it is not so much
a question of the cognitive biases of the individuals invol-
ved in the design of AI systems, which are natural and use-
ful [16], but of their incarnations and therefore their conse-
quences in artificial intelligence. Thus, it would be relevant
to carry out a study using feedback, in order to evaluate how
these cognitive biases are embodied, or not, in the work of
individuals responsible for designing AI systems.
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