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Overview

• Multilingual Natural Language Understanding (NLU)
over 2 classification tasks:
Intent Recognition and Slot Filling

• Classification: a supervised learning task
+ limited availability of high-quality annotated datasets
+ complex adaptation to new languages, especially for poorly

endowed languages

Approaches explored:

• Transformer-based models: contextualized representations, pre-
training and transfer learning

• Limitations:
+ underperformances [Pires et al., 2019, Conneau et al., 2020]:

on poorly endowed languages, when facing data scarcity
+ instabilities [Zhang et al., 2021, Mosbach et al., 2021]:

overfitting, label noise memorization or catastrophic forgetting

Contributions

1. A comparison of Transfer and Meta Learning approaches on
a multilingual few-shot NLU benchmark for evaluating cross-
lingual generalisation

2. A Transformers-based Prototypical Network that enhance cross-
lingual representations based on a multilingual Transformer-based
model (mBERT) [Devlin et al., 2019]

3. A new zero-shot scenario proposal

MultiATIS++ corpus

• MultiATIS++ [Xu et al., 2020]: 8 different other languages: Span-
ish (es), German (de), French (fr), Portuguese (pt), Hindi (hi), Chi-
nese (zh), Japanese (ja), and Turkish (tr)

• 37,084 training examples and 7,859 test examples (Figure 1)
• Hindi and Turkish subcorpora cover only a subset of intents and
slots with few labeled examples

Figure 1: English training example and its translated versions in MultiATIS++.

• Three configuration
1. target only: training with only the target language data
2. multilingual: training on the concatenation of all of the 9

languages and testing the model for each target language
3. zero-shot: training on the concatenation of all training

datasets from all languages except the one we want to test

Approach proposed

Figure 2: Transformer-based Prototypical Neural Network

• Episodic learning: N -way, k-shot classification tasks, support and
query sets

• Prototypical Neural Network [Snell et al., 2017] (PNN): learn the
metric space to perform classification

• From convolution and recurrent features extractors to a mBERT-
based PNN encoder (Figure 2)

Results

config. encoder en es de zh ja pt fr hi tr
target only mBERT 98.54 97.31 98.43 97.09 97.20 97.54 98.88 90.93 83.36

mBERT + PNN 5w1s 97.46 95.14 97.18 96.35 95.53 96.80 97.11 84.95 85.17
mBERT + PNN 5w10s 98.77 96.97 98.54 97.0 96.64 97.42 97.98 91.33 89.33

multilingual mBERT 98.42 97.98 98.59 97.65 97.45 98.3 98.46 95.33 93.93
mBERT + PNN 5w1s 95.33 93.71 95.93 95.89 94.42 94.00 94.78 91.4 90.91
mBERT + PNN 5w10s 99.87 98.54 98.60 98.67 98.54 98.32 98.66 95.49 92.61

zero-shot mBERT 96.42 97.98 97.54 96.71 97.45 97.42 97.87 94.37 91.61
mBERT + PNN 5w1s 93.73 92.02 93.27 95.62 91.73 93.51 93.28 90.51 89.92
mBERT + PNN 5w10s 96.47 97.87 96.86 97.65 96.64 98.10 97.45 93.17 90.67

Table 1: Averaged intent accuracies obtained with PNNs on 5-way k-shot classification k ∈ [1,
10] (best scores are marked in bold) and baseline results.

config. encoder en es de zh ja pt fr hi tr
target only mBERT 95.64 85.52 94.88 92.93 93.13 91.71 92.78 85.12 78.22

mBERT + PNN 95.76 87.40 95.63 93.45 93.93 92.22 93.13 85.70 82.67
multilingual mBERT 96.02 88.03 95.03 93.63 93.01 92.31 91.18 87.39 86.83

mBERT + PNN 98.40 92.09 97.12 95.50 97.24 95.81 96.80 89.59 88.39
zero-shot mBERT 94.10 87.14 94.23 92.17 92.61 91.59 90.79 86.14 85.86

mBERT + PNN 93.25 86.99 93.57 91.82 92.38 91.19 90.39 87.49 86.83

Table 2: Averaged slot F1s obtained with PNNs on 5-way 10-shot and baseline results (highest
scores are marked in bold).

Conclusions

• Performance gains achieved by exploiting language interrelation-
ships learnt with transfer learning

• Competitive NLU systems for under-resources languages with
only a fraction of training examples using PNNs
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