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ABSTRACT 

Transition Metal Complexes (TMC) are known for the rich variety of their excited states showing 

different nature and degree of locality. Describing the energies of these excited states with the 

same degree of accuracy is still problematic when using Time Dependent Density Functional 

Theory in conjunction with the most current Density Functional Approximations. In particular, the 

presence of unphysically low lying excited states possessing a relevant Charge Transfer (CT) 

character may significantly affect the spectra computed at such level of theory and, more 

relevantly, the interpretation of their photophysical behavior.  

In this work we propose an improved version the MAC index, recently proposed by the authors and 

collaborators, as a simple and computationally inexpensive diagnostic tool that can be used for the 

detection and correction of the unphysically predicted low lying excited states. The analysis, 

performed on five prototype TMC, shows that spurious and ghost states can appear in a wide 

spectral range and that it is difficult to detect them only on the basis of their CT extent. Indeed, 

both delocalization of the excited state and charge transfer extent are criteria that must be 

combined, as in the MAC index, to detect unphysical states. 
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1.Introduction 

The prediction of the nature and properties of excited states of transition metal complexes (TMCs) 

is a fertile research area.1–9 Due to their peculiar photochemical and photophysical properties,10–12 

organometallic complexes of several metals are nowadays exploited in many different fields, 

spanning from photovoltaics13-17 to medical and biological applications.18-23 

However, photophysical and photochemical processes occurring in TMC are intrinsically complex 

and extremely interesting to study, yet difficult to understand based on sole experimental 

investigations. Indeed, the use of theoretical approaches is crucial to correctly model the behavior 

of such complexes upon irradiation and to acquire a realistic description of their excited state 

manifold.1–9,16-18 TMCs, though, cumulate most of the complexities inherent to electronic structure 

investigations such as a high density of low lying electronic states of a different character (from 

charge transfer -CT- to locally excited -LE-), the presence of nearly degenerate states, and/or of 

relevant relativistic effects. A proper description of these compounds is thus a challenging task for 

any quantum method.  

On one hand, post-Hartree-Fock methods, such as complete-active-space self consistent field 

(CASSCF),24 restricted-active-space SCF (RASSCF) variants25 often improved by adding a 

perturbative correction (CASPT2),26 have proven to yield high accuracy in describing both vertical 

absorption and photochemical behavior of metal complexes,27 although somehow limited in their 

domain of applicability by their computational burden. Moreover, these methods require a 

selection of a relevant and system-dependent active space, which makes them impractical and of 

heavy usage for routine applications.  

On the other hand, Density functional theory (DFT) and its Time-Dependent extension (TD-DFT) 

benefit from their favorable scaling and cost to accuracy ratio which has determined their 

widespread diffusion for the description of metal-based complexes.1 Besides, density rooted 

approaches limit the user dependency to the choice of exchange-correlation functional to be used, 

which in practice renders these methods easy to use, though impressively accurate in the 

description of structural and spectroscopic properties of such class of compounds, at least for what 

concerns the electronic ground state and the lowest excited states. Not surprisingly, TD-DFT 

calculations and the corresponding simulated spectra are increasingly used to support and interpret 

experimental findings, providing useful insights on the nature of the observed transitions and thus 

providing a precious help to interpret the photophysics of such compounds.5,7-8, 16-17,22-23 

https://paperpile.com/c/DT2RIm/NHPY+OoMf+2NZz+MI0u
https://paperpile.com/c/DT2RIm/NHPY+OoMf+2NZz+MI0u
https://paperpile.com/c/DT2RIm/tcRd+UPc0+OoMf
https://paperpile.com/c/DT2RIm/NHPY+OoMf+2NZz+MI0u
https://paperpile.com/c/DT2RIm/NHPY+eCXB+KBFg
https://paperpile.com/c/DT2RIm/NHPY+eCXB+KBFg
https://paperpile.com/c/DT2RIm/rssk
https://paperpile.com/c/DT2RIm/NHPY
https://paperpile.com/c/DT2RIm/MVct+83BR+khQa
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In most cases, the reliability of the theoretical method is assessed based on the agreement between 

the computed and the experimentally observed spectra. However, this experimental/theoretical 

spectra matching may result from an accidental compensation of errors or hide some 

methodological issues.28,29 In this respect, it is well known that TD-DFT may fail to describe 

excitations with a significant through-space charge-transfer (CT) character depending on the 

exchange-correlation functional used.28,29  Indeed, this failure could be related to the self-

interaction error32,33, the incorrect asymptotic behavior,34,35 and the missing derivative 

discontinuity36
 of the exchange-correlation (xc) functional used. These errors particularly affect 

functionals resting on the generalized gradient approximation (GGA)37
 while being partially cured 

by the introduction of Hartree-Fock exchange, including global (GH)31 and range separated (RSH) 

hybrids, double hybrids,38,39 or purposely tuned hybrids.40  

These known limitations of density functional approximations30-31, 41-42 (DFAs) may lead de-facto 

to an erroneous description of CT excited states and to the prediction of unphysically low lying 

excited states. This applies with no exception not only to organic push-pull dyes on intramolecular 

CT excitations, as already largely documented in the literature,29 but also to metal-containing 

complexes.1 In the latter case, the errors are even more relevant for the interpretation of their 

photophysical properties since both CT and LE states very close in energy may be present but 

unequally affected by the limitations of the DFA used. 

To diagnostic these problems a number of descriptors have been developed over the years, with 

the double role of identifying the nature of the excited electronic states and, possibly, to evaluate 

the TD-DFT error, which could be intrinsically related to it.  An overview of these indexes is 

outside the scope of the present paper, here we only recall that they have been successfully and 

widely applied in literature and that they are nowadays available in several codes.43-51  

A less explored field concerns the validation of such indexes for TMCs. Indeed, in this class of 

compounds a rich variety of excited states showing a different degree of locality exists, including 

for instance metal-centered (MC), ligand-centered (LC), metal-to-ligand-charge transfer (MLCT), 

ligand-to-metal-charge-transfer (LMCT), intra-ligand-charge-transfer (ILCT), and ligand-to-

ligand-charge-transfer (LLCT) states. Most often, these excited states are identified by inspection 

of the associated natural transition orbitals52 or by the use of CT descriptors53-57 always assuming 

that their relative energy is correctly predicted. Nonetheless, this latter point is of crucial 

importance when aiming to accurately interpret the photophysics and photochemistry of TMC. 

https://paperpile.com/c/DT2RIm/QZm6+AEQP
https://paperpile.com/c/DT2RIm/v9IX+vw4t
https://paperpile.com/c/DT2RIm/IkZQ
https://paperpile.com/c/DT2RIm/YSha
https://paperpile.com/c/DT2RIm/gqUN+KCGs
https://paperpile.com/c/DT2RIm/mk04
https://paperpile.com/c/DT2RIm/ahi2+BlCc+sR9l+f9KO
https://paperpile.com/c/DT2RIm/ZrNU
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In order to (partially) fulfill this gap, in the present contribution we examine the lowest excited-

state levels of five octahedrally- substituted Ru(II) complexes, shown in Figure 1.  

 

Figure 1: Structures of the Ru(II) complexes investigated in this study together with the representation of the bidentate 

and tridentate ligands involved. 

The [Ru(bpy)3]2+(1) and [Ru(tpy)2]2+(2) complexes are prototype homoleptic systems, where the 

Ru atom is coordinated either with three bpy (2,2’-bipyridine), or two tpy (2,2:2’,6’-terpyridine) 

ligands. The photophysics of these systems has extensively been studied in literature58,59 and they 

constitute the skeleton of many of the Ru complexes developed for various applications.20,60,61 The 

three heteroleptic ([Ru(bpy)2(dppz)]2+(3), [Ru(bpy)2(tpphz)]2+(4) and [(pbbzim)Ru(tpy-

HImzPh3)]2+(5) are derivatives of the two homoleptic scaffolds, substituted with the dppz 

(dipyrido[3,2- a:2’,3’-c]phenazine), tpphz (tetrapyrido[3,2-a:2’,3’-c:3”,2”-h:2”’,3”’-j]phenazine), 

pbbzim (2,6-bis(benzimidazole-2-yl)pyridine) and tpy-HImzPh3 (4’-[4-(4,5-diphenyl-1H-

imidazol-2- yl)-phenyl]-[2,2’:6’,2”]terpyridine) ligands, respectively expected to promote the 

formation of low lying excited states of MLCT character.59,62-64 

https://paperpile.com/c/DT2RIm/M8Mm+gi1z+RtYe+UPc0+7eop


6 

All these compounds have been previously experimentally characterized58,59, 62-64 and they will be 

used to assess the quality of a diagnostic tool enabling to evaluate the quality of the predicted 

electronic transitions using three largely applied DFAs. 

The purpose of this study is indeed to propose a diagnostic index enabling to spot when TD-DFT 

fails in the description of excited states, and, more generally, to provide a simple strategy to assess 

on the fly the validity of different DFAs, in the context of the spectral properties prediction of  

TMCs. This index should enable to disclose the presence of unphysical states and to derive a 

possible correction of the wrongly predicted transition energies. The present analysis, beside its 

theoretical interest in evaluating xc functionals performances, may be worthwhile to be considered 

while designing and optimizing metal complexes based on the outcomes of TD-DFT predictions, 

especially when targeting charge-transfer or charge-separated excited states for experimental 

applications. 

 

2. Analysis of vertical excitations using the MAC index 

As mentioned above, a direct consequence of the use of approximated xc functionals in the 

framework of TD-DFT is that excitations with substantial through-space CT character may be 

poorly described with the consequence that their excitation energies can be severely 

underestimated. These excited states are the so-called “ghost” states. Mostly they correspond to 

through-space electronic transitions with significant CT character and negligible hole-particle 

overlap, which appear at very low energies.30, 31 The presence of such spurious states, while not 

necessarily affecting the spectral shape, can affect the interpretation and prediction of the 

photophysical behavior of molecular systems implying, for instance, that an energetically higher 

bright state could decay non-radiatively into the lower CT states, leading to an electron-transfer 

quenching of the excited state fluorescence. In this respect, the limitations of a selected DFA have 

an impact that is much larger than its numerical performances (i.e. the error in the computed 

transition energies w.r.t. a given reference), leading to a wrong interpretation of the photophysical 

behavior of the system under investigation. These ghost states generally have vanishing oscillator 

strength. Although energy underestimation and negligible oscillator strength can be used as criteria 

to detect such unphysical states, these indicators may be not sufficient to unambiguously identify 

them as “ghosts”. Furthermore, as the CT error strongly depends on the chosen DFA, the degree 

by which these are mistaken varies significantly: a given DFA for a given system may provide a 

https://paperpile.com/c/DT2RIm/ySRq+3CmR+xLwy+tghQ+Gz3L
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correct description and energy estimation of excited states with limited CT character while 

incorrectly underestimate the energy of other, longer range, CT states. 

To address the difficulty in identifying and eventually correct excited states of different nature in 

the TD-DFT framework, we have recently introduced a diagnostic index, the so-called MAC.65 The 

MAC index is based on the formula originally proposed by Mulliken66 to estimate a lower bound to 

the energy associated with an intermolecular CT state (CT) in the case of Donor to Acceptor dyad 

and lately discussed in the framework of TD-DFT by Head-Gordon and collaborators30 

𝜔𝐶𝑇 = 𝐼𝑃𝐷 − 𝐸𝐴𝐴 −
1

𝑅
                                                 (1) 

Here, R represents the distance between the electron donor/acceptor moieties, IPD is the ionization 

potential of the donor, EAA is the electron affinity of the acceptor. 1/R is thus the electrostatic 

interaction between the hole and the electron (in atomic units) after a donor-to-acceptor CT 

excitation.  

In the original MAC index,65  these quantities were computed from Kohn-Sham (KS) orbital 

eigenvalues (IPD and EAD)  and the hole-electron distance (R)  was estimated by the DCT  index.45 

This index provides a measure of the hole-electron distance from the barycenters of the charge 

densities corresponding to an increase and decrease of the electron density upon electronic 

excitation. A more extensive description of this index can be found in Supporting Information. As 

such, it represents the effective (average) charge/hole distance produced in an electronic excitation 

and therefore can be used, as in the original MAC formulation, to provide a realistic estimate of the 

electrostatic contribution to the electronic transition energy (last term of eq. 1) both in the case of 

intra and intermolecular electron transfer.  

In order to apply the MAC index to TMCs and aiming at ameliorating the estimate of the first two 

terms of Eq. 1 with respect to our previous formulation65 the following expression will be used 

here: 

𝑀𝐴𝐶 =
∑ 𝑐𝑖𝑎

2 (𝜀𝑎
𝐷𝐹𝐴−𝐻𝐹−𝜀𝑖

𝐷𝐹𝐴−𝐻𝐹)𝑖𝑎

∑ 𝑐𝑖𝑎
2

𝑖𝑎
−

1

𝑅
     (2) 

Indeed, to improve the original MAC, for each computed excited state IPD and EAA are estimated 

by a weighted average of the eigenvalues of the contributing KS molecular orbitals being 

computed at the Hartree-Fock level, on top of the converged DFT orbitals. This allows one to 

correct the underestimation of TD-DFT-virtual orbitals eigenvalues. Indeed, by this single HF 

cycle, we mitigate the known KS-bias, which compromises the energy of the empty orbitals with 

https://paperpile.com/c/DT2RIm/LfEP
https://paperpile.com/c/DT2RIm/pEQA
https://paperpile.com/c/DT2RIm/LfEP
https://paperpile.com/c/DT2RIm/LfEP
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excessively negative correlation energy values (in an absolute sense), artificially lowering their 

values. The improved hole and particle orbital energies relative to the transition considered are 

denoted here as 𝜀𝑖
𝐷𝐹𝐴−𝐻𝐹 and, 𝜀𝑎

𝐷𝐹𝐴−𝐻𝐹 respectively. The weights, cia, are the CI coefficients 

obtained as solutions of TD-DFT equations.67
 The procedure is easy and fast, as it requires merely 

to perform an estimation at HF level of the molecular orbital energies on top of the converged 

Kohn-Sham orbitals. 

As in the case of the previous formulation,65 by construction the MAC index depends on the quality 

of ground and excited state densities used to compute the DCT. Concerning the excited states 

electronic density, recent publications have highlighted the importance of density relaxation 

effects in TD-DFT,68,69
 which can be estimated by employing the so-called Z-vector formalism.70

 

With this type of computation one performs a post-linear response treatment of the excited state 

calculation, resulting in the addition of an off-diagonal contribution to the transition-density which 

accounts for the redistribution of the electron density in the orbital space. The resulting quantity is 

the so-called “relaxed” difference density matrix, which unlike the “unrelaxed” density matrix 

accounts, at least partially, for the orbital relaxation following the hole/particle generation. The 

projection in real space of the relaxed and unrelaxed difference density matrices defines what we 

usually refer to as relaxed and unrelaxed densities.28,71 Both density definitions can be used to 

evaluate the DCT and yield the corresponding indexes RDCT and UDCT. The former reflects the 

spatial extent associated to a given transition, where the electronic density is allowed to gradually 

change and adapt to the final configuration, while the latter reproduces the CT distance, measured 

directly upon vertical excitation. In other words, the relaxed (RDCT), unlike its unrelaxed (UDCT) 

counterpart accounts for the redistribution of the electronic charge due to the excitation. Clearly, 

this double definition of the DCT leads to two distinct MAC indexes: the UMAC and RMAC. The effect 

of the use of these two variants is detailed below. 

The MAC index, as defined in Eq. 2, defines a lower bound to the excitation energy associated with 

a given charge transfer transition and can be used to diagnostic the presence of unphysically 

predicted low-lying excited states due to artifacts of the xc functional applied. A given TD-DFT 

transition will be, therefore, identified as a ghost if its energy is lower than the corresponding MAC 

index, while proper CT excitations will have an energy greater than the MAC value. Thus, for each 

electronic transition two cases can be distinguished: 

https://paperpile.com/c/DT2RIm/LfEP
https://paperpile.com/c/DT2RIm/ZrNU+sigp
https://paperpile.com/c/DT2RIm/ts6r
https://paperpile.com/c/DT2RIm/HsD9+MWBz
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ETD-DFT < MAC → unphysical CT state                                   (3) 

ETD-DFT > MAC → real CT state.                                               (4) 

Clearly it follows from Eq. 1 -and from its equivalent formulation in Eq. 2- that the condition in 

eq. 4 is always fulfilled in the case of transitions of local character that are possessing a negligible 

charge-transfer character and for which the R (or the DCT) value is close to zero. Indeed, the 

Mulliken formula is relevant only for transitions of CT type and in the following we will focus on 

such kinds of excitations. 

In the case of states predicted at unphysical low energy, that is states that fulfill the criteria of eq. 

3, an additional distinction is made here: those with zero oscillator strength will be classified as 

“ghost” states and labeled as “G”. By contrast, CT excitations that have a non-vanishing oscillator 

strength, but still appear too low in energy, will be referred to as “spurious” states and labeled as 

“S”. 

 

3. Computational details  

All electronic structure calculations were performed using the Gaussian 16 quantum package.72 

Starting from the crystallographic X-ray structures, complexes 1 to 5 were optimized in acetonitrile 

using the Polarizable Continuum Model (PCM)73 following the same protocol as described in Ref. 

74.  We employed DFT using the standard hybrid functional B3LYP75,76 with the 6-31G(d,p) basis 

set with one set of d polarization functions for the second-row elements and a set of p polarization 

functions for the hydrogen atoms.77 For the ruthenium atom we used the LANL08 effective core 

potential (including 28 core electrons) and associated basis set for valence electrons.78 

Additionally, we performed vibrational frequency calculations - at the same level of theory - to 

ensure that all structures correspond to minima. Although the assumption of considering in all 

cases B3LYP structures can induce bias and errors when aiming at comparing with experimental 

data, in the present case it has the advantage of allowing to directly compare the behavior of the 

different functionals in predicting vertical excited states energies and nature, which is indeed the 

main goal of the present paper.   

The UV-Vis absorption spectra of all complexes were then computed using the TD-DFT approach 

and three different functionals, namely the hybrid functional B3LYP, 75,76 the long-range corrected 
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CAM-B3LYP78 functional and the hybrid functional PBE0,80 using the previously defined basis 

set. In TDDFT calculations only spin-allowed (singlet-singlet) transitions were considered. 

Excited states were also computed using the Configuration Interaction with Singles excitation 

(CIS) approach, since as it includes 100% HF exchange, it follows that no unphysical states should 

be found. As shown by the tables reported in SI, indeed no ghost states are detected by the MAC 

analysis at the CIS level thus providing a proof of the reliability and consistency of this index. 

Nonetheless due to the incomplete treatment of correlation effects, CIS is normally overestimating 

transition energies and the corresponding transition energy values are here only considered as a 

ghost-free reference more than reference to assess the accuracy of TD-DFT excitation energy 

values and will thus not be discussed in detail in the text. 

The natural transition orbitals (NTO) relative to the thirty lowest transitions were also computed 

to inspect the character of the transitions. These last are collected in Figures SI.3 to SI.7. Finally, 

to investigate the presence of methodological artifacts, related to the choice of the exchange-

correlation functional, we computed the MAC index on the lowest thirty transitions of each 

complex, both using unrelaxed and relaxed electron densities. Accordingly, the U and R labels, in 

the following, will denote that the corresponding MAC value is obtained using either of the two 

density definitions. This analysis was performed using an in-house developed tool.  

For complexes 3, 4 and 5 difference density plots, computed using relaxed densities for each 

transition are collected in Figures SI.8 to SI.10. 

 

4. Results and discussion 

In this work we will show how the diagnostic index defined as in eq. 2 can provide relevant insights 

to detect ghost and spurious CT states in TMCs focusing on two global hybrid (B3LYP and PBE0) 

and one range-separated (CAM-B3LYP) functionals, all widely employed in recent literature for 

TMC, and analyzing the lowest lying excited states of the five selected metal complexes depicted 

in Figure 1.  

Figure 2 shows the computed and experimental absorption profiles of the five selected Ru(II) 

compounds in acetonitrile.  When π-accepting ligands, such as polypyridyl, are coordinated to 

Ru(II), the complex exhibits intense singlet-singlet MLCT transitions in the visible region.60
 This 

behavior is typical for both tris-bidentate and bis-tridentate complexes, although a slight red-shift 

of the maximum absorption wavelength is often observed for the more rod like bis-tridentate 

https://paperpile.com/c/DT2RIm/TTx5
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ones.18
 The intense charge transfer MLCT transitions are also more easily formed in the presence 

of ligands able to delocalize density at the excited state far from the metal center, that is to give 

rise to excited states with larger CT distance. Thus, in Figure 2, the complexes bearing ligands 

with higher electron-accepting capabilities show more intense and red-shifted MLCT bands. 

Clearly metal-centered and ligand-centered transitions can also be identified in the electronic 

spectrum of each of the compounds. A list of all computed transitions and associated assignments 

is provided in Supporting Information in Table SI.1 to SI.5. together with a representation of all 

NTOs involved reported in Figure SI.3 to SI.7. 

 

Figure 2: Absorption spectrum of 1, 2, 3, 4, and 5 computed using different functionals, along with the corresponding 

experimental spectra, retrieved from references.47,49–52 The simulated spectra are computed by a Gaussian convolution 

of the computed vertical transitions using a full-width half maximum value of 0.4 eV. Computational details are 

provided in Supporting Information. 

https://paperpile.com/c/DT2RIm/OoMf
https://paperpile.com/c/DT2RIm/ySRq+3CmR+xLwy+tghQ+Gz3L
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The absorption profiles of 1, calculated with different methods, is shown in the upper left panel of 

Figure 2. In agreement with previous works,12,58 the broad band around 400-500 nm corresponds 

to multiple MLCT transitions - d6(Ru) to π∗(bpy). Indeed, in this region of the spectrum, the most 

intense transitions are ascribed to the population of the degenerate excited states ES7 and ES8 both 

in the case of B3LYP (at 424 nm) and PBE0 (at 405 nm), these states being of MLCT character. 

The same transitions appear higher in energy - at 352 nm and correspond to excited states ES5 and 

ES6 - in the case of CAM-B3LYP, in agreement with previous reports showing a overestimation 

of transition energies at range separated level in the case of Ru polypyridine complexes.81 The 

natural transition orbitals (NTOs) reported in Supporting Information, Figures SI.3 and the 

corresponding computed energy values and oscillator strengths, reported in Table SI.1, support 

these assignments. Of note, and as expected due to the presence of unsubstituted bpy ligands, 

although being of MLCT character these transitions are rather local, the charge transfer extent 

being quite limited as evident from the associated DCT values.  

A qualitatively similar description can be made for complex 2, the first intense transition, 

independently of the method considered, being predicted to be related to the population of excited 

state ES5, an MLCT state characterized by a relatively low CT distance and computed at 447 nm, 

427 nm and 382 nm at B3LYP, PBE0 and CAM-B3LYP levels, respectively (see Figure SI.2). In 

the case of GHs only, a second transition of comparable intensity also contributes to the first 

absorption band at 420 nm and 398 nm, for B3LYP and PBE0, respectively.  

In agreement with the experimental data, overall the spectral features of complex 3 are not 

significantly different from those of complex 1, the associated bands being calculated slightly 

redshifted both using GH functionals and CAM-B3LYP. In this case for both GHs three electronic 

transitions mostly contribute to the first absorption band. These transitions involve the population 

of excited states ES4, ES9 and ES11 in the case of B3LYP (computed at 455 nm, 423 nm and 416 

nm, respectively) and excited states ES4, ES9 and ES11 (computed at 429 nm, 402 nm and 393 

nm, respectively) at PBE0 level. In the case of CAM-B3LYP on the other hand a very intense 

transition at 355 nm determines the absorption band maxima while a shoulder at higher energies 

appears due to other less intense transitions. All these transitions correspond to MLCT bands 

although not localized on the same moieties of the molecule (see for instance Figure SI.5). 

https://paperpile.com/c/DT2RIm/WESf+tghQ
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 In the case of complex 4, the situation is similar: several transitions of different MLCT type (see 

Figure SI.5) but of comparable intensities are computed to contribute to the first absorption band 

at 445 nm, 421 nm and 414 nm at B3LYP level and 417 nm, 401 nm and 353 nm at PBE0 level 

(see Table SI.4). On the other hand, using CAM-B3LYP a single dominant transition at 357 nm 

gives rise to the first absorption band. This leads to redshifted absorption bands in the case of GHs 

with respect to the RSH. 

The calculated absorption profile of 5 is qualitatively different from the one of complexes 1-4, 

independently of the DFA considered. The first intense band calculated with both GHs is due to 

the convolution of several bright transitions of different MLCT character, the most intense being 

in both cases related to be population of excited state ES11 (computed at 548 nm and 530 nm at 

B3LYP and PBE0, respectively, see Table SI.5).  Contrary to the 1-4, the first intense transition is 

computed at lower energy at CAM-B3LYP level, at 576 nm, though showing the same M to tpy 

MLCT character. 

In order to evaluate if the computed spectra may be influenced by the presence of spurious states 

and if the interpretation of the photophysical properties of these compounds may be misleading 

due to the prediction of low-lying ghost states, a diagnostics analysis based on the MAC index was 

performed. Its results are graphically reported in Figures 3 and 4 and listed in Tables SI.1 to SI.5 

together with the previously described transition energies, oscillator strength and character. Both 

UMAC and RMAC were calculated at different levels of theory. The use of unrelaxed densities, rather 

than the costlier relaxed ones, is indeed particularly convenient in the case of metal complexes, 

where the number of excited states to analyze is often large. Unrelaxed densities can be computed 

all at once, in a single TD-DFT calculation, for all desired vertical states at a given geometry, with 

significant savings in terms of time and resources. Relaxation effects, by contrast, need to be 

computed separately for each excited state, thus being more computationally expensive but with 

the advantage of delivering a refined description of the density distribution upon transition. As 

shown in our previous work68 where we investigated the impact of the relaxation on CT states for 

different DFAs, the two approaches are equivalent only when aiming for a qualitative 

interpretation of the nature of electronic excitations. Indeed, if both relaxed and unrelaxed densities 

can in principle be used to compute the MAC index, the latter -unrelaxed densities- will, in general, 

result in an overestimation of the CT character and consequent exaggeration on the number of 

ghost and spurious states. Therefore, an inexpensive diagnostic analysis based on unrelaxed 
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densities can be interesting as a preliminary screening, but shall be confirmed by computing 

relaxation effects for those states that are classified as unphysical in the first place. 

 

  

Figure 3: (left) UDCT and (right) RDCT values of the lowest thirty states of compounds 1 and 2, with respect to their 

energy computed with: B3LYP (orange), PBE0 (blue) and CAM-B3LYP (green). Each state is assigned a symbol, 

according to the MAC diagnostic: dots for ghost states (G), diamonds for spurious states (S), squares for charge-transfer 

(CT) states, and pentagons for local excitations (L). 

 

This becomes clear analyzing Figure 3 where diagnostic analysis based on both UMAC and RMAC 

of the lowest excitations of complexes 1 and 2 are depicted. Similar energy vs. DCT plots for 

complexes 3, 4 and 5 can be found in Supporting information (Figure SI.13). Each excited state is 

assigned a label according to its MAC value and represented using markers of different size and 

type. Transitions possessing UDCT values below 2.0 Å are denoted as local (L), while those having 

DCT values CT greater or equal to 2.0 Å are defined as charge-transfer (CT). Using this 

classification most MLCT transitions are actually classified as local since they involve density 

displacement on the ligand atoms closest to the metal center. Besides, transitions with excitation 

energy values lower than the corresponding MAC are classified either as ghost (G) states, if their 
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oscillator strength value is below 0.001, or as spurious (S) otherwise. Ghost states, which 

correspond to unphysical low-lying through-space transitions, are expected to appear mostly in the 

low energy/high DCT range.  For complexes 1 and 2 one would actually expect to find no ghost 

state even at GH level. Indeed, the CT character of their excited states is rather limited (with values 

of UDCT between 0.0 Å and 3.1 Å). 

As expected, only one state, namely the third one computed with the B3LYP functional- see Table 

SI.1 is classified as G when using the UMAC  index, but this same state is indeed detected as a local 

transition using the more refined description provided by the RMAC index. As a result, we can safely 

conclude that in the case of complex 1 all functionals considered provide a correct description of 

the excited states due to the limited range of charge transfer. 

Analogously, also in the case of 2, only very few states are detected to be wrongly predicted when 

using the UMAC index two G at PBE0 level (S10 and S11), and few spurious states at B3LYP, 

PBE0 and CAM-B3LYP level – see Table SI.2. All these states, however, appear relatively high 

in energy, being all above 2.97 eV. Indeed, also in the case of complex 2, when using relaxed 

densities, no ghost or spurious states are detected in all excited states showing either a local or real 

CT character, as shown in the right panel of Figure 3. The difference between relaxed and 

unrelaxed density can be negligible or very important depending on the basis set and system 

considered as clearly shown by the comparison of left and right panels in Figure 3 suggesting that 

unrelaxed densities can be used for a first screening using the UMAC and that relaxed densities 

could then be used to analyze in further details the real nature of the so detected G and S states to 

get a definitive answer on their reliability. 

The benefits of the MAC diagnostic analysis are most appreciable when employed to investigate the 

electronic transitions of heteroleptic complexes, in which substituents of various kinds give rise to 

transitions of different character and CT extent. Complexes 3, 4 and 5 are exemplary in this regard 

as reported in Figure 4. Among the MLCTs, some involve the transfer of one electron from the 

metal center to the ancillary ligands (bipyridine, terpyridine). Others, most represented, involve 

the main ligand (dppz in 3, tpphz in 4 and pbbzim/tpy-HImzPh3 in 5). Further sub-classification 

of the MLCT transitions can be made considering the localization of the transferred charge on a 

specific part of the ligands - see for instance the list of structure and abbreviations reported in 

Figures SI.1 and SI.2 in Supporting Information. 
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These variety of transitions extends also to ligand-to-ligand excitations (see for instance Figures 

SI.5 to SI.7 in Supporting Information which collect the ensemble of the NTOs associated to each 

vertical excitation computed with the different functionals). With the abundance of electronic 

transitions of different nature, the number of ghost and spurious states increases significantly. 

 

Figure 4: (left) UDCT values of the lowest thirty states of compounds 3, 4 and 5, with respect to their energy computed 

with: B3LYP (orange), PBE0 (blue) and CAM-B3LYP (green). Each state is assigned a symbol, according to the MAC 

diagnostic: dots for ghost states (G), diamonds for spurious states (S), squares for charge-transfer (CT) states, and 

pentagons for local excitations (L). (right) Histograms displaying the number of excited states of each kind of 

transition at different levels of theory. 
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As previously discussed for complexes 1 and 2, the use of UMAC allows a first screening of 

potentially non-physical states, whose real nature may be refined using relaxed densities and thus 

RMAC. Analysis of the data collected in Tables SI.3 to SI.5 and Figures SI.8 and SI.10 shows that 

for these complexes very few states differently classified using one or the other definition. In 

particular, among the 270 computed transitions across complexes 3,4 and 5, only 18 are 

characterized as S or G at UMAC level but not at RMAC one: only two states (ES16 and ES28) for 

complex 3 are misleadingly computed at UMAC level as Spurious (S) at B3LYP and one (ES14) at 

CAM-B3LYP and PBE0 level, and three states (ES18, ES21 and ES29)  at CAM-B3LYP level for 

complex 4. In the case of complex 5 the number of states differently predicted is with the two 

approaches is slightly larger (1 ghost at the B3LYP level, six spurious states and one ghost at the 

CAM-B3LYP level and three spurious and one ghost at PBE0), but only three states appear at low 

energies, below 2.2 eV – see Tables SI.3 to SI.5. 

Due to these small differences in the following we will comment only on the descriptors computed 

using unrelaxed densities, since the UDCT index has the advantage of being computed on the fly 

without any extra cost. 

The classification of the lowest thirty excited states reported in Figure 4 shows that for these 

systems the spurious and ghost states all fall into a particular range of DCT values, that is the UDCT 

window between 2.2 and 7.5 Å for complexes 3 and 4, and up to 12 Å for 5, in accordance with 

the increased length of the molecule. Spurious and ghost states both appear in the same region of 

DCT values, which prevents the identification of a clear limit of distinction of one or the other 

category in terms of CT extent only. Most of the states labeled as S or G in Figure 4 appear when 

applying GH functionals with low percentage of HF exchange, such as B3LYP and PBE0. The use 

of CAM-B3LYP drastically reduces their presence especially for complexes 3 and 4, as shown in 

the Figure 4 – right panel. Using GH, several states are identified as a ghost. We can appropriately 

comment on them inspecting their density change upon excitation. Consider, for instance, the first 

excited state (ES1) in complex 3, which, according to the MAC analysis, is assigned as a ghost state 

when calculated using B3LYP and PBE0 (Table  SI.3). The difference in density between ground 

and excited state of this last -reported in Figure SI.8 - shows that this state is an MLCT in which 

the excited electron is highly delocalized over the entire dppz ligand, while at CAM-B3LYP level 

the third excited state is computed to be more strongly localized on the tpy core of the dppz ligand. 
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Thus, based on the MAC analysis, we deduce that such an over-delocalization observed with GH is 

an artifact of the level of theory used, implying also that this state erroneously appears too low in 

energy. Analogous consideration applies to the first excited state (ES1) calculated using GH 

functionals for complex 4 (see Table SI.4 and Figure SI.9 in SI). On the other hand, in complex 5, 

the first ghost state appears higher in energy at both B3LYP and PBE0 level. At the latter level of 

theory, the first ghost is computed indeed at 550 nm (2.25 eV, see Table SI.5). The corresponding 

different density plots reported in Figure SI.10 show that at the GH level this is an MLCT 

transition, which extends over both pbbzim and tpy-HImzPh3 ligands. The same is true also for 

the ghost states computed at higher energy corresponding to S17 (at 3.29eV) and S21 (at 3.35 eV) 

at PBE0 level. Overall, all these ghost states have the characteristic feature of being largely 

delocalized, with limited hole/particle overlap. Nonetheless ghost states do not contribute to alter 

the spectral shape. The case of the transitions classified as spurious is more controversial. These 

transitions correspond to excited states that are only predicted at –unphysically- lower energy but 

still present a non-zero oscillator strength thus contributing to the final shape of the absorption 

profiles. Correcting the energy positioning of these last shall thus influence the calculated spectra.  

Several excitations, mostly among the MLCT and ILCT/LLCT transitions of complexes 3, 4 and 

5 are classified as spurious according to the MAC diagnostics. A simple way of correcting the 

energy of these states is to consider the computed MAC values as a lower bound estimate for the 

energy of both ghost and spurious states. Using this assumption, it is possible to recompute the 

absorption profiles of all complexes. Figure 5 shows the “corrected” profiles - calculated at the 

PBE0 level - where ghost and spurious states are shifted at –higher- energy, as determined by their 

corresponding MAC value. The same analysis carried out at B3LYP and CAM-B3LYP level is 

reported in Supporting Information, Figures SI.11 and SI.12. 

Independently on the functional, no spectral modification is expected for those complexes not 

displaying S states, i.e. in the case of  1 and 2, while larger effects appear for the absorption spectra 

of compounds 3, 4 and 5 calculated using GH, which have a larger number of spurious states. 

Let’s consider for instance complex 3: at PBE0 level as previously mentioned three transitions, 

corresponding to population of excited states 4, 9 and 10 and computed at 428 nm, 401 nm and 

393 nm respectively, significantly contribute to the first absorption band, having oscillator strength 

values ranging between 0.15 and 0.23.  Based on the MAC analysis (performed both using unrelaxed 

and relaxed densities, see Table S1.3) two of these excited states correspond to spurious states 
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(ES4 and ES10). Both states correspond to MLCT transitions involving a large delocalization of 

the excited electron over the dppz ligand (see Figure SI.5 in Supporting information) and a sizable 

DCT value (larger than 3.1 and 2.4 Å respectively). The MAC index analysis indicates that indeed 

they should appear at higher energies: in the 218-278 nm range ES4 and in the 328-348 nm range  

ES10 based on the unrelaxed and relaxed corrections, respectively. Clearly both these MAC values 

are a lower bound to transition energies and as such they are intrinsically approximate and further 

errors are associated with the use of Eq. 2 to estimate them. Correcting the spectra on their basis 

determines the absence of an asymmetric tail in the first band, and a larger contribution to the 

second and third band in the spectra. 
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Figure 5: Absorption spectrum (solid lines) of 1, 2, 3,  4, and 5 computed at the PBE0 level of theory - see Supporting 

Information, along with the corresponding experimental spectra (dotted black line), retrieved from the literature.47,49–

52The dotted lines correspond to corrected spectra where the spurious CT excitations are translated in the spectra at 

the wavelength corresponding to their  MAC index value. 

 

The situation is exactly the same in the case of the spectrum predicted at B3LYP level (see Table 

SI.3 and Figure SI.5) two of the three electronic transition contributing to the first band involving 

also spurious states (ES4, predicted at 455 nm, ES10 at 418 nm). Again in this case these are two 

MLCT transitions showing a large delocalization over the dppz ligand and high DCT values that, 

based on the MAC indexes, should appear at higher energies (in the 206-257 nm and in the 452-

https://paperpile.com/c/DT2RIm/ySRq+3CmR+tghQ+Gz3L+xLwy
https://paperpile.com/c/DT2RIm/ySRq+3CmR+tghQ+Gz3L+xLwy
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436 nm range, respectively). On the hand, at CAM-B3LYP level no spurious transitions are found 

among the ones contributing to the spectra in the UV-Vis range, thus no correction is applied.  Of 

note, by construction corrections, if present, always determine a blueshift of the transition energies. 

The situation for complex 4, is qualitatively similar: of the three transitions contributing to the first 

band computed at PBE0 level (at 417 nm, 401 nm and 353 nm) only the first one corresponds to a 

spurious state (see Table SI.4) and should appear in the 241-300 nm range (see Table SI.4). One 

again the transition corresponds to a state (ES4) characterized by a high DCT and a significant 

delocalization on the tppz ligand (see Figure SI.6). A similar analysis and conclusion can be drawn 

for B3LYP computed transitions while using CAM-B3LYP the most intense transition at 357 nm, 

which gives rise to the first absorption band is not a spurious state and, while also possessing an 

MLCT character (see Figure SI.6) it is actually involving only the tetraazatriphenylene moiety (Tat 

see scheme 2 in Supporting Information) of the tppz ligand and is thus showing a smaller CT 

character (DCT of 1.5Å, see Table SI.4). 

Interestingly, while one could expect that due to their lower energies, the lowest transitions of 5 

could be related to spurious states, this is actually not the case. Indeed, as shown also by the right 

column of Figure 4, the number of spurious states of 5, both at GH and RSH level, is very limited 

compared to compounds 3 and 4, despite the larger size of complex 5. Indeed, many of the 

computed transitions, while possessing an MLCT character (see Figure SI.7) are actually 

characterized by relatively low CT distances (see data in Table SI.5) and are therefore defined as 

Local (L) in Figure 4. 

As a consequence, the most intense transition contributing to the first absorption band at both 

B3LYP and PBE0 (that is the one associated with ES11) is not involving a spurious state as it 

corresponds to an MCLT transition with a very limited CT character and localized on the tpy 

ligand. The same holds for CAM-B3LYP. Therefore, for this system the first band is not affected 

by the correction unlike the second peak in the spectrum (predicted around 400 nm), which results 

from several closely lying spurious states, presenting larger CT values and involving more 

delocalized orbitals. 

 

5. Conclusions.  

We have shown how, in the case of simple TMC, the presence of ghost and spurious states cannot 

be excluded using hybrid functionals and may affect the interpretation of both photophysical and 
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photochemical processes. A diagnostic analysis tool, the MAC index, that can be used for their 

detection and correction has been proposed and proven effective to assess the quality of the excited 

states also in the case of TMCs. The analysis performed shows that spurious and ghost states can 

appear in a wide spectral range and that it is difficult to detect them only on the basis of the CT 

length or of the degree of delocalization of the state. Indeed, neither very delocalized nor charge 

transfer states are necessarily spurious or ghost, this criteria being alone neither a necessary nor a 

sufficient condition to identify a state as spurious. An index, as the MAC index, combining both 

information on the degree of locality and CT, can thus provide relevant insights to detect 

unphysical CT states. 

Of note, the evaluation of the MAC index is rather computationally inexpensive. We based our 

discussion on unrelaxed densities, since the classification of the excited-state levels can be made 

on the fly and for all transitions at once in such a case. Relaxed densities provide nonetheless a 

refined description of excited states possessing a sizable CT character.68 Using a suitably large 

basis set reduces the difference between the description provided using relaxed and unrelaxed 

densities.68 Nonetheless since relaxation effects are expected to be also dependent on the system 

considered a careful case-by-case examination based on relaxed density of all the spurious and 

ghost states predicted at unrelaxed density level is strongly encouraged especially when aiming at 

using the MAC values to correct the computed spectra. 

Supporting Information. Tables reporting all raw rata computed with the different strategies for 

all compounds, including excitation energies, oscillator strength fosc, 
UDCT and RDCT, UMAC and 

RMAC, and relative labels of the lowest thirty excited states. A selection of natural transition orbitals 

and difference density plots. Absorption spectra and RDCT vs. energy, as referenced in the main 

text. 
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