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UPR  3407, F-93430, Villetaneuse, France  

 

Abstract 
In a previous study [1], a resolution scheme called Generalized Oriani’s Approximation (GOA) 
was proposed to solve a transient transport and trapping problem in the Abaqus Finite Element 
software. This proposition was motivated by the convergence of the Finite Element problem 
linked to the estimation of several functions during the computation (and especially the dudt 
one). In this study, the GOA is shown to be able to provide an accurate estimation of the trapped 
concentration in transient trapping processes as soon as the time increment is small enough for 
two configurations: hydrogen in metals and water in polymers. An estimation of the induced 
error is given. The GOA approach is illustrated on a simple configuration with various trapping 
parameters. Last, the ability of Abaqus to converge while modeling a transient trapping and 
transport problem is analyzed considering several dudt: it is shown especially that its estimation 
based on the GOA allows the solver to efficiently converge toward the solution. 
keywords: Finite Element, Diffusion, Kinetic trapping, Abaqus, User Subroutines 

1 Introduction 
The improvement of the life-time estimation of in-service structures leads to the improvement 
of the numerical evaluation of several parameters or phenomena. One of these phenomena is 
related to the penetration of impurities into the material, which diffuse and interact with the 
materials (as hydrogen in metals, or water in polymers). These interactions can affect the 
mechanical behavior [2-5] or the fracture resistance [6,7]; they can also induce new phases [8], 
damage [9-14] and internal stress [15-18]. Moreover, materials characteristic act on diffusion 
due to the presence of traps for impurities which can be either defects (grain boundaries, 
dislocations, vacancies…) [19,20] or local specific chemical processes [21,22]. 
Trapping can be described using differential equations, involving the trapped and diffusive 
concentrations, material parameters, kinetic constants and trap and diffusion sites densities [23-
25]. For problems dealing with hydrogen diffusion and trapping in metals, such an approach is 
usually replaced by a simpler expression expressed by Oriani [26]. This approximation is 
widely used (see among other [9,27-33]) and allows an efficient Finite Element (FE) 
implementation using coupled displacement and diffusion approaches. 

 
1 Corresponding author, yann.charles@univ-paris13.fr, tel: (33) 1 49 40 34 61, fax: (33) 1 49 40 39 38 
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In specific applications, e.g. for cases in which cycling hydrogen expositions occurs [34], 
dealing with the differential equation instead of any kind of long-term approximation is 
mandatory. In this case, the FE implementation has to be reinvestigated and at each resolution 
step, the resolution scheme employed must be robust enough in order to get reliable results. For 
Abaqus, extra functions (and especially the dudt one, see section 2) needed for the convergence 
of the global FE problem, must be provided leading to complex calculations or inaccurate 
results. 
In the frame of hydrogen-material interactions, such a scheme has been proposed to solve the 
McNabb & Foster trapping equation [23] and to provide Abaqus these extra needed functions 
[1]. This scheme (named thereafter “Generalized Oriani’s Approximation” or GOA) has been 
successfully compared to results obtained from experiments or computations [1] and 
successfully applied to several configurations in terms of geometries, mechanical behaviors and 
boundary conditions [34-40]. 
However, the domain of validity of this approach has not been determined, especially for the 
Abaqus implementation, which is the prior justification of the GOA development. The aims of 
the present paper are thus: 

• to investigate the ability of the GOA to provide an accurate approximation of the exact 
solution of trapping differential equations; 

• to investigate the importance of the dudt parameter in the Abaqus implementation for 
the software convergence and to evaluate the estimations of this parameter based on the 
GOA. 

Two trapping configurations are considered: hydrogen in metals and water in polymers for 
which the trapping differential equations are very similar. 

The paper is organized as follow. 
The problem fundamentals are first recalled: diffusion and trapping differential equations, their 
implementation in Abaqus and the GOA formulation (including its implementation scheme). 
Then, an upper bound of the error induced by the GOA on the trapped concentration evaluation 
is derived to estimate its ability to provide an accurate enough estimation of the trapping 
differential equation solution. 

An illustration of this ability is made for a very specific system. 
Last, the Abaqus implementation is focused on the role of the dudt function in the global 
software convergence and its evaluation by the GOA. 

In the following, ‘Δ’ and ‘δ’ denote an increment of a given variable or function, and ‘𝜵’ the 
Nabla operator. Vector and matrix are written in bold scripts. 

2 Implementation of a transport and transient trapping 
problem in Abaqus 

In the following, two configurations will be focused on: 

• trapping of hydrogen atoms in polycrystalline metallic materials; 
• bounding of water molecules in polymer materials (like the epoxy resin). 

Other configurations could have been considered using the same kind of differential equation, 
but for the sake of simplicity, it has been limited to these two. Water molecules and hydrogen 
atoms are thereafter refered as “impurities” and the retention process as “trapping”. For these 
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two problems, 𝐶! denotes the concentration of mobile impurities (water or hydrogen), and 𝐶" 
the concentration of the non-mobile (or trapped) ones. 

The mobile particle flux is expressed as (assuming a stress-free configuration [41-43]) 

 𝝋 = −𝐷!𝜵𝐶! (2.1) 
where 𝐷!  is the diffusion coefficient (m2/s). The global diffusion and trapping process is 
deduced from equation (2.1) based on the Fick law 

 𝜕𝐶!
𝜕𝑡 +

𝜕𝐶"
𝜕𝑡 − 𝐷!𝜵.

(𝜵𝐶!) = 0 (2.2) 

2.1 Transient trapping  

For hydrogen diffusion in metals, ∂𝐶"/ ∂𝑡 is computed using the McNabb & Foster equation 
[23] 

 
𝜕𝐶"
𝜕𝑡 = 𝑘𝑊𝐶! 41 −

𝐶"
𝑁"
7	– 	𝑝	𝐶" 	with	

𝐶!
𝑁!

≪ 1 (2.3) 

where 𝑊 = 𝑁"/𝑁!, 𝑁𝐿 being the diffusion site density and 𝑁𝑇 the trapping one (assumed in 
the following to be both constant in time and space).  
In the context of a diffusion and trapping of water in polymers, 𝜕𝐶"/𝜕𝑡 is set following the 
Carter & Kibler’s equation [24] 

 𝜕𝐶"
𝜕𝑡 = 𝑘𝑊𝐶!	– 	𝑝	𝐶" (2.4) 

Both equations corresponds to first order kinetic equation [44], as expressed for hydrogen in 
[45]; 𝑘 and 𝑝 are constant and positive material parameters which represent respectively the 
trapping and detrapping reaction rate constants, with, e.g., for hydrogen [1,46] 

 @
𝑝 = 𝜈%𝑒&'!/)"

𝑘 = 𝐷!/𝜆*
 (2.5) 

𝐸+ is the trapping energy, 𝜆 represents the distance between two interstitial sites, and 𝜈%  the 
hydrogen atom jump attempt frequency. 𝑘 and 𝑇 are respectively the Boltzmann constant and 
the temperature. 

Equation (2.4) can be seen also a particular case of equation (2.2), for which 𝐶"/𝑁" ≪ 1, ∀	𝐶", 
i.e., for which 𝐶" is not bounded (or for which 𝑁" → +∞).  
Let’s introduced 𝜃,	/	,∈	{!,"} ∈ [0,1], the diffusion or trapping site occupancy, so that 𝐶, =
𝑁,𝜃,. Equation (2.3) and (2.4) can thus be rewritten as 
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⎩
⎪
⎪
⎨

⎪
⎪
⎧ (𝑎)

𝜕𝐶!
𝜕𝑡 + 𝑁"

𝜕𝜃"
𝜕𝑡 − 𝐷!𝜵.

(𝜵𝐶!) = 0

(𝑏1)
𝜕𝜃"
𝜕𝑡

= 𝑘𝜃!(1 − 𝜃")– 𝑝𝜃"(Mc	Nabb	and	Foster	equation)

(𝑏2)
𝜕𝜃"
𝜕𝑡 = 𝑘𝜃!– 𝑝𝜃"(Carter	and	Kibler	equation)

 (2.6) 

While dealing with a coupled diffusion and trapping problem, the differential equation set (a-
b) has to be solved along with any other relevant problems (mechanical …). In the context of 
hydrogen trapping, 𝜃"  is classically approximated by its steady state solution 𝜃"

23,456  as 
proposed by Oriani for equation (2.6)b1 [26]; the corresponding expression for 
equation (2.6)b2 can either be deduced from Oriani’s one or from [24] 

 

⎩
⎪
⎨

⎪
⎧(𝑏1)	𝜃"

23,456 =
𝑘𝜃!

𝑝 + 𝑘𝜃!

(𝑏2)	𝜃"
23,456 =

𝑘
𝑝 𝜃!

 (2.7) 

It is worth noting that these two solutions are equivalent for 𝑘𝜃! ≪ 𝑝. The resolution of the 
transient trapping equations (2.6)b1 and b2 is more challenging, especially when commercial 
simulation software is used. In the following, we present the strategy used in Abaqus. 

2.2 Implementation in Abaqus 

The resolution of a coupled mechanical-impurities transport and trapping problem in Abaqus 
is made using a UMATHT subroutine, written in Fortran [47], in the frame of a ‘coupled temp-
disp’ resolution scheme (in such a case, the nodal degree of freedom n°11 is considered to be 
the mobile impurity concentration 𝐶!).  
The UMATHT subroutine is called by Abaqus at each mesh integration points and for all 
Newton-Raphson iterations. The software provides a set of variables to the subroutines, which 
compute in return all the needed values to complete the current Newton-Raphson loop; and thus 
provide the local contribution to the force residuals vector and to its Jacobian matrix. This 
process is summarized on Figure 1. 

  
Figure 1. Flowshart of the UMATHT subroutine intercations with Abaqus software. 

In the case on a coupled transport and trapping problem (see [27,29] for the correspondence 
between a thermal and a diffusion approach), the total concentration impurity 𝐶 can be set as: 
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 𝐶 = 𝐶! + 𝐶" (2.8) 
where 𝐶!  is the mobile particles concentration and 𝐶"  the trapped one. For Abaqus, 𝐶!  is a 
degree of freedom of the Finite Element problem (n°11) while 𝐶" is an internal variable used 
in the UMATHT subroutine, defined and computed at each Gauss point.  
During the computation, Abaqus provides the UMATHT with the following values (the name 
of which being the same than in the subroutine): 

• temp: the diffusive concentration 𝐶! at the beginning of the current increment (which is 
named kinc in UMATHT subroutine); 

• dtemp: the current diffusive concentration increment Δ𝐶!  after several Newton-
Raphson loops; 

while must be computed, among other: 

• u: the total concentration C at the end of the current increment (𝐶 = 𝐶! + Δ𝐶! + 𝐶" +
Δ𝐶"). Especially, Δ𝐶" has to be computed; 

• dudt: corresponds to 𝜕𝐶/𝜕𝐶! = 1 + 𝜕𝐶"/𝜕𝐶!; 
• flux: the 𝐶! flux (equation (2.1)). 

Among the above quantities, it is mandatory to get a converged Abaqus solution, to: 

1. compute the temporal evolution of 𝐶"; 
2. express an estimation of 𝜕𝐶"/𝜕𝐶! (i.e., of 𝑑𝑢𝑑𝑡). 

In the case of hydrogen in metallic material when an instantaneous trapping is assumed, a 
simple relationship exists between 𝐶! and 𝐶" (based on Oriani’s work [26]) from which 𝐶" and 
𝜕𝐶"/𝜕𝐶! can be easily deduced [48,49]. When dealing with a transient trapping, the temporal 
evolution of 𝐶"  is defined by a differential equation (see equation (2.6)), depending on the 
diffusive concentration value 𝐶!. While 𝐶" temporal evolution can be determined based on any 
numerical resolution scheme (using e.g. a q-method [50]), the evaluation of 𝜕𝐶"/𝜕𝐶! is a more 
complex problem, though being the key point for a robust implementation in Abaqus, allowing 
the code to produce accurate 𝐶! and 𝐶" spatio-temporal evolutions. The evaluation of 𝜕𝐶"/𝜕𝐶! 
has been our main concern while proposing an analytical approximation of the McNabb & 
Foster kinetic trapping equation. 

2.3 GOA formulation & introduction in the UMATHT subroutine 

The GOA’s underlying assumption is that between two time increments 𝑡 and 𝑡 +Δ𝑡, 𝜃! is 
constant and equal to 𝜃!h𝑡 +Δ𝑡i; with such an assumption, the trapping differential equations 
(equations (2.6)b1 and b2) are solvable between 𝑡  and 𝑡 +Δ𝑡  [1]. The GOA has been 
implemented using an incremental scheme, as detailed below, to be able to capture the influence 
of the temporal evolutions of 𝜃!. 

1. Hydrogen in metallic materials 
Following the GOA assumption, Equation (2.6)b1 can be solved as [1]  

𝜃"(𝑡 + Δ𝑡) = j𝜃"(𝑡) −
𝑘𝜃!(𝑡 + Δ𝑡)

𝑘𝜃!(𝑡 + Δ𝑡) + 𝑝
k 𝑒&()8"(39:3)9<):3 +

𝑘𝜃!(𝑡 + Δ𝑡)
𝑘𝜃!(𝑡 + Δ𝑡) + 𝑝

 (2.9) 

The Δ𝜃" increment is thus 
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 Δ𝜃" = 𝜃"(𝑡 + Δ𝑡) − 𝜃"(𝑡) = h𝑒&=)9<8"(39:3)>:3 − 1i j𝜃"(𝑡) −
𝑘𝜃!(𝑡 + Δ𝑡)

𝑘𝜃!(𝑡 + Δ𝑡) + 𝑝
k (2.10) 

The total hydrogen concentration increment can thus be deduced from equation (2.10) 

 Δ𝐶 = 	Δ𝐶! + Δ𝐶" = 𝑁!Δ𝜃! + 𝑁"Δ𝜃" (2.11) 
and 

Δ𝐶 = Δ𝐶! + Δ𝐶" = Δ𝐶! +
𝜕𝐶"
𝜕𝐶!

l
3
Δ𝐶! +

𝜕𝐶"
𝜕𝑡 l?"

Δ𝑡 = (𝑑𝑢𝑑𝑡)Δ𝐶! +
𝜕𝐶"
𝜕𝑡 l@"

Δ𝑡 (2.12) 

with 𝐶" = 𝐶"(𝐶!(𝑡), 𝑡). In equation (2.12), 𝑑𝑢𝑑𝑡 is so that 

 𝑑𝑢𝑑𝑡 = 1 +
𝜕𝐶"
𝜕𝐶!

l
3
= 1 +𝑊

𝜕𝜃"
𝜕𝜃!

l
3
 (2.13) 

with  

𝜕𝜃"
𝜕𝜃!

l
3

= −𝑘Δ𝑡 j𝜃"(𝑡) −
𝑘𝜃!(𝑡 + Δ𝑡)

𝑘𝜃!(𝑡 + Δ𝑡) + 𝑝
k 𝑒&()8"(39:3)9<):3

+
𝑘𝑝

(𝑘𝜃!(𝑡 + Δ𝑡) + 𝑝)*
h1 − 𝑒&()8"(39:3)9<):3i 

(2.14) 

For an instantaneous trapping [26], equation (2.12) becomes, consistently with [27], 

 Δ𝐶 = Δ𝐶! + Δ𝐶" = Δ𝐶! +
𝜕𝐶"
𝜕𝐶!

l
3
Δ𝐶! = (𝑑𝑢𝑑𝑡)Δ𝐶! (2.15) 

with 𝐶" = 𝐶"h𝐶!(𝑡)i, leading to [48] 

 𝑑𝑢𝑑𝑡 =
𝐶! + 𝐶"(1 − 𝜃")

𝐶!
 (2.16) 

The incremental implementation is made using equation (2.10) for Δ𝐶", while 𝑑𝑢𝑑𝑡 is given 
by equation (2.14).  

2. Water in polymer materials 
The same approach is applied on Equation (2.6)b2, yielding 

 𝜃"(𝑡 + Δ𝑡) = m𝜃"(𝑡) −
𝑘
𝑝 𝜃!

(𝑡 + Δ𝑡)n 𝑒&<:3 +
𝑘
𝑝 𝜃!

(𝑡 + Δ𝑡) (2.17) 

leading to  

 Δ𝜃" = 𝜃"(𝑡 + Δ𝑡) − 𝜃"(𝑡) = (𝑒&):3 − 1) m𝜃"(𝑡) −
𝑘
𝑝 𝜃!

(𝑡 + Δ𝑡)n (2.18) 

The total water concentration increment can thus be deduced as 

 Δ𝐶 = Δ𝐶! + Δ𝐶" = 𝑁!Δ𝜃! + 𝑁"Δ𝜃" (2.19) 
and 
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Δ𝐶 = Δ𝐶! + Δ𝐶" = Δ𝐶! +
𝜕𝐶"
𝜕𝐶!

l
3
Δ𝐶! +

𝜕𝐶"
𝜕𝑡 l?"

Δ𝑡 = (𝑑𝑢𝑑𝑡)Δ𝐶! +
𝜕𝐶"
𝜕𝑡 l@"

Δ𝑡 (2.20) 

with 𝐶" = 𝐶"(𝐶!(𝑡), 𝑡) and 

 𝑑𝑢𝑑𝑡 = 1 +𝑊
𝑘
𝑝
(1 − 𝑒&<:3) (2.21) 

It is worth noting that, in this case, the value of 𝑑𝑢𝑑𝑡 as computed in the frame of the GOA is 
exact. From equation (2.6)b2, we can write 

 
∂*𝜃"
𝜕𝑡𝜕𝜃!

= 𝑘 − 𝑝
𝜕𝜃"
𝜕𝜃!

 (2.22) 

or introducing 𝜒 = 𝜕𝜃"/𝜕𝜃!, 

 �̇� = 𝑘 − 𝑝𝜒 (2.23) 
This equation can be solved as follows, assuming that 𝜒 = 0 for Δ𝑡 = 0, 

 𝜒 =
𝜕𝜃"
𝜕𝜃!

(Δ𝑡) =
𝑘
𝑝
(1 − 𝑒&<:3) (2.24) 

The incremental solution for 𝑑𝑢𝑑𝑡  (equation (2.21)) consequently corresponds to the 
theoretical value at the time Δ𝑡. Such a result indicates that 𝑑𝑢𝑑𝑡, at each time increment, does 
not depend on its previous values. For a constant time increment Δ𝑡 and because of the linearity 
of the differential equation (2.6)b2, 𝑑𝑢𝑑𝑡 remains constant during the whole computation and 
is equal to 1 +𝑊 )

<
(1 − 𝑒&<:3) whatever 𝑡. This can be understood because equation (2.6)b2 

corresponds to an unbounded trapping process (𝜃" ≪ 1): at a given time, 𝑑𝑢𝑑𝑡 describes the 
extra variation of 𝐶", 𝛿𝐶" , that have arisen due to an extra 𝐶! increment, 𝛿𝐶!, i.e, 

 for	any	∆𝑡,

⎩
⎪
⎨

⎪
⎧ (1)	

𝜕𝐶"
𝜕𝑡

= 𝑘𝑊𝐶!	– 	𝑝	𝐶"

(2)	
𝜕(𝐶" + 𝛿𝐶")

𝜕𝑡
+ 𝑝(𝐶" + 𝛿𝐶") = 𝑘𝑊(𝐶! + 𝛿𝐶!)

(3)	𝐶" 	and	𝐶!	are	known	at	𝑡
(4)	𝛿𝐶"(𝑡) = 𝛿𝐶!(𝑡) = 0	

 (2.25) 

This system leads to  

 @for	any	∆𝑡,
𝜕(𝛿𝐶")
𝜕𝑡 + 𝑝(𝛿𝐶") = 𝑘𝑊(𝛿𝐶!)

𝛿𝐶"(𝑡) = 𝛿𝐶!(𝑡) = 0	
 (2.26) 

𝛿𝐶" is thus independent of both 𝐶" and 𝐶!, and depends only on the ∆𝑡 value. 

3 Error induced by the GOA use 
In this section, the consequences of using the GOA on the computed solution accuracy are 
investigated in term of accuracy of the computed solution. In the following, 𝜃" refers to the 
exact solution while 𝜃"A4B refers to the approximation of 𝜃" computed using the GOA. 

3.1 Error definition 

The error induced by the GOA is written as 
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 𝐸(𝑡) =
𝜃"A4B(𝑡) − 𝜃"(𝑡)

𝜃"A4B(𝑡)
 (3.1) 

with E\𝑙𝑒𝑓𝑡(0\𝑟𝑖𝑔ℎ𝑡) = 0 (because the same initial conditions are considered for 𝜃"A4B and 
𝜃"(𝑡)).  

The error 𝐸  can then be rewritten as (the definition of 𝜃"35 , 𝜃"
35,A4B , 𝜃"23  and 𝜃"

23,A4B , 
respectively the transient and steady-state part of 𝜃" and 𝜃"A4B, are given in section 3.2 and 3.3) 

 𝐸(𝑡) =
𝜃"
35,A4B(𝑡)
𝜃"A4B(𝑡)

�1 −
𝜃"35(𝑡)

𝜃"
35,A4B(𝑡)

� +
𝜃"
23,A4B(𝑡)
𝜃"A4B(𝑡)

�1 −
𝜃"23(𝑡)

𝜃"
23,A4B(𝑡)

� (3.2) 

i.e., at 𝑡 = 𝑡C9D 

𝐸(𝑡C9D) =
𝜃"
35,A4B(𝑡C9D)
𝜃"A4B(𝑡C9D)

�1 −
𝜃"35(𝑡C9D)

𝜃"
35,A4B(𝑡C9D)

� 

                + 8#
$%,'()(3*+,)
8#
'()(3*+,)

41 − 8#
$%(3*+,)

8#
$%,'()(3*+,)

7 
(3.3) 

The term 1 − 8#
%-(3*+,)

8#
%-,'()(3*+,)

 represents the error made with the GOA on the transient part of 𝜃", 

while 1 − 8#
$%(3*+,)

8#
$%,'()(3*+,)

 denotes the error on the steady-state, i.e., the relevance of the Oriani’s 

assumption2 (the GOA being only an extension of this latter to include transient effects). Last, 

it is introduced 𝑒(𝑡) ∈ [0,1]  so that 𝑒(𝑡C9D) =
8#
%-,'()(3*+,)
8#
'()(3*+,)

 and 1 − 𝑒(𝑡C9D) =
8#
$%,'()(3*+,)
8#
'()(3*+,)

, 

representing the relative weigh of 𝜃"
35,A4B and 𝜃"

23,A4B in 𝜃"A4B. 

To be able to give an estimation of 𝐸, a recursive formulation is proposed in the following. 

3.2 Error estimation in the case of the McNabb & Foster equation 

The incremental form of the theoretical solution of the McNabb & Foster equation is (see Annex 
A), if 𝑡C9D = 𝑡C + 	Δ𝑡, 

𝜃"(𝑡C9D) = 𝜃"(𝑡C) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

3*

� 

                                              +[𝐹(𝑡C9D) − 𝐹(𝑡C)] 	exp �−∫ (𝑝 + 𝑘𝜃!)𝑑𝑢
3*+,
3*

� 

(3.4) 

while the GOA’s one leads to 

 
2 As stated in [26], “Atomistically [this] assumption breaks down if the time in which a change, 𝛿𝑐., occurs by 
lattice diffusion in the normal population is not sufficiently long to accomplish the change in the trapped population 
required by the equilibrium equation [(2.7)]”. 
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𝜃"A4B(𝑡C9D) = 	 j𝜃"A4B(𝑡C) −
𝑘𝜃!(𝑡C9D)

𝑝 + 𝑘𝜃!(𝑡C9D)
k 𝑒&[<9)8"(3*+,)]:3 +

𝑘𝜃!(𝑡C9D)
𝑝 + 𝑘𝜃!(𝑡C9D)

= 𝜃"A4B(𝑡C)𝑒&[<9)8"(3*+,)]:3 	+
𝑘𝜃!(𝑡C9D)

𝑝 + 𝑘𝜃!(𝑡C9D)
h1 − 𝑒&[<9)8"(3*+,)]:3i 

(3.5) 

Both equations (3.4) and (3.5) exhibit a transient part and a steady state one on [𝑡C, 𝑡C9D], 
considering that 𝜃" = 𝜃"35 + 𝜃"23, with 

 𝜃"23 =
𝑘𝜃!

𝑘𝜃! + 𝑝
 (3.6) 

leading to  

 

⎩
⎪
⎨

⎪
⎧
𝜃"35(𝑡C9D) = 𝜃"(𝑡C) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

3*

�	

𝜃"
35,A4B(𝑡C9D) = 𝜃"A4B(𝑡C)𝑒&[<9)8"(3*+,)]:3

 (3.7) 

and 

 

⎩
⎪⎪
⎨

⎪⎪
⎧
𝜃"23(𝑡C9D) = [𝐹(𝑡C9D) − 𝐹(𝑡C)]	exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

3*

�	

𝜃"
23,A4B(𝑡C9D) =

𝑘𝜃!(𝑡C9D)
𝑝 + 𝑘𝜃!(𝑡C9D)

h1 − 𝑒&[<9)8"(3*+,)]:3i

 (3.8) 

It can be seen that ∀	𝑡, 𝜃"23 = 𝜃"
23,A4B for a constant 𝜃!.  

From equation (3.7) one can write 

𝜃"35(𝑡C9D)
𝜃"
35,A4B(𝑡C9D)

=
𝜃"(𝑡C) exp �−∫ (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,
3*

�

𝜃"A4B(𝑡C)𝑒&[<9)8"(3*+,)]:3
 

                            = h1 − 𝐸(𝑡C)i exp �−∫ (𝑝 + 𝑘𝜃!)𝑑𝑢
3*+,
3*

+ [𝑝 + 𝑘𝜃!(𝑡C9D)]Δt� 

(3.9) 

From the Mean theorem value, there exists 𝑑𝜖[𝑡C, 𝑡C9D] so that 

 − � 𝜃!𝑑𝑢

3*+,

3*

+ 𝜃!(𝑡C9D)Δt = 𝜃G!(𝑑)
Δt*

2  (3.10) 

and equation (3.9) yields 

 1 −
𝜃"35(𝑡C9D)

𝜃"
35,A4B(𝑡C9D)

= 1 − h1 − 𝐸(𝑡C)i exp j𝑘𝜃G!(𝑑)
Δt*

2 k (3.11) 

leading to 

 lim
:H→%

1 −
θ"35(𝑡C9D)

θ"
35,A4B(𝑡C9D)

= E(𝑡C) (3.12) 

Furthermore (see Annex B),  
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[𝐹(𝑡C9D) − 𝐹(𝑡C)] 	exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

3*

�

=
𝑘𝜃!(𝑡C9D)
𝑝 + 𝑘𝜃!(𝑐)

h1 − 𝑒&[<9)8"(@)]:3i

− 𝑘𝜃G!(𝑑) �
1

h𝑝 + 𝑘𝜃!(𝑐)i
* h1 − e

&=<9)8"(@)>:3i −
Δ𝑡e&=<9)8"(@)>:3

h𝑝 + 𝑘𝜃!(𝑐)i
� 

(3.13) 

with (𝑐, 𝑑)	𝜖	[𝑡C, 𝑡C9D]*, and 

 

1 −
𝜃"23(𝑡C9D)

𝜃"
23,A4B(𝑡C9D)

= 1 −
𝑝 + 𝑘𝜃!(𝑡C9D)
𝑝 + 𝑘𝜃!(𝑐)

×
1 − 𝑒&[<9)8"(@)]:3

1 − 𝑒&[<9)8"(3*+,)]:3

+
𝜃G!(𝑑)
𝜃!(𝑡C9D)

×
𝑝 + 𝑘𝜃!(𝑡C9D)

1 − 𝑒&[<9)8"(3*+,)]:3

× �
1

h𝑝 + 𝑘𝜃!(𝑐)i
* h1 − e

&=<9)8"(@)>:3i −
Δ𝑡e&=<9)8"(@)>:3

h𝑝 + 𝑘𝜃!(𝑐)i
� 

(3.14) 

It is worth underlining that (see equation (B.8)) 

 lim
:H→%

1 −
𝜃"23(𝑡C9D)

𝜃"
23,A4B(𝑡C9D)

= 0 (3.15) 

Thus, an upper bound value for |𝐸| can be found 

|𝐸(𝑡C9D)|

≤ max
(@,+)	J	[3*,3*+,]/

�𝑒(𝑡C9D) �1 − h1 − 𝐸(𝑡C)i exp j𝑘𝜃G!(𝑑)
Δt*

2 k�

+ h1 − 𝑒(𝑡C9D)i �1 −
𝑝 + 𝑘𝜃!(𝑡C9D)
𝑝 + 𝑘𝜃!(𝑐)

×
1 − 𝑒&[<9)8"(@)]:3

1 − 𝑒&[<9)8"(3*+,)]:3

+
𝜃G!(𝑑)
𝜃!(𝑡C9D)

×
𝑝 + 𝑘𝜃!(𝑡C9D)

1 − 𝑒&[<9)8"(3*+,)]:3

× �
1

h𝑝 + 𝑘𝜃!(𝑐)i
* h1 − e

&=<9)8"(@)>:3i −
Δ𝑡e&=<9)8"(@)>:3

h𝑝 + 𝑘𝜃!(𝑐)i
��� 

(3.16) 

This expression is rather complex, but depends only on known functions. If |𝑘𝜃!| ≪ 𝑝 , 
equation (3.16) becomes 

|𝐸(𝑡C9D)|

≤ max
(@,+)	J	[3*,3*+,]/

�𝑒(𝑡C9D) �1 − h1 − 𝐸(𝑡C)i exp j𝑘𝜃′!(𝑑)
Δt*

2 k�

+ h1 − 𝑒(𝑡C9D)i
𝜃′!(𝑑)
𝜃!(𝑡C9D)

×
𝑝

1 − 𝑒&<:3 × �
1
𝑝*
(1 − e&<:3) −

Δ𝑡e&<:3

𝑝 �� 

(3.17) 

while when |𝑘𝜃!| ≫ 𝑝, it becomes  
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|𝐸(𝑡C9D)|

≤ max
(@,+)	J	[3*,3*+,]/

�𝑒(𝑡C9D) �1 − h1 − 𝐸(𝑡C)i exp j𝑘𝜃′!(𝑑)
Δt*

2 k�

+ h1 − 𝑒(𝑡C9D)i �1 −
𝜃!(𝑡C9D)
𝜃!(𝑐)

×
1 − 𝑒&)8"(@):3

1 − 𝑒&)8"(3*+,):3

+
𝑘𝜃′!(𝑑)

1 − 𝑒&)8"(3*+,):3
× �

1

h𝑘𝜃!(𝑐)i
* h1 − e

&)8"(@):3i −
Δ𝑡e&)8"(@):3

𝑘𝜃!(𝑐)
��� 

(3.18) 

From equations (3.12) and (3.15), it can be concluded that ∀	𝜃, 𝐸(𝑡C9D) → 𝑒(𝑡C9D)𝐸(𝑡C) when 
Δ𝑡 → 0, i.e.,  

 𝐸(𝑡) → ��𝑒(𝑘∆𝑡)
3/∆3

)LD

 𝐸(0) (3.19) 

As 𝐸(0) = 0 and 0 ≤ 𝑒(𝑘∆𝑡) ≤ 1, thus ∀	𝑡, lim
:3→%

𝐸(𝑡) = 0: the GOA approaches the exact 
solution. 

3.3 Error estimation in the case of the Carter & Kibler equation 

In the case of Carter & Kibler trapping differential equation, the theoretical 𝜃" function is so 
that 

 𝜃"(𝑡C9D) = 𝜃"(𝑡C) exp e&<∆3 + [𝐹(𝑡C9D) − 𝐹(𝑡C)]	e&<∆3 (3.20) 
while the GOA’s one leads to 

 
θ"A4B(𝑡C9D) =   mθ"A4B(𝑡C) −

𝑘
𝑝 θ!

(𝑡C9D)n 𝑒&<∆3 +
𝑘
𝑝 𝜃!

(𝑡C9D)

= 𝜃"A4B(𝑡C)𝑒&<∆3 +
𝑘
𝑝 𝜃!

(𝑡C9D)(1 − 𝑒&<∆3) 
(3.21) 

The systems (3.7) and (3.8) become 

 @
𝜃"35(𝑡C9D) = 𝜃"(𝑡C)𝑒&<:3	

𝜃"
35,A4B(𝑡C9D) = 𝜃"A4B(𝑡C)𝑒&<:3

  (3.22) 

and 

 

⎩
⎪⎪
⎨

⎪⎪
⎧
𝜃"23(𝑡C9D) = �� 𝑘𝜃!e<(M&3*)𝑑𝑢

3*+,

3*

 	𝑒&<:3	

𝜃"
23,A4B(𝑡C9D) =

𝑘
𝑝 𝜃!

(𝑡C9D)(1 − 𝑒&<:3)

 (3.23) 

From equation  (3.22),  



 12 

 1 −
𝜃"35(𝑡C9D)

𝜃"
35,A4B(𝑡C9D)

= 1 −
𝜃"(𝑡C)
𝜃"A4B(𝑡C)

= 𝐸(𝑡C) (3.24) 

while 

 
𝜃"23(𝑡C9D)

𝜃"
23,A4B(𝑡C9D)

=
¢∫ 𝑘𝜃!e<(M&3*)𝑑𝑢

3*+,
3*

£	𝑒&<:3

𝑘
𝑝 𝜃!(𝑡C9D)(1 − 𝑒

&<:3)
 (3.25) 

which can be rewritten as (see annex C) 

1 −
𝜃"23(𝑡C9D)

𝜃"
23,A4B(𝑡C9D)

=
𝑘𝜃G!(𝑐) m

1
𝑝* (1 − e

&<:3) − Δ𝑡𝑝 e
&<:3n

𝑘
𝑝 𝜃!(𝑡C9D)(1 − 𝑒

&<:3)
 (3.26) 

with 𝑐	𝜖	[𝑡C, 𝑡C9D]. It can be observed that: 

1. 1 − 8#
$%(3*+,)

8#
$%,'()(3*+,)

→ 0  when 𝜃!  tends to be a constant over [𝑡C, 𝑡C9D]  (which is 

consistent with the Oriani’s assumption domain of validity); 
2. 1 − 8#

$%(3*+,)

8#
$%,'()(3*+,)

→ 0 when Δ𝑡 → 0 (see equation (C.6)); 

3. 1 − 8#
$%(3*+,)

8#
$%,'()(3*+,)

 does not depend on 𝑘. 

Equation (3.3) is consequently equivalent to 

𝐸(𝑡C9D) = 𝑒(𝑡C9D)𝐸(𝑡C) + h1 − 𝑒(𝑡C9D)i
𝜃G!(𝑐) �

1
𝑝 (1 − e

&<:3) − Δ𝑡e&<:3�

𝜃!(𝑡C9D)(1 − 𝑒&<:3)
 (3.27) 

and an upper bound value for |𝐸| can be found 

|𝐸(𝑡C9D)|

≤ max
@J[3*,3*+,]

¤𝑒(𝑡C9D)𝐸(𝑡C) + h1 − 𝑒(𝑡C9D)i
𝜃G!(𝑐) �

1
𝑝 (1 − e

&<:3) − Δ𝑡e&<:3�

𝜃!(𝑡C9D)(1 − 𝑒&<:3)
¤ (3.28) 

which corresponds to equation (3.17). From the point 2, it can be concluded that 𝐸(𝑡C9D)
→ 𝑒(𝑡C9D)𝐸(𝑡C) when Δ𝑡 → 0, i.e.,  

 E(t) → ��𝑒(𝑘∆𝑡)
3/∆3

)LD

 𝐸(0) (3.29) 

As 𝐸(0) = 0 and 0 ≤ 𝑒(𝑘∆𝑡) ≤ 1, thus ∀	𝑡, lim
:3→%

𝐸(𝑡) = 0: the GOA tends toward the exact 
solution. 

𝐸(𝑡) bounds are controlled by, for 𝑝Δ𝑡 ≪1, the function Δ𝑡*𝜃G!, and especially its maximum 
and minimum values other each interval [𝑡C, 𝑡C9D] (see Annex C). 
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4 Application 

To illustrate the relationship between the time increment, the 𝜃! function and the GOA’s error, 
an illustration is proposed in this section. Only the trapping equation is considered: 𝜃! is not 
the result of a coupled transport and trapping problem, but imposed and set a priori (even if 
theoretical results can be found for both 𝜃! and 𝜃" for specific configurations [24]). 𝜃! is set as 
a sinus function 

 θ! = A
1 − sinω𝑡

2  (4.1) 

This relationship for 𝜃! insure that, ∀	𝑡, 𝜃! > 0, to be consistent with the physical variation 
domain for 𝐶!. Its maximum value is set to 𝐴, leading to an initial 𝜃! value equal to 𝐴/2. For 
the sake of simplicity in the parametric study, only this arbitrary condition is considered in the 
following.  

It is worth noting that equation (2.6)b1 can be rewritten in a dimensionless matter: if 𝐴 is set as 
the maximum value of 𝜃! (>0) and 1/𝜔 its critical time, thus equation (2.6)b1 becomes 

𝜕𝜃"
𝜕𝜏 = 𝜅𝜃¬!(𝜏)(1 − 𝜃")– 𝛽𝜃" (4.2) 

where 𝜃¬! = 𝜃!/𝐴, and 𝜏 = 𝜔𝑡 is a dimensionless time, i.e. 

 𝜃¬! =
1 − sin 𝜏

2  (4.3) 

with a characteristic time equal to 𝜋. 𝜅 is equal to 𝑘𝐴𝜔 and 𝛽 = 𝑝𝜔.  

In the following, for the sake of illustration, (𝜅, 𝛽) is so that (𝜅, 𝛽) ∈ {10&N, 10N}*, and the 
imposed time increment Δ𝜏 so that Δ𝜏	 ∈ ±π, O

P
, O
P%
, O
P%%
³. It is worth noting that, as 𝛽 (or 𝑝) is 

linked to the trapping energy (see [1]), performing a parametric study on 𝛽 is equivalent to 
considering various trap kind (reversible or not). 

For each configuration (𝜅, 𝛽, Δ𝜏	), the theoretical 𝜃" solution is computed, based on Python 
scripts (and the odeint library [51]), as well as the GOA’s one. Then, the exact error |𝐸| as well 
as the estimated upper bounds (equation (3.18) and (3.28) for the McNabb & Foster and the 
Carter & Kibler equations, respectively) have been plotted.  

4.1 McNabb & Foster equation 

On Figure 2 are plotted the results for 𝜃"(𝜏), and on Figure 3 the one for |𝐸(𝜏)|. On Figure 2 
are also plotted, in grey, the 𝜃¬! evolution with 𝜏. 
For all the (𝜅, 𝛽) values, it can first be seen that the exact 𝜃" evolution is well approached by 
the GOA, for all the considered Δ𝜏. For 𝛽 = 10N (Figure 2b and c), whatever 𝜅, the Oriani’s 
solution is found, denoting slow 𝜃¬!  temporal variations compared to the trapping process 
kinetic. Low 𝛽 values correspond to different configurations: when 𝜅 is low (Figure 2a), the 
trapping process is a transient one, 𝜃" increasing slowly toward a steady state that can be close 
to the one plotted on Figure 2d. This last configuration exhibits a -almost- constant 𝜃" , 
insensitive to 𝜃¬! temporal variations: the trapping kinetic is too slow to reflect these variations. 

While focusing on the |𝐸(𝜏)|  values, it can be observed that a decreasing Δ𝜏  leads to a 
decreasing computed |𝐸(𝜏)|. As expected, the 𝜃"  estimation by the GOA tends toward the 
exact solution when Δ𝜏 tends toward 0. It can be observed that the proposed upper bound 
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(equation (3.18)) tends to give a correct |𝐸(𝜏)| estimation for the smaller Δ𝜏 values (i.e., for 
errors bellow 0.01). For high 𝜅 values, the |𝐸(𝜏)| upper bound tends to overestimates the error, 
regardless of Δ𝜏, even if the GOA allows a very good evaluation of 𝜃". It must however be 
underlined that the proposed upper bound allows to control the effective error for all the (𝜅, 𝛽) 
values. 

  
(a) 𝜅 = 𝛽 = 1001 (b) 𝜅 = 𝛽 = 101 

  
(c) 𝜅 = 1001 and 𝛽 = 101 (d) = 101 and 𝛽 = 1001 

Figure 2. Influence of Δ𝜏 on the evaluation of 𝜃2 by the GOA for several 𝜅 and 𝛽 values. For the sake of 
comparison, the Oriani’s solution has also been plotted for (b) and (c) (black dots).  
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(a) 𝜅 = 𝛽 = 1001 (b) 𝜅 = 𝛽 = 101 

  
(c) 𝜅 = 1001 and 𝛽 = 101 (d) 𝜅 = 101 and 𝛽 = 1001 

Figure 3. Influence of Δ𝜏 on the evaluation of 𝐸(𝜏) (continuous line) and its upper bound (dashed line – 
equation (3.18)) for several 𝜅 and 𝛽 values. 

4.2 Carter & Kibler equation 

The results for 𝜃"(𝜏) and |𝐸(𝜏)| are plotted on Figure 4 and Figure 5 respectively.  

On Figure 4 are plotted the results for 𝜃"(𝜏) and on Figure 5 the one for |𝐸(𝜏)|. 
As in the previous section, the GOA allows to get a good estimation of the theoretical solution. 
Moreover, it can be observed that, as in the previous section, for 𝛽 = 10N (Figure 4b and c), 
the steady-state solution 𝜃" =

Q
R
𝜃¬!(𝜏) is found, and that for 𝜅 = 10&N (Figure 4a and c), no 

differences between the McNabb & Foster and Carter & Kibler results can be seen (because 
1 − 𝜃" ≈ 1). The main differences with the previous section can be seen Figure 4d: as the 
trapping is here not bounded, 𝜃" continuously increasing toward +¥.  

The |𝐸(𝜏)|  upper bound evaluation appears to be, as expected from equation (3.28), 𝜅 -
independent. A decreasing Δ𝜏  leads to a convergence of this upper bound toward |𝐸(𝜏)| , 
allowing a control of the error.  
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(a) 𝜅 = 𝛽 = 1001 (b) 𝜅 = 𝛽 = 101 

  
(c) 𝜅 = 1001 and 𝛽 = 101 (d) 𝜅 = 101 and 𝛽 = 1001 

Figure 4. Influence of Δ𝜏 on the evaluation of 𝜃2 by the GOA for several 𝜅 and 𝛽 values. 
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(a) 𝜅 = 𝛽 = 1001 (b) 𝜅 = 𝛽 = 101 

  
(c) 𝜅 = 1001 and 𝛽 = 101 (d) 𝜅 = 101 and 𝛽 = 1001 

Figure 5. Influence of Δ𝜏 on the evaluation of 𝐸(𝜏) (continuous line) and its upper bound (dashed line – 
equation (3.28)) for several 𝜅 and 𝛽 values. 

4.3 Conclusion 

From the chosen configuration, it can be seen that the GOA allows a good approximation of 
the exact solution the differential equations describing the trapping kinetic of hydrogen in 
metals or water in polymers. 
The proposed upper bound for the error generated when using the GOA appears to be very 
accurate for small time increments (with errors below 1%), but for the McNabb & Foster 
equation with important 𝜅 and small 𝛽 values. Since 𝜅 and 𝛽 corresponds to respectively the 
trapping and detrapping processes, thus, this upper bound estimation must be used cautiously 
in configurations where the difference between the trapping and detrapping energy is important. 
The estimated 𝜃" and the related error are however not affected by this limitation. 
Last, it is worth noting that the proposed error upper bound is only dependent on known 
functions, and can consequently be used in configurations in which the 𝜃¬! variations are only 
known for the current time increment (e.g., when the diffusion process is also computed). 
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5 Abaqus implementation 
The main motivation to propose the GOA to solve the trapping differential equations 
equation (2.6)b was to provide Abaqus with an accurate dudt value during the computation. 
The importance of that parameter for the software convergence, when a UMATHT subroutine 
is used, is focused on this section. The transport and trapping system is derived from equation 
(2.6) 

⎩
⎪
⎪
⎨

⎪
⎪
⎧(𝑎)
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for which 𝑐! = 𝜃!/𝑊 and 𝑐" = 𝜃" spatio-temporal evolutions are sought.	𝑊 is, as previously, 
equal to 𝑁"/𝑁!. 

5.1 Configuration 

For the sake of simplicity, the used configuration is described on Figure 6: it consists in a bar 
with a unity dimension, with a symmetry boundary condition at 𝑥 = 0  (i.e., zero normal 
hydrogen flux). At 𝑡 = 0, 𝜃" = 0 everywhere in the bar, as well as 𝜃! but for 𝑥 = 1, where 
𝜃! = 𝑊. For this configuration, an analytical solution exists for 𝑐! and 𝑐" in the case of water 
in polymers [24]. 

 
Figure 6. Geometric configuration and boundary conditions. 

The parameters used in the computations are the one listed in Table 1, (𝑝, 𝑘) parameters have 
been inspired by the hydrogen diffusion and trapping ones in tungsten [1]; this set of parameters 
does not intends to consistently reproduce hydrogen and trapping in tungsten system, and is 
only set for illustration. 

Table 1. Trapping parameters. 

𝑫𝑳	 (mm2.s-1) k (s-1) p (s-1) W 

1 8.01×105 3.6×10-2 10-3 

This problem has been modeled in Abaqus 6.11 FE software, in 3D, the section of the bar being 
0.01´0.01. 8 nodes full integration cubic tri-linear elements have been used, the dimensions of 
which being 0.0053. The Abaqus convergence criteria have been set as their standard values. 
Boundary conditions have been defined to reproduce the 1D problem given on Figure 6 : a 
symmetry boundary condition at 𝑥 = 0  and 𝜃! = 𝑊  at 𝑥 = 1 . It is worth noting that 
𝐷!=1 mm2/s and a unit-length bar are related to a dimensionless configuration. 
The Finite Element implementation is described in section 2.2, using the GOA-based dudt 
estimation as provided by equations (2.14) for hydrogen in metals (McNabb & Foster equation) 
and (2.21) for water in polymers (Carter & Kibler equation). Because of the existence of an 
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analytical solution, the Carter & Kibler equation is first focused on and then the McNabb & 
Foster’s one. 

5.1 Carter & Kibler trapping equation  

   

 

(a) (b)  

Figure 7. Comparison the theoritical and the FE-based variation with time of (a) 𝑐. and (b) 𝑐2 at 𝑥 = 0.5. 
Several fixed times increment have been considered in the FE computation (∆𝑡 = 0.01	up	to	10000 s). 

For the configuration presented on Figure 6, 𝑐" and 𝑐! are so that [24] 
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(5.3) 

𝑟6& and 𝑟6& being equal to 
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1. Results using the GOA’s dudt 
Theoretical and numerical 𝑐" and 𝑐! functions (estimated using the GOA) are plotted on Figure 
7, for various fixed time increments ∆𝑡, from 10-2 to 104 s. 
For all fixed time increments, the FE problem has converged and it can be observed that the 
numerical results are able to reproduce the theoretical ones. It is worth noting that a slight 
difference can appear for the first increments of FE results (indicated by arrows on Figure 7). 
For all ∆𝑡 < 10000 s, at each increment, the FE problem has converged after one Newton-
Raphson loop (except the second increment, which converge after two loops). For ∆𝑡 = 10000 
s, two loops are needed. On Figure 8 are plotted the comparison between the GOA and the 
numerical ∂c" ∂c!⁄  estimation for each ∆𝑡. This numerical approximation has been computed 
using  

 
𝜕𝑐"
𝜕𝑐!

l
CMU

(𝜏 + Δ𝜏) =
𝑐"(𝑐! + 0.001, 𝜏 + Δ𝜏) − 𝑐"(𝑐! , 𝜏 + Δ𝜏)

0.001 	 (5.5) 

where 𝑐! = 𝑐!(𝜏 + Δ𝜏)(= 𝑡𝑒𝑚𝑝 + 𝑑𝑡𝑒𝑚𝑝).  

 
Figure 8. Comparison between the ∂c𝑇 ∂c𝐿⁄  velue computed using the GOA formulation and equation (5.5). 

It can be seen that numerical ∂c" ∂c!⁄  are constant as expected (see equation (2.21)), and equal 
to their theoretical values. Computing the correct value does not guarantee a perfect result 
(highlighted by arrows on Figure 7), which is linked to the accuracy of the GOA approximation, 
but only a fast convergence of the Newton-Raphson scheme (in one or two loops). 
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2. Influence on dudt value on the convergence 
The previous computations have been remade with two fixed dudt values to underline the 
influence of this parameter on FE results: 1 and 1 + 𝑘𝑊/𝑝 . These values correspond 
respectively to the dudt value for Δ𝑡 → 09 and Δ𝑡 → +∞. 
Table 2. Results of the FE computations using a constant dudt. Convergence with a constant time increment are 

indicated in green (and non convergence in orange). 

Dt (s) 
dudt 

0.01 0.1 1 10 100 1000 10000 

1        

1 + 𝑘𝑊/𝑝        

When using the previous fixed time increments, few computations have converged, as 
summarized on Table 2. The results of these computations are the same than the one on Figure 
7. 

For dudt=1 + 𝑘𝑊/𝑝  and Δ𝑡³100, convergence has been able to be reached because, for 
Δ𝑡³100 s,  

 𝑑𝑢𝑑𝑡 = 1 +
𝑘𝑊
𝑝 h	1 − 𝑒&RΔVi ≈ 1 +

𝑘𝑊
𝑝  (5.6) 

and thus, the constant dudt FE configuration is close to the theoretical dudt (equation (2.21)). 
It is worth noting that, when the time increment is not fixed, convergence can be achieved in 
FE computations with dudt=1, with results equivalent to the ones plotted on Figure 7. The 
needed time increment for dudt=1 is approximately equal to Δ𝑡 =10-3-10-4 (i.e, small enough to 
get the effective dudt value close to 1), and it is required between 1 and 7 Newton-Raphson 
loops to get a solution at each increment. Any attempts of the software to increase the time 
increment leads to a cutback. As a consequence, the analytical evaluation of dudt provided by 
the GOA is not mandatory in the case of Carter & Kibler equation, although it allows a much 
more efficient convergence. 

No extra configuration than the one indicates in Table 2 leads to convergence for dudt=1 +
𝑘𝑊/𝑝. 

5.2 McNabb & Foster trapping equation 

Temporal evolution of 𝑐"  and 𝑐!  have been estimated at 𝑥 = 0.5 , for several fixed time 
increment, and the results plotted on Figure 9 at 𝑥 = 0.5. 



 22 

  
(a) (b) 

Figure 9. Evolution with 𝑡 of (a) c. and (b) c2 for considering several fixed time increments. 𝑐. and 𝑐2 results 
are considered at 𝑥 = 0.5. It is important to underline that with a constant time increment, Abaqus cannot control 

the error on c., inducing under-estimated values (especially for ∆𝑡 =1 and 10 s), indicated by arrows. 
The relative difference between the numerical (equation (5.5)) and the GOA (equation (2.14)) 
values for 𝜕𝑐" 𝜕𝑐!⁄  are evaluated by the following expression 

 100 ¤

𝜕𝑐"
𝜕𝑐!

l
CMU

− 𝜕𝑐"𝜕𝑐!
l
A4B

𝜕𝑐"
𝜕𝑐!

l
CMU

¤ (5.7) 

For all the fixed time increments ∆𝑡, these relative differences are plotted on Figure 10, as well 
as the correspond number of Newton-Raphson loops. 

  
(a) (b) 

Figure 10. (a) Relative differences between 𝜕𝑐𝑇 𝜕𝑐𝐿⁄  computed numercially and using the GOA, and (b) number 
of Newton-Raphons loops needed to get a converged solution. 

For there are no reference curves for these configurations, it is difficult to state about the 
accuracy of the computed 𝑐!  and 𝑐"  evolutions with 𝑡. However, for all the configurations, 
convergence was reached regardless on the fixed time increment ∆𝑡. For every configuration, 
results for the different fixed ∆𝑡 are on top of each other. From Figure 10, it can be seen that 
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the 𝜕𝑐" 𝜕𝑐!⁄  value computed using the GOA fits perfectly to the numerical one, for -almost- 
all of the configurations, but at the first increments. The smaller the difference between the 
numerical and the GOA 𝜕𝑐" 𝜕𝑐!⁄ , the less Newton-Raphson loops are required to reach 
convergence. When ∆𝑡 is small, convergence is fast and the GOA 𝜕𝑐" 𝜕𝑐!⁄  is closed to the 
numerical one; for ∆𝑡 =10 s, convergence for the first increments is slow and the GOA 𝜕𝑐" 𝜕𝑐!⁄  
far from the numerical one: the GOA 𝜕𝑐" 𝜕𝑐!⁄  is consequently, in such a configuration, not 
accurate enough. 

These results tend to indicate that the GOA and especially the computation of 𝜕𝑐" 𝜕𝑐!⁄ , 
provides a good approximation of the real evolutions of 𝑐! , 𝑐" , and dudt, but that such a 
conclusion must be mitigate by the value of ∆𝑡. This is due to the fact that the GOA 𝜕𝑐" 𝜕𝑐!⁄  
at 𝑡 + ∆𝑡  is dependent of the value of both 𝑐"(𝑡)  and 𝑐!(𝑡)  values: any error in the 
computations consequently has consequences on the 𝜕𝑐" 𝜕𝑐!⁄  computation. 

6 Conclusion 
The Generalized Oriani’s Approximation (GOA) has been proposed in order to be able to 
provide Abaqus with the needed functions to reach convergence when modelling transport and 
transient trapping problems (and by extension, to provide an efficient approach to solve first 
order kinetic equations). The trapping processes considered are hydrogen in metals and water 
in polymers, described by first order differential equations. 
In the present study, it has been shown that the GOA is able to provide an accurate estimation 
of the trapped impurities concentrations as soon as the time increment is small enough. An 
upper bound of the error between the GOA estimated trapped concentration and the theoretical 
one has been estimated to control the time increment in Finite Element computations. When 
applied on a given configuration, this estimation was shown to be very efficient in the case of 
both Carter & Kibler and McNabb & Foster equations, though for the latter, being unable to 
provide a correct enough upper-bound in the case of fast trapping and slow detrapping problems. 
Last, it has been shown that the dudt parameters estimated by the GOA are indeed accurate 
enough to allow the convergence in Abaqus software of the considered transport and transient 
trapping problems. In the case of Carter & Kibler trapping equation, the GOA provides the 
exact dudt value. As it has been proved, an inaccurate dudt parameter evaluation prevents the 
solver from converging. 
Last, it is worth to underline that all the previous conclusions can be extended to any 
phenomenon that can modify hydrogen transport (as multi-trapping, stress-driven diffusion or 
Soret effect), as they only affect the 𝜃! temporal evolution at the considered point. 
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Annex  

A. Theoretical solution of the trapping differential equation 

1. McNabb & Foster trapping equation 
Let’s consider the differential equation written on equation (2.6)b1 

 𝜕𝜃"
𝜕𝑡 +	

(𝑝 + 𝑘𝜃!)𝜃" = 𝑘𝜃!	 (A.1) 

The related homogeneous differential equation is thus 

 𝜕𝜃"W

𝜕𝜏 + (𝑝 + 𝑘𝜃!)𝜃"W = 0	 (A.2) 

the solution of which being  

 𝜃"W = 𝐵 exp �−�(𝑝 + 𝑘𝜃!)𝑑𝑢
3

%

� (A.3) 

where 𝐵 is a constant to be identified using the initial conditions. 

The variation of parameters method allows to get a particular solution 𝜃"
< of the inhomogeneous 

differential equation by assuming that  

 𝜃"
< = 𝐵(𝑡) exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢

3

37

� (A.4) 

Inserting 𝜃"
< in the equation (A.1) leads to 

 
𝑑𝐵(𝑡)
𝑑𝜏 exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢

3

37

� = 	𝑘𝜃! (A.5) 

and thus it is possible to get 𝐵 

 𝐵(𝑡) = 	 ��𝑘𝜃! exp ��(𝑝 + 𝑘𝜃!)𝑑𝑢
X

37

�  𝑑𝑣
3

37

 (A.6) 

as well as 𝜃"
< 

 𝜃"
< = ��𝑘𝜃! exp ��(𝑝 + 𝑘𝜃!)𝑑𝑢

X

37

� 𝑑𝑣
3

37

exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢
3

37

� (A.7) 

Last, the solution of equation (A.1) is so that 𝜃" = 𝜃"W + 𝜃"
< 

 𝜃" = @𝐵 + ��𝑘𝜃! exp ��(𝑝 + 𝑘𝜃!)𝑑𝑢
X

37

� 𝑑𝑣
3

37

À exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢
3

37

� (A.8) 

Using the initial condition  
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 𝜃"(𝑡 = 𝑡%) = 𝜃"% (A.9) 
the equation (A.8) can be rewritten as 

 𝜃" = @𝜃"% + ��𝑘𝜃! exp ��(𝑝 + 𝑘𝜃!)𝑑𝑢
X

37

� 𝑑𝑣
3

37

Àexp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢
3

37

� (A.10) 

Let’s denotes 𝐹 as 

 𝐹(𝑡) = ��𝑘𝜃!(𝑣) exp ��(𝑝 + 𝑘𝜃!)𝑑𝑢
X

37

�  𝑑𝑣 (A.11) 

Equation (A.11) is then rewritten as 

 𝜃" = [𝜃"% + 𝐹(𝑡) − 𝐹(𝑡%)] exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢
3

37

� (A.12) 

𝜃" can be separated in two: a transient part 𝜃"35 

 𝜃"35 = 𝜃"% exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢
3

37

� (A.13) 

and a steady-state one 𝜃"YH 

 𝜃"23 = [𝐹(𝑡) − 𝐹(𝑡%)] exp �− �(𝑝 + 𝑘𝜃!)𝑑𝑢
3

37

� (A.14) 

2. Carter & Kibler trapping equation 
From the previous resolution scheme, the general solution of equation (2.6)b2 

 𝜕𝜃"
𝜕𝑡 + 	𝑝	𝜃" = 𝑘𝜃!		 (A.15) 

can be found as well as being so that 

 𝜃" = h𝜃"% + 𝐹(𝑡) − 𝐹(𝑡%)ie&<(3&37) (A.16) 
with 

 𝐹(𝑡) = �𝑘𝜃!(𝑣)e<(X&37)𝑑𝑢 (A.17) 

The same separation 𝜃" = 𝜃"35 + 𝜃"23 can also be made 

 𝜃"35 = 𝜃"%e&<(3&37) (A.18) 
and 

 𝜃"23 = [𝐹(𝑡) − 𝐹(𝑡%)]e&<(3&37) (A.19) 

B. Rewriting of the McNabb & Foster theoretical solution 

From the Mean value theorem, there exist 𝑐	𝜖	[𝑣, 𝑡C9D] so that 
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 � 𝜃"(𝑣)𝑑𝑢

3*+,

X

= 𝜃!(𝑐)(𝑡C9D − 𝑣) (B.1) 

leading to 

 exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

X

� = exp[−(𝑝 + 𝑘𝜃!(𝑐))(𝑡C9D − 𝑣)] (B.2) 

and 

𝑘𝜃!(𝑣) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

X

� = 𝑘𝜃!(𝑣) exp[−(𝑝 + 𝑘𝜃!(𝑐))(𝑡C9D − 𝑣)] (B.3) 

Furthermore, there exist 𝑑	𝜖	[𝑣, 𝑡C9D] so that 

 𝜃!(𝑡C9D) − 𝜃!(𝑣) = 𝜃′!(𝑑)(𝑡C9D − 𝑣) (B.4) 
and equation (B.3) becomes  

 
𝑘𝜃!(𝑣) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

X

�

= 𝑘𝜃!(𝑡C9D) expÁ−h𝑝 + 𝑘𝜃!(𝑐)i(𝑡C9D − 𝑣)Â
− 𝑘𝜃′!(𝑑)(𝑡C9D − 𝑣) expÁ−h𝑝 + 𝑘𝜃!(𝑐)i(𝑡C9D − 𝑣)Â 

(B.5) 

leading to 

 

� 𝑘𝜃!(𝑣) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

X

� 𝑑𝑣

3*+,

3*

= � 𝑘𝜃!(𝑡C9D) expÁ−h𝑝 + 𝑘𝜃!(𝑐)i(𝑡C9D − 𝑣)Â𝑑𝑣

3*+,

3*

− � 𝑘𝜃′!(𝑑)(𝑡C9D − 𝑣) expÁ−h𝑝 + 𝑘𝜃!(𝑐)i(𝑡C9D − 𝑣)Â𝑑𝑣

3*+,

3*

 

(B.6) 

Equation (B.6) can be rewritten as 

 

� 𝑘𝜃!(𝑣) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

X

� 𝑑𝑣

3*+,

3*

=
𝑘𝜃!(𝑡C9D)
𝑝 + 𝑘𝜃!(𝑐)

h1 − 𝑒&[<9)8"(@)]:3i

− 𝑘𝜃′!(𝑑) �
1

h𝑝 + 𝑘𝜃!(𝑐)i
* h1 − e

&=<9)8"(@)>:3i −
Δ𝑡e&=<9)8"(@)>:3

h𝑝 + 𝑘𝜃!(𝑐)i
� 

(B.7) 

When Δ𝑡 → 0, then equation (B.7) becomes 
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� 𝑘𝜃!(𝑣) exp �− � (𝑝 + 𝑘𝜃!)𝑑𝑢

3*+,

X

� 𝑑𝑣

3*+,

3*

≈
𝑘𝜃!(𝑡C9D)

𝑝 + 𝑘𝜃!(𝑡C9D)
h1 − 𝑒&[<9)8"(3*+,)]:3i − 𝑘𝜃′!(𝑡C9D)

Δ𝑡*

2  

(B.8) 

with 

 e&=<9)8"(3*+,)>:3 ≈ 1 − h𝑝 + 𝑘𝜃!(𝑡C9D)iΔ𝑡 +
h𝑝 + 𝑘𝜃!(𝑡C9D)i

*

2 Δ𝑡* (B.9) 

C. Rewriting of the Carter & Kibler theoretical solution 

From the Mean value theorem, there exist 𝑐	𝜖	[𝑢, 𝑡C9D] so that 

 𝜃!(𝑡C9D) − 𝜃!(𝑢) = 𝜃G!(𝑐)(𝑡C9D − 𝑢) (C.1) 
leading to 

 𝜃!(𝑡C9D)e<(M&3*) − 𝜃!(𝑢)e<(M&3*) = 𝜃G!(𝑐)(𝑡C9D − 𝑢)e<(M&3*) (C.2) 
and 

� 𝜃!(𝑡C9D)e<(M&3*)𝑑𝑢

3*+,

3*

− � 𝜃!(𝑢)e<(M&3*)
3*+,

3*

= 𝜃G!(𝑐) � (𝑡C9D − 𝑢)e<(M&3*)𝑑𝑢

3*+,

3*

 
(C.3) 

Equation (C.3)’s right hand side can be rewritten as  

 � (𝑡C9D − 𝑢)e<(M&3*)𝑑𝑢

3*+,

3*

=
1
𝑝*
(e<:3 − 1) −

Δ𝑡
𝑝  (C.4) 

leading to 

𝑘
𝑝 𝜃!

(𝑡C9D)(1 − e&<:3) − � 𝑘𝜃!(𝑢)e<(M&3*)𝑑𝑢e&<:3
3*+,

3*)

= 𝑘𝜃G!(𝑐) m
1
𝑝*
(1 − e&<:3) −

Δ𝑡
𝑝 e

&<:3n 
(C.5) 

It is worth noting that  

1. when 𝑝 → 0 (or Δ𝑡 → 0), equation (C.5) becomes 

𝑘𝜃!(𝑡C9D) − � 𝑘𝜃!(𝑢)𝑑𝑢

3*+,

3*)

= 𝑘𝜃G!(𝑐)
Δ𝑡*

2  (C.6) 



 31 

which is the classical right or left rectangular result for the approximation of 
∫ 𝑘𝜃!(𝑢)𝑑𝑢
3*+,
3*)

. 

2. Equation (C.5) corresponds to (B.7) when |𝑘𝜃!(𝑡)| ≪ 𝑝, ∀	𝑡. 


