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Cooperative multi-robot object transportation system
based on hierarchical quadratic programming

Daravuth Koung1, Olivier Kermorgant2, Isabelle Fantoni2, and Lamia Belouaer3

Abstract—Formation control gains significant attention in the
multi-robot system field as it contributes to a vast range of
applications, such as transportation. This paper presents a con-
strained optimization-based control law for cooperative logistics
mission, which consists of rigid shape formation control, group
navigation, individual and team obstacle avoidance tasks. These
tasks are defined as equality and inequality constraints with
different levels of priority. Hierarchical quadratic programming
(HQP) approach is used to solve for the optimal solution with an
inclusion of velocity limits as inequality constraints to ensure
implementation feasibility. Experiment using actual industrial
robots is demonstrated in order to validate the theory.

Index Terms—Cooperating Robots, Multi-Robot Systems, Op-
timization and Optimal Control.

I. INTRODUCTION

FOR decades, researchers have been pushing the boundary
of multi-robot system (MRS) applications, taking advan-

tage of its improved robustness and efficiency compared to
single-robot systems [1]. Logistics is one of the emerging
applications of MRS. In fact, logistics sectors can benefit from
MRS’s flexibility and reliability to extend the load-carrying
capacity. For transportation tasks, various load handling and
control strategies have been proposed. Some load handling
methods include [2]: pushing-only, caging, and grasping. For
the pushing-only and caging strategy, in which there is no
physical joint between robots and the object, the robots need
to either push [3] or entrap [4] the object to move it. In [5],
an occlusion-based approach was proposed, in which robots
push the object along their line-of-sight to the goal that is
occluded by the object. On the other hand, the authors of [6]
used the grasping strategy in the form of a gripper to hold the
transporting object with leader/follower control. Similarly, a
leader/helper approach is presented in [7]. The load is placed
on top of two mobile robots, and the system’s dynamic is
analyzed based on a theoretical framework called attractor
dynamics approach to behavior generation.

Manuscript received: February, 24, 2021; Revised May, 12, 2021; Accepted
June, 11, 2021.

This paper was recommended for publication by Editor A. Hsieh upon
evaluation of the Associate Editor and Reviewers’ comments. This work was
supported by the French Industrial Agreement of Training through Research
between E-COBOT and CNRS (CIFRE 2018/1206).

1Daravuth Koung is with Laboratoire des Sciences du Numérique de
Nantes (LS2N), Ecole Centrale de Nantes (ECN) and E-COBOT, France.
daravuth.koung@ls2n.fr

2Olivier Kermorgant is with LS2N and ECN. Isabelle Fantoni is
with LS2N and CNRS. olivier.kermorgant@ec-nantes.fr,
isabelle.fantoni@ls2n.fr

3Lamia Belouaer is with E-COBOT. l.belouaer@e-cobot.com
Digital Object Identifier (DOI): see top of this page.

We aim to implement a MRS in real-world environments
for the cooperative transportation system, where an object is
placed on top of a group of nonholonomic mobile robots. This
paper proposed an optimization-based controller that solves
object transportation problem by decomposing it into multiple
task objectives. These tasks are represented by equality and
inequality constraints with different levels of priority. HQP
is used in order to solve for an optimal solution taking into
account the strict hierarchy of tasks.

A. Problem statement

Fig. 1 shows a team of wheeled mobile robots, whose
mission is to move an object from one point to another
while avoiding collisions with the obstacle(s). The team must
first form a formation before the load can be placed on top.
The problem is composed of formation control, cooperative
navigation, and obstacle avoidance task.

Fig. 1: Four robots scenario. HUSKY [8] are used in the
experiments. They are industrial mobile robots designed for
indoor applications. The green square represents a load on top
of the group.

.

During this first phase of formation, we assume that the
formation is already at least topologically correct even though
the overall shape and inter-distances are not. If the robots
are far from the starting position, a multi-robot trajectory
generation may be used. In addition, if there are obstacles
in the environment, the free space must be large enough for
the team to pass through during navigation as the formation
is rigid, which can not shrink or expand.

Input-output state feedback, in which the control input is
applied to an offset point instead of the robot’s center (more
detail in section II-A), is used in order to deal with nonholo-
nomic constraints of the robots. The payload is connected to
each robot at this offset point via a pin-hole system to form
a passive revolute joint on the vertical axis. By mounting as
such, the load’s position and heading can be directly controlled
since its center is coincident with the formation frame.

Once the payload is mounted, the whole system can be seen
as a single, highly overactuated mobile robot. Thus, it is of
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prime importance to generate consistent control inputs for all
robots such that the formation is kept. Ignoring these would
lead to either set high forces on the pin-hole mechanisms
or induce slipping or skidding of some of the robots. In
both cases, the general motion of the formation would not
be controlled correctly. The controller is thus composed of
several tasks with different levels of importance. For instance,
formation is always more important than navigation, and the
HQP approach is a good candidate to solve such problem.

B. Related work

To carry out the logistics mission, each robot in the team
generally has to navigate collectively as a team with ob-
stacle avoidance capability. The challenge for such mission
is to handle tasks priority avoiding conflicts among them.
Numerous formation strategies have been introduced. Some
control approaches such as consensus-based [9] and leader-
follower [10] rely on control gains tuning in order to obtain
a good compromise between tasks, thus priorities are not
robustly enforced. In [11], the payload was connected to each
robot via an arm that consisted of a revolute joint on the
vertical axis and a prismatic joint on the horizontal axis.
Instead of maintaining fixed inter-distances between followers
and a leader, the leader-follower controller tried to keep a fixed
length of the passive prismatic joint.

On the other hand, the optimization approach can be used
to better solve such problem in the form of constraints.
In [12], the authors proposed a convex optimization with
shape analysis for formation. The goal was to minimize the
displacement of each robot to the optimal pose in order to
form a specified shape. The controller effectiveness was only
shown in simulations, however, and nonholonomic kinematic
constraints were not considered. In addition, while the shape
was preserved, the scale of the formation was not. The author
of [13] proposed a constrained optimization scheme consists
of global path planning for collision-free navigation and local
formation control. Experimental results were shown in the
form of cooperative object transportation. However, the load
was carried by manipulators that were on top of the mobile
platforms. Thus the rigidity of the formation’s shape was not
maintained. In contrast, having fixed inter-distances between
robots is desired in our case because the payload is connected
directly to the robots.

In [14], a priority-based control was proposed using the
null-space control approach. The authors demonstrated a com-
bination of two tasks, where individual obstacle avoidance had
higher priority than formation. However, the proposed control
was validated on holonomic robots in simulation, and group
navigation was not included in the study. Unlike the null-space
approach [14][15], HQP allows inequality constraints, such as
velocity limit, to be imposed at any level.

HQP is generally used to ensure the strict priority order of
tasks. It is widely used in the field of humanoid robots [16],
which naturally has strict constraints to be respected, such
as joint limits. Applying to the MRS, authors of [17] have
recently designed a method for cooperative transportation
mission based on the HQP approach. Different tasks were in-

troduced, including formation, navigation, and obstacle avoid-
ances, in different levels of priority with a finite-state machine
to switch between missions. For the formation task, the authors
maintained each robot to be on the circumference of a circle
with uniform spatial distribution in order to cage the target
object in the center to move it. Thus the inter-distances were
not explicitly controlled. In addition, it can be inefficient to
transport load this way due to frictional forces as the object’s
mass increases.

Our work leverages the HQP in order to compute online
the optimal control input of the system. Different from [17],
we define the formation task by using inter-distances between
robots to ensure a rigid shape formation. Moreover, the for-
mation’s shape can be easily adapted to that of the object
by changing the definition of the inter-distances. A novel
team’s orientation constraint is introduced, in addition, to the
navigation task. An inequality constraint of the velocity limit
is also added at every level of the optimization. The object to
be transported is placed on top of each robot without needing
to use grasping or caging strategy.

The rest of the paper is organized as follows. Section II
describes the basic notions of the controller and methodology
to define each task. HQP and overall control laws are shown
in section III. Section IV demonstrates simulation and experi-
mental results to validate the approach. Finally, the conclusion
and future work are given in section V.

II. TASK DEFINITIONS

Exploiting the concept of sensor-based control, we can
derive a relation between the features’ rate of changes and
the robots’ velocities, which can be expressed as follows [18]:

ṡ = Jv (1)

where ṡ is the rate of change of the features we choose to
control. J and v are the Jacobian matrix and robots’ velocities,
respectively.

Let s∗ is setpoint and e = s − s∗ is error, a proportional
controller, ė = −λe, can be used to ensure an exponential
decrease of e with λ > 0. Thus (1) can be written as follows:

Jv = −λe (2)

The tasks will be generally defined for n robots, and we
chose specifically n = 4 for implementation examples.

A. Unicycle model and input-output state feedback

Fig. 2: A nonholonomic wheeled mobile robot.

Consider a multi-robot system with n unicycle robots,
(xri, yri)

T ∈ R2 is the center of the i-th robot and θi, vi and
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ωi are its heading angle, linear velocity and angular velocity,
respectively. The nonholonomic constraints of the wheeled
mobile robot can be expressed as following:ẋriẏri

θ̇i

 =

cos θi 0
sin θi 0
0 1

(vi
ωi

)
(3)

In order to be able to apply the defined tasks on nonholo-
nomic robots, input-output state feedback method is used by
defining an offset position from the robot center, as shown in
Fig. 2, and their relation is written as follows [19]:

pi =

(
xi
yi

)
=

(
xri + l cos θi
yri + l sin θi

)
(4)

Differentiating (4) with respect to time:

ṗi =

(
cos θi −l sin θi
sin θi l cos θi

)(
vi
ωi

)
= B(θi)ui (5)

where l > 0 is the offset length, and ui = (vi, ωi)
T is the

control input of ith robot. From (5), it is clearly shown that
having length l different from zero is necessary in order to
inverse matrix B(θi).

All the defined tasks are applied on the offsets’ positions,
and the relation between the velocity of the offset point and
the control input of each robot in the case of four robots is
expressed as follows:

v = Jxu (6)

where:

v =

ṗ1

...
ṗ4

 ,Jx =

 B(θ1) 0

0

. . .
B(θ4)

 ,u =


v1
ω1

...
v4
ω4


B. Geometric formation

The task of forming into a particular geometric shape is
one of the most important aspects of MRS. The inter-distances
between each robot in the group are used as the control fea-
tures. With user-defined values of the inter-distances, specific
geometric shape formation can be done.

(a) Inter-distance be-
tween two robots (pi
and pj) denoted by
dij .

(b) For four robots
(pi, i = 1, 2, 3, 4).

Fig. 3: Inter-distances diagram of the MRS, each blue node
represents a mobile robot in 2D plane.

If we consider two points as shown in Fig. 3a with pi,pj ∈
R2, i, j = 1, 2..., the distance dij is as follows:

dij = ‖pj − pi‖ (7)

By differentiating (7) with respect to time, we can get the
relation between the change of inter-distance and the change
of robots’ positions as follows:

ḋij =

(
− (pj − pi)

T

dij

(pj − pi)
T

dij

)(
ṗi
ṗj

)
(8)

In case of four robots as shown in Fig. 3b, the formation
Jacobian Jf can be derived by stacking (8):

ḋf = Jfv (9)

where:

ḋf =



ḋ12
ḋ13
ḋ14
ḋ23
ḋ24
ḋ34


, Jf =


−n12 n12 01×2 01×2

−n13 01×2 n13 01×2

−n14 01×2 01×2 n14

01×2 −n23 n23 01×2

01×2 −n24 01×2 n24

01×2 01×2 −n34 n34


6×8

nij =
(pj − pi)

T

dij

From (2), the formation task is, thus, defined as follows:

Jfv = −λf
(
df − d∗

f

)
(10)

where d and d∗
f are vectors of current and desired inter-

distance, respectively. λf is the formation control gain.

C. Cooperative navigation

This task focuses on driving the formation’s centroid toward
a desired point pd = (xd, yd)

T and orientation θd. Here the
pose (position and orientation) of the centroid is used as the
control features. Fig. 4 shows the task of team navigation,
which the centroid pc = (xc, yc)

T has to move toward a target
point pd as well as to orient its heading to any desired angle,
in that case, θd.

Fig. 4: Navigation scheme, the blue nodes represent robots
whereas the red node indicates a target point.

The position of formation’s centroid is defined as following,
with n is the number of robots in the group:

xc =
1

n

n∑
i=1

xi and yc =
1

n

n∑
i=1

yi (11)

The point ph = (xh, yh)
T can be defined anywhere,

relatively to each robot in the group. This point can be used to
determine the heading of formation, and it can be expressed
in relation to robots’ positions as follows:

xh =

n∑
i=1

aixi and yh =

n∑
i=1

aiyi (12)
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where ai is the relation coefficient to ith robot, and
∑n
i=1 ai =

1. For instance, a1 = a2 = 0.5 and a3 = a4 = 0 in the
configuration shown in Fig. 4.

The group’s heading can be found using pc and ph:

θc = arctan

(
yh − yc
xh − xc

)
= arctan

∑n
i=1 yi

(
ai − 1

n

)∑n
i=1 xi

(
ai − 1

n

) (13)

By differentiating (11) and (13) with respect to time, the
Jacobian of navigation task Jn can be determined as follows:

ẋcẏc
θ̇c

 =

 1/n 0 · · · 1/n 0
0 1/n · · · 0 1/n

−my1 mx1 · · · −myn mxn


ṗ1

...
ṗn


(14)

where:

mxj
=

(aj − 1/n)
∑n
i=1 xi

(
ai − 1

n

)[∑n
i=1 xi

(
ai − 1

n

)]2
+
[∑n

i=1 yi
(
ai − 1

n

)]2
myj =

(aj − 1/n)
∑n
i=1 yi

(
ai − 1

n

)[∑n
i=1 xi

(
ai − 1

n

)]2
+
[∑n

i=1 yi
(
ai − 1

n

)]2
j = 1, 2, ..., n

Applying to four robots configuration, we get:(
ẋc ẏc θ̇c

)T
= Jnv (15)

where Jn =

 1/4 0 · · · 1/4 0
0 1/4 · · · 0 1/4

−my1 mx1 · · · −my4 mx4


From (2), the navigation task can be derived as follows:

Jnv = −
(
λp (pc − pd)
λθ (θc − θd)

)
(16)

where λp and λθ are the control gains for position and
orientation, respectively.

D. Individual and team obstacle avoidance

(a) Individual obstacle
avoidance scheme

(b) Team avoidance

Fig. 5: The red node represents a closest detected point of
obstacle (a) to robot, poi and (b) to group’s centroid, pot . doi
and dot are the distances from ith robot and team’s centroid
to the obstacle, while dsi and dst are the safety distances for
individual and team obstacle avoidance, respectively.

Two obstacle avoidance schemes are introduced in the
overall control law depending on the situation (Fig. 5). For
instance, individual obstacle avoidance is useful when each
robot tries to converge to a defined formation, while the team
approach is more practical during navigation. They can be seen

as sets of inequality constraints whose purpose is to make sure
that the distances to obstacle(s), which are the control features,
can never be smaller than the safety distances [17]. They can
be found as follows:

doi = ‖poi − pi‖ and dot = ‖pot − pc‖ (17)

Similar to the formation task, we differentiate (17) with
respect to time. For each obstacle, we get the following:

ḋoi =
(pi − poi)

T

doi
ṗi

ḋot =
(pc − po)

T

dot

(
1/n 0 · · · 1/n 0
0 1/n · · · 0 1/n

)ṗ1

...
ṗn


(18)

Consider for our four robots, the individual and team
obstacle avoidance Jacobian, Joi and Jo, respectively, are
written as follows:

Joi =
(pi − poi)

T

doi

Jot =
(pc − po)

T

4dot

(
I2 I2 I2 I2

)
2×8

(19)

The inequality constraints of the obstacle avoidance tasks
can be, therefore, expressed as follows:

Joivi ≥ −λoi (doi − dsi)

Jotv ≥ −λo (dot − dst)
(20)

where λoi and λot are the control gains for individual and
team obstacle avoidance, respectively.

The distances can be in the form of vectors or scalars de-
pending on the number of obstacles detected in the workspace,
and they can also be null (thus no inequality constraint) if there
is no presence of the obstacle.

E. Velocity limits

An upper and lower velocity limit are imposed on the
robot’s left and right wheel as inequality constraints. Consider
b and r as, respectively, the distance between the two wheels
and wheel’s radius (as shown in Fig. 2), the relation of linear
and angular velocity (vi, ωi) to wheel’s velocity (ωl,i, ωr,i) of
ith robot can be expressed as follows:

ωl,i =
1

r
(vi − 0.5bωi)

ωr,i =
1

r
(vi + 0.5bωi)

(21)

Thus, the inequality constraint of the velocity limit for four
robots can be written as following:

Jlimu ≤ ωlim (22)

where:
Jlim is a 16× 8 block diagonal matrix of G,

G =
1

r


1 −0.5b
1 0.5b
−1 0.5b
−1 −0.5b

 ,ωlim =


H
H
H
H

 ,H =


ωl,max
ωr,max
−ωl,min
−ωr,min
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III. OPTIMIZATION-BASED CONTROLLER

The hierarchical quadratic programming (HQP) frame-
work [20] is used to solve for control input ensuring strict
priority order. HQP is a sequence of QP that try to minimize a
cost function subjected to equality and inequality constraints
as well as solutions of higher priority tasks. At k-level of
priority, HQP can be formulated as follows:

uk = argminx ‖Akx− bk‖2
s.t. Aix = Aiui, ∀i < k

Ckx ≤ dk
Cix ≤ di, ∀i < k

(23)

where uk is the optimal solution that minimizes the cost
function of equality task k, x is the optimization variable,
Matrix Ak and vector bk describe the cost function, whereas
Ai and bi represent the cost function of previous hierarchies.
C and d are inequality constraints of the current and previous
levels. The equality constraint ensures that the objective task is
minimized at best without disturbing previous higher priority
tasks.

Note that the equality constraints inherited from previous
hierarchy levels are actually ‖Aix − bi‖2 = ‖Aiui − bi‖2.
Writing them as in (23) makes the constraints stronger but
keeps them linear. The final solution can be chosen as the
minimal-norm one by solving the last hierarchy level with the
pseudo-inverse.

The control scheme is composed of two behavior states:

• Stage 1 (S1): Initial formation ensures that the desired
shape is reached before mounting the payload on top. At
this stage, only one level of optimization is needed. Hence
a formation task that is subjected to individual obstacle
avoidance and velocity limits constraints, which leads to
the initial formation.

• Stage 2 (S2): Cooperative navigation is responsible for
driving the centroid to a target point, taking into account
preservation of formation, team obstacle avoidance, and
velocity limit. Thus two hierarchies are proposed. A
higher level for solving the formation task, and a second
priority for navigation task. From (23), the HQP problem

can be written as following:

Level 1 : u1 = argminx ‖A1x− b1‖2
s.t. C1x ≤ d1

Level 2 : u = argminx ‖A2x− b2‖2
s.t. A1x = A1u1

C2x ≤ d2

(24)

The program always starts from S1 behavior until inter-
distance errors between robots fall below a certain threshold
before switching to S2. In addition, if there is any sudden
increase of the inter-distance errors above a threshold, the
controller will transition back to S1 to ensure the formation
before moving again.

Table I summarizes the overall control law of the system.
The control input is always a solution from the last hierarchy,
which is solved using the pseudo-inverse approach in order to
avoid having multiple sets of solutions.

IV. RESULTS

A. Simulations

Two simulations are done by using Gazebo and ROS.
In the first simulation, we compare the proposed control
with a widely use leader-follower approach for formation
from [11]. The load-carrying strategies are similar. However,
our approach doesn’t require any arm to be mounted on top
of the mobile platforms. The second simulation combined S1
and S2 behaviors in order to have the desired formation shape
before starting to navigate in an environment with obstacles.

1) Simulation I: In this simulation, a group of four robots
has to move a load from an initial point of (0.0m, 0.0m)
to a goal point of (5.0m, 3.0m). Fig. 6 clearly shows an
advantage of the proposed control. Because the inter-distances
can be well-maintained (Fig. 6b), a simple pin-hole system can
be used in order to connect the load. In contrast, followers
of [11] response only to the leader’s motion, thus there is no
interaction among followers as shown in Fig. 6d, in which
Robot1 is the leader.

2) Simulation II: Fig. 8 shows a simulation environment,
in which there are three obstacles: a round, a square, and
a rotated square. The desired formation shape is illustrated
in Fig. 9. The behavior S2 is triggered as soon as the norm of

TABLE I: Hierarchy levels of tasks for the two behavior states

S1: u ≡ uf S2: u ≡ un

Level 1

min
uf

∥∥∥JfJxuf + λf

(
df − d∗

f

)∥∥∥2
s.t. JoiJxui ≥ −λoi (doi − dsi )

Jlimuf ≤ ωlim

min
uf

∥∥∥JfJxuf + λf

(
df − d∗

f

)∥∥∥2
s.t. Jlimuf ≤ ωlim

Level 2 none

min
un

∥∥∥∥JnJxun +

(
λp (pc − pd)
λθ (θc − θd)

)∥∥∥∥2
s.t. JfJxun = JfJxuf

JotJxun ≥ −λot (dot − dst )

Jlimun ≤ ωlim
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Fig. 6: Plots of the simulation I: robots’ trajectories and errors of inter-distances of the proposed control ((a)-(b)), and of the
leader-follower control ((c)-(d)). Solid black dash in (c) represents the arm that connects each robot to load’s side.
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Fig. 7: Plots of the simulation II: errors of inter-distance between robots (a), magnified version (b), and heading error (c).

the inter-distance errors, ‖df − d∗
f‖, is smaller than 0.02 m.

From Fig. 7a, we can see that the inter-distance errors converge
to form the formation (S1) at around t = 30s. After that, the
robots start to move to a goal point with a desired formation
heading of −90o. The shape is preserved throughout the
navigation with a maximum inter-distance error of ±0.018m
even though they have to navigate through obstacles (Fig. 7b).
The team’s orientation error is also well-converged with an
error of less than 5o as shown in Fig. 7c.

Fig. 8: Simulation environment: six robots, a goal point (green
column), and three obstacles (red columns).

Fig. 9: A desired pentagon shape with 6 robots.

B. Experiment

Two experiments to validate the proposed control for the
formation and cooperative navigation are shown using four
robots. In both cases, a square shape formation of sides of 2m
is desired. Here S1 and S2 are separated because the group

has to first get into a good formation shape, then the payload
is manually attached before starting the navigation. ROS is
used as the middleware. Each robot has its own independent
ROS MASTER. There is no external sensor to locate each
robot accurately. The self-localization in a map is done using
an onboard lidar sensor with an estimated error of 0.034m.
A video of the simulations and experiments can be found
following these links 1.

Fig. 10 shows a scenario, which the goal is to have the
desired shape at the end of the formation while also avoid-
ing any un-mapped obstacle. The convergence of the inter-
distances errors can be seen in Fig. 11a. The desired shape
is well-reached (Fig. 11b) even though there is an obstacle in
front of Robot3 thanks to the individual obstacle avoidance
inequality constraint.

Fig. 10: Formation experiment with an obstacle.

Fig. 12 shows the navigation scenario of the experiment. A
plate with a payload of 20kg is added to the system. The team
has to reach a target point and come back while trying not to
collide with the two obstacles. The formation shape is kept
during navigation, as demonstrated by the plot of the inter-
distance errors (Fig. 11c). Even though the self-localization as
well as the velocity tracking low-level control of each robot

1https://youtu.be/LYJWcOHd1L8
https://youtu.be/E1OdhVi11DU
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Fig. 11: Plots of the experimental results: formation (two lefts) and navigation (two rights).

are not accurately perfect, the maximum error is just about
±0.06m. The fleet starts at (2.5m,−2.0m, 0o), and moves to
a goal pose of (12m,−4.0m, 90o). It reaches the desired pose
at around t = 80s before coming back to the initial pose. The
team’s desired heading angle is also reached for both journey
as the error converges to zero (Fig. 11d).

Fig. 12: Navigation scenario with two obstacles (circled in
red) in the environment.

V. CONCLUSION

In this paper, we demonstrated a method for cooperative
object transportation with obstacle avoidance based on an
optimization approach. Different tasks were formulated to
either equality or inequality constraints, which are solved using
the hierarchical quadratic programming method. Validations
of the proposed approach are shown in simulation and actual
experiments using HUSKY commercial robots. Un-mapped
obstacles in the environment can be detected and evaded
during runtime, thus a reactive control. The control, however,
can be at risk of getting stuck in a local minima due to the
obstacle’s shape, for instance, the ”U” shape. To solve this,
a global planner can be used in order to generate a set of
waypoints that will be tracked by the navigation task.

Future works will be focused on the high-level coordination
of MRS. In a real-world scenario where multiple resources
(robots) and mission requirements occur, the group has to be
able to autonomously coordinate, form coalitions, and allocate
tasks among themselves. By combining this coordination level
with our proposed execution level, we can ensure a solution
to the cooperative transportation problem in real applications
requiring little operator’s interventions.
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