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Abstract: Data-driven modeling provides an efficient approach to compute approximate solutions
for complex multiphysics parametrized problems such as induction hardening (IH) process. Basically,
some physical quantities of interest (Qol) related to the IH process will be evaluated under real-time
constraint, without any explicit knowledge of the physical behavior of the system. Hence, computa-
tionally expensive finite element models will be replaced by a parametric solution, called metamodel.
Two data-driven models for temporal evolution of temperature and austenite phase transformation,
during induction heating, were first developed by using the proper orthogonal decomposition based
reduced-order model followed by a nonlinear regression method for temperature field and a clas-
sification combined with regression for austenite evolution. Then, data-driven and hybrid models
were created to predict hardness, after quenching. It is shown that the results of artificial intelligence
models are promising and provide good approximations in the low-data limit case.

Keywords: data-driven modeling; induction hardening; metamodel; proper orthogonal decomposition;
artificial intelligence; hybrid model

1. Introduction

The aeronautical and automotive industries would eventually like to lighten the me-
chanical structures in order to meet the relative environmental concerns to carbon dioxide
emissions and fuel economy while maintaining optimal mechanical properties and perfor-
mances. The heat treatment provides a valuable solution to give the material its optimal
microstructures and mechanical properties, corresponding to the various predefined per-
formance criteria [1]. However, for many applications, only superficial layer material
properties play an important role. In this context, surface treatments of industrial com-
ponents by mechanical, thermal, or thermochemical means are particularly suitable [2,3].
These techniques are mainly used to improve the fatigue strength and the resistance to the
imposed external mechanical loads by changing the properties of the critical zones.

Induction hardening (IH) is one of the most appealing surface heat treatment processes
widely employed in automotive and aerospace industries [4,5]. Two main steps are at the
origin of the IH: an electromagnetic induction heating and subsequent quenching. It has
the advantage of providing a very short surface heat-up time, a good fatigue performance,
a precise control of the treated zone, a good reproducibility, and an operating mode com-
patible with severe environmental requirements, unlike thermochemical treatments such as
carburizing and carbonitriding [6]. In the published literature, many research works based
on analytical and numerical methods were carried out on the IH process [7-10]. From the
industrial point of view, the challenges behind the development of such methodologies are:
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¢ Reducing development time;

*  Reducing costs by “Do It Right The First Time (DRIFT)” (Reduction of the NRC “Non
Recurring Costs” such as the costs of tools and prototypes and the RC “Recurring
Cost” such as production costs);

*  Understanding the involved physical mechanisms for better controlling the influ-
encing parameters and thus being able to better define the characteristics that could
be controlled;

¢ Anticipating the management of nonquality risks (e.g., being able to reinforce the
critical zones predicted by the calculations, anticipate possible defects, etc.).

The main difficulty behind the process control and the optimization in terms of
time and cost is the multidisciplinarity of the process since it combines multiphysics
(electromagnetism, metallurgical, thermal, and mechanical fields) in addition to the large
number of process parameters; owing to the advanced numerical simulation tools such as
FORGE®, which is used in this study, modeling the TH process and solving the physical
equations behind it is possible by using some conventional discretization methods such as
the well-known and largely experienced finite element (FE) method [11]. However, passing
through those methods to solve multiphysics parametrized problems is often regarded as a
key issue. In practice, the need to evaluate multiple configurations (choices of parameters),
before converging to an adequate result that optimizes the process performance, may make
the optimization procedure very time consuming and computationally expensive since
each configuration takes several hours between preparing the data setting and executing
the simulation.

In order to alleviate such issues, a data-driven parametric metamodeling approach
for IH process simulation constitutes an appealing alternative to standard discretization
techniques given the interesting compromise in terms of execution speed, computational
cost, and results accuracy. This approach enables computing the parametric-based solution
from sampled data collected from FE simulation codes. The main challenge behind this
work is to succeed in building a robust metamodel for some physical quantities of interest
(thermal and metallurgical history as well as the hardness), by using a reduced amount
of data.

This paper is decomposed into two main parts; in the first part, two models were
created to predict the temporal evolution of temperature and austenite phase transforma-
tion in a spur gear of C45 steel, during induction heating and under the effect of process
parameters, in almost real-time. Hence, the goal is to replace the initial physical models im-
plemented in the FE simulation code FORGE® by a metamodel with sufficient accuracy and
short computational time. To achieve this goal, two different approaches were considered
for each Qol; however, a common point between them is the fact that both techniques rely
only on data (synthetic data provided by the high-fidelity multiphysics simulation) and do
not require any knowledge of the full-order formulation or intervention in the numerical
FE codes. It is worth pointing out that synthetic data was collected at some sparse points
in the space domain and for different values of input parameters associated with the Latin
Hypercube Sampling (LHS) design of experiments [12]. For the temperature evolution, the
proper orthogonal decomposition (POD), which is a widespread technique in the reduced
order modeling community for the study of high dimensional problems [13], was used
and then followed by a nonlinear regression model. For the austenite phase evolution, a
classification combined with a regression model was applied.

The second part of this work focuses on the quenching process. Choosing a full
data-driven approach, the goal is to predict the hardness at the final state of the process.
Therefore, a classic machine learning pipeline to select variables and create new ones based
on the evolution of the temperature of the system was applied. By using XGboost [14], a
tree-boosted model was made and was able to predict, in the bulk material of the gear, the
hardness. A second approach is the hybrid model where the obtained austenite phase ratio
was considered to increase the knowledge for a better prediction of hardness since they
seem to be well correlated. This new precision allowed for the prediction of the hardness



in the whole gear, in a global way, and for the suggestion that the hybrid approach may be
the solution in any field with a lack of data and having complex systems.

The rest of the paper is organized as follows: Section 2 presents the data-driven
modeling for induction heating. In this section, the process and the data generation will
be first presented. Then, the applied methods, the model results, and discussions for
temperature and austenite phase evolution will be illustrated. Section 3 highlights the
modeling for hardness prediction with both hybrid and fully data-driven approach and
Section 4 addresses the main conclusions.

2. Data-Driven Modeling for Induction Heating Process
2.1. Process and Data

Induction heating is becoming one of the preferred heating technologies at the in-
dustrial scale [15] due to its numerous advantages. Basically, it consists in applying an
alternating current (AC) to a copper coil surrounding a conducting workpiece, an eddy
current will be produced inside this later by the AC-based magnetic field, and consequently,
the workpiece will be heated under the Joule effect. Induction heating combines electro-
magnetic and thermal fields in addition to the phase transformation associated with an
increase in temperature. These physical phenomena can be simulated by several FE codes,
in which physical models described by partial differential equations (PDE) are solved. In
this paper, the workpiece is C45 steel spur gear of module 4 and 13 teeth. The dimension
of the gear and the inductor is presented in Table 1.

Table 1. Dimension of the gear and the inductor.

Components Characteristics
Tip diameter: 60 mm
Gear Root diameter: 48 mm
Width: 10 mm

Tooth thickness: 5 mm

Rectangular section: 8 x 5 mm

Inductor Inner diameter: 65 mm

In order to optimize and improve induction heating performances applied to the
workpiece, multiple parameters can be taken into consideration such as material behavior,
process parameters, and geometrical features. As a first step of this study, two important
process parameters were considered while the other ones were kept constant. The selected
parameters and their lower and upper limits are shown in Table 2.

Table 2. Input parameters and their lower and upper limits.

Input Parameters Lower Limit Upper Limit
Frequency (kHz) 10 250
Power (kW) 50 600

Changing these input parameters could highly impact the process results. In order
to evaluate this effect, two important physical quantities such as temporal evolution of
temperature and austenite phase transformation were taken into consideration.

Particularly, a model for each one of these quantities will be constructed. To achieve
this objective, a set of precomputed high-fidelity solutions (called snapshots) are collected
by solving the original full-order model for different values of input parameters using
the commercial finite element software FORGE®. It is worth mentioning that the model
has two symmetry planes and hence only half of the gear tooth was modeled to improve
the computational efficiency. The implemented material properties of C45 were taken
from literature and JmatPro database [16-20]. To simulate heating, FORGE® uses two



coupled solvers. The electromagnetic solver solves Maxwell’s equations and consequently
gives rise to a heating power. The latter is applied to the thermal solver to obtain the
temperature field by solving the heat equation. More details can be found in [21]. Several
FE simulations were carried out according to the LHS design of experiments. Despite
generating a quasirandom sampling distribution, LHS guarantees a good coverage of each
dimension space. According to the LHS, a total of 20 simulations have been generated as
shown in Figure 1. Therefore, it is worth seeing how well the applied nonlinear regression
technique performs with a reduced number of data.
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Figure 1. Latin Hypercube Sampling design of experiments.

As mentioned above, all process parameters except frequency and power were kept
constant during heating. Therefore, process time, which is one of the most important
parameters, was first chosen to be equal to 1 sec for all snapshots, where 1 sec is considered
enough for such a rapid heating process. However, higher values of power and frequency
give rise to higher temperature (more than 1000 °C) which can be reached very fast.
Hence, such process time induces the divergence of the numerical computation even before
reaching the final time step. To alleviate such issue, different process times were considered
in order to reach an acceptable level of temperature.

For this part of the work, the temperature and austenite evolutions were extracted
at 14 specific points representing the main heat-affected zones as shown in Figure 2. A
model for each spatial point was constructed. It is worth mentioning that the skin effect by
induction heating is dependent on the frequency and consequently different thicknesses of
the heated regions will be obtained.

Figure 2. Measurement points (sensors).



2.2. Modeling the Time Evolution of Temperature
2.2.1. Methodology

Based on the set of computed snapshots, collected at some sparse points in the space
domain and for different values of frequency and power, a dimensionality reduction
approach based on POD [13] followed by a machine learning algorithm for regression was
applied in order to create an approximate solution for the temperature field evolution.
However, different data-lengths were obtained by using different process times. First, a
normalization and a uniform discretization with respect to the final process time for each
snapshot were applied in order to transfer all quantities (time, temperature, austenite, etc.)
into the same discretization; however, this method introduced pollution in the regression.
To overcome this issue, all the data was truncated when reaching a constant temperature
and noting that the temperature evolution is monotonic, the role of time and temperature
was inversed. Therefore, the time was modeled as a function of the temperature, where
the maximum value of the latter was kept the same for all the experiments. Basically, a
constant final temperature was chosen exclusively for each measurement point depending
on its position. Despite having a constant final temperature, all the data does not have
the same length; therefore, a uniform discretization was applied to data. Once the new
datasets for time as a function of the temperature are established, the POD-based reduced
order model is applied, followed by a nonlinear regression technique.

As a first step, a POD reduced basis was built, onto which the initial FE solution
was projected and consequently a much lower dimension of the initial problem was
obtained. To achieve this dimensionality reduction, consider the set of the Ns snapshots
(Ns = 20) collected at S measurement points (S = 14), tl’ = ti(F, Pi)i=1,.,Ngj=1,..5 € RN, and
computed by solving the full-order FE model for different values of the input parameters,
where F, P, and N are the frequency, the power, and the number of time-temperature points,
respectively. The snapshot matrix M € RN*Ns for each measurement point is defined such

that M/ = [t/1 té e té\ls}. To obtain the reduced basis, the singular value decomposition
(SVD) is applied to M/ as follows:

M =wyvit forj=1,...,5S 1)

where W € RN*N and Vi € RNs*Ns are orthogonal matrices containing the left and
right singular vectors of M/, respectively. L/ € RN*MNs is a rectangular diagonal matrix
containing the singular values of M’ sorted in a decreasing order. The reduced POD basis,

Bl = (¢}, ¢}, ..., @], is defined as the first R left singular vectors of M/ (i.e., first R columns
of W) corresponding to the R largest singular values. Thus, singular values provide a
quantitative guidance to choose the size of the POD basis. In practice, POD provides an
efficient representation of the snapshot data in a low-dimensional subspace of dimension
R, much lower than N, such that

) R . . o
tgzkzlqb{{a;{izsfu{ forj=1,...,S i=1,...,N; @)

where ¢£ and oc;(l. are called POD modes and POD modal coefficients, respectively. In matrix

form, B/ € RN*R and a] = (B/)T#) where a} € RR. Now, instead of using N; snapshots #/
of dimension N to fit a model to the data, the low-dimensional representation of the initial
snapshots was considered. Then, the reconstruction of the solution was achieved using
Equation (2).

Then, as a second step, the reduced state vectors of the snapshots data, the so-called
POD modal coefficients, were considered and a nonlinear regression method called sparse
Proper Generalized Decomposition (sPGD) [22], based on the separated representation
approach enabling quite rich approximations for high dimensional problems in a low-data



limit [23], was used to fit the low dimensional POD modal coefficients. More details about
sPGD can be found in Appendix A.

2.2.2. Results and Discussion

The POD modes and modal coefficients are computed at each measurement point as
mentioned before. The left singular vectors of the snapshot matrices are truncated to the
two first singular vectors which correspond to the POD modes. This choice is made in
accordance with the singular values decay as shown in Figure 3. As it can be seen, more
than 90% of the variance is retained with two singular values.

It is worth pointing out that only results for points (#1, #5, #7, and #2.2) in reference to
Figure 2 are shown for the sake of clarity.
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Figure 3. Normalized singular values of the thermal field for 4 snapshot matrices.

After computing the modal coefficients, a model for each one of them and for each
measurement point was constructed. It is commonly known that time is inversely pro-
portional to frequency and electric power, as a result, the inverse of the input parameters
were considered when constructing the parametric regression of the modal coefficients.
Besides, the standardization of the input parameters was applied to avoid problems related
to units and different scaled variables, then the datasets were split into training and testing
subsets (75% of data to build the models and 25% to evaluate the prediction accuracy).
Figure 4 shows the real versus the predicted values of modal coefficients for points (#1, #5,
#7, and #2.2) using sPGD regression model. The red points correspond to the data used to
build the model while the blue ones correspond to the data used to evaluate its accuracy.
When points are close to the black line, the model provides a good fit to data. Indeed, the
dispersion of these points with respect to the black line gives a visual indicator of error.
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Figure 4. Real versus predicted response for 4 measurement points.



Figure 5 shows the time evolution of the temperature obtained by the full model and
the sPGD regression model (i.e., using Equation (2) with the predicted values of modal
coefficients as a function of the frequency and power). It can be seen that the real curves
obtained by the full-order FE model (blue curves) and the predicted ones by sPGD model
(dashed red curves) show the same trend and they are almost overlapped for both training
and testing datasets and for the four measurement points as well.
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Figure 5. Comparison of the time evolution of temperature between the reference full model and the
sPGD regression model (with the predicted values of modal coefficients) for 4 measurement points:

simulations #1 and #9 are used to create the regression model and simulations #17 and #20 are used
to check the regression model accuracy.



Additionally, the relative error to measure the prediction accuracy for training and
testing datasets is presented in Table 3, where the computed error is defined as:

n

Error(%) = % Z (tmlax \/Tmux i o /(ftme — tpred)sz> x 100 3)
i=1 true

where n, t{}%%, tire, tpreds T™max Tmin are the number of data points, the maximum value

of time, the real response values, the predicted response values, and the maximum and

minimum values of temperature, respectively. The obtained results prove that the approxi-

mation is quite good.

Table 3. Relative errors of time evolution using sPGD model.

Point #1 Point #5 Point #7 Point #2.2
EI‘I‘OI‘train 2.8% 2.6% 2.1% 1.6%
EI'I'OI'teSt 6.5% 3.4% 4.1% 2.5%

A model to predict the time related to each temperature value in a given interval was
created while keeping a constant final temperature value for all snapshots. The applied
POD enables building a basis with only two modes, and the sPGD model created for
the two POD modal coefficients provides an excellent prediction accuracy and a good
approximate solution is obtained, even with a small amount of data.

2.3. Modeling the Temporal Evolution of Austenite
2.3.1. Methodology

During heating, austenitization consists in transforming the different metallurgical
phases present at low temperature into austenite. The austenite phase provides a better
comprehension of how the system evolves during heating and it will be considered in the
second part of this paper. Several models for the characterization of phase transformation
kinetics can be found in the literature, the Johnson—-Mehl-Avrami (JMA) [24-27] model is
one of the most commonly used models and it is implemented in FORGE® for induction
heating process. However, it is worth pointing out that only data generated by FORGE® is
needed in this work and the knowledge of the models is not required.

Besides, depending on the input parameter changes, austenite phase evolution can be
observed in three different states as shown in Figure 6.
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Figure 6. Three possible states of austenite phase evolution.

As can be seen, the phase transformation starts at time f_Ac1 and the austenitization
is completed at time t_Ac3. These instants are associated with the characteristic temper-
atures Acl and Ac3 which correspond to the start and end transformation temperatures,



respectively. In some cases, due to a short processing time or low values of process param-
eters, austenite phase evolution does not reach a complete austenitization (green curve) or
does not even start its transformation (blue curve). Therefore, a methodology based on
classification followed by regression, to avoid dealing with different shaped curves, was
developed as follows:

First, the snapshots for each measurement point were classified into two classes:

¢ (lass 1: no austenite phase transformation was produced, the austenite phase remains
at zero until the end of the process (blue curve in Figure 6);
®  Class 2: there is an austenite phase transformation; two cases are envisaged:

- 100% of austenite is reached at the final time step (red curve in Figure 6);
- less than 100% of austenite was obtained after heating (green curve in Figure 6).

Then, a constraint was imposed in order to deal only with the data in class 2.

Finally, t_Ac1 and t_Ac3 (if complete austenitization is reached) were collected from
the data in class 2 and the nonlinear regression model sPGD was then applied to build a
model of these two quantities. It is worth pointing out that the inverse of frequency and
power were considered to fit a model to t_Acl and t_Ac3.

2.3.2. Results and Discussion

A standardization of the input parameters was first applied and then the datasets were
divided into training and testing subsets (75% of data was used to build the models and 25%
to evaluate their prediction accuracy). Figure 7 shows the real versus the predicted values
of t_Acl for points (#1, #5, #7 and #2.2) using sPGD regression model and for both training
and testing datasets. It can be noticed that the predicted values are in good agreement with
the real ones, proving the excellent performance of the sPGD regression model.
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Figure 7. Real versus predicted values of t_Ac1 for 4 measurement points.

In order to measure the prediction accuracy, the mean arctangent absolute percentage
error (MAAPE) [28] was applied because of its capacity to deal with zero or close-to-zero



true values, which is the case in this study since {_Ac1 and t_Ac3 evolve between zero and
two seconds. MAAPE is defined when predicting a quantity y as:

>><100

where ytrye is the real response value, y,,.4 is the one predicted by the model, and n is the
total number of data points.

The MAAPE for the training and testing datasets is shown in Table 4. As it can be
noticed, the error is acceptable for all measurement points and does not exceed 6%.

Yirue = Ypred
Ytrue

1 n
MAAPE = - Z arctan( 4)

i=1

Table 4. MAAPE for t_Acl using sSPGD model.

Point #1 Point #5 Point #7 Point #2.2
MAAPE;4in 2.3% 1.5% 2.7% 1.4%
MAAPE st 5.2% 1.5% 5.7% 1.9%

By using the same rationale, Figure 8 shows the real versus the predicted values of
t_Ac3 for points (#1, #5, #7, and #2.2) using sPGD model and for both training and testing
datasets. Again, an excellent approximation for t_Ac3 is observed.
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The MAAPE for the training and testing datasets is shown in Table 5. The obtained
error is acceptable, even if the error of 14.8% is obtained at the tooth tip (measurement

point #7).

Table 5. MAAPE for t_Ac3 using sSPGD model.

Point #1 Point #5 Point #7 Point #2.2
MAAPE;4in 5.0% 2.0% 7.5% 2.3%
MAAPE st 8.8% 5.6% 14.8% 3.7%




In summary, models for t_Acl and t_Ac3 were created. They provide a complete
approximation of the austenite phase transformation history as follows:

* 0% of the austenite phase was obtained for all ¢ < t_Ac1, which means that no phase
transformation was initiated yet;

. 100% of the austenite phase was obtained for all t > t_Ac3, which means that a
complete austenitization was reached;

¢  the austenite phase evolves linearly between 0% and 100% for all t_Acl < t < t_Ac3.

The methodology was successfully applied for 14 sparse measurement points in the
space domain, a good approximation was provided and a quite good performance of sSPGD
was shown as well.

3. Data-Driven and Hybrid Modeling for Hardness during Quenching
3.1. Input Analysis and Data Preprocessing

Consider the gear shown in Figure 2 at the end of the heating. Then, after a short
elapsed time, a powerful quenching applies in order to cool the workpiece and induce its
surface hardening. The workpiece is equipped with several measurement points (sensors),
most of them located on the outer surface of the gear. Therefore, several simulations using
FORGE® software were carried out to generate different datasets during the quenching step
where the input configurations were the final state of heating. The set of the considered
input variables to describe the system, the so-called feature space F, reads:

F = {k t, 00, (0)iciis) | 5)

where k is the simulation step, t is the total time of the quenching process, 6;,;; is the initial
temperature at the quenching stage, (0;) ;|15 are the different temperature values collected
at different times uniformly distributed on the quenching time interval f such that:

Vi € [1;5], 6; :Q(ti _ t;l) ©)

Using these 5 temperatures provides the model with reasonable amount of information
about the temperature history to describe the hardness. Using more temperature values
would make the feature space too large for this low-data setting. Indeed, there is no real
consensus about the optimized size of the feature space, the number /N, with N the
number of data points, is often given but this would need an empirical analysis which is
not the scope of this work. However, in this case, a more precise temperature profile brings
the same information as the five temperatures. There is no need to extract more.

First preliminary predictions using naive models (simple models without optimiza-
tion) showed a lack of accuracy which could be explained by a lack of information to
describe the hardening process with respect to the considered variables. Hence, it was
decided to define new variables from the temperature itself. Therefore, the space and
time gradients of the temperature were chosen to complete the feature space F as they are
expected a significant influence on the material hardening [29]. The temporal temperature
gradient reads

Ot — 0;

_ Oinit = 6i 7
[to — ti] @)

i

where f; = 0.
In order to compute the gradient in space, it was necessary to associate a distance to
ensure the frame indifference of the learned model. The proposed solution considers the
distance to the surface, that is: Vx, d(x, x;) represents the Euclidian distance from a point x



within the gear to its nearest point on the gear surface x;. Therefore, the space gradient of
the temperature field is expressed as follows, if x # xs:

0, x. —6;
D, — Jiis i,x
1,xX d (x, xs) (8)

The available data allows computing that gradient at the measurement point located
in the bulk material, the sensor 2 in Figure 9. At the other measurement points located on
the outer gear surface, the spatial temperature gradient cannot be calculated.

Sensor 2

Figure 9. Location of sensor 2 in the gear.

Therefore, the initial feature space is enriched with the considered temperature gradi-
ents in (7) and (8) at the sensor 2 location, according to:

F= {Ginitr (0:)ic[1;5), (Di,xé)ie[l;S]r (Cidicps), d(x, xz)}r )

where Di,xé is the space gradient at time i of points x, in the neighborhood of x,, point at

which sensor 2 is located on the outer surface, as illustrated in Figure 10.

|:||:I|:| Sensor 2 main point on the outer surface x5

E Sensor 2 neighboring points a:]2 with j € [1,4]

Figure 10. Schematic representation of the sensor 2 (x) and the associated measurement points x/2 in
the gear X.



The next step consists of splitting the data into the training and testing subsets. One
of the most common techniques used in the field of machine learning is the K-Fold Cross
Validation [30] which consists in choosing the best fold to be tested by the regression model.
Nevertheless, since data distribution is not well-balanced, it brings a huge bias in the
results. It can be noticed that the hardness H shows three different trends. These trends are
H < 268,268 < H < 721, and H = 721 as shown in Figure 11.
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Figure 11. Hardness points histogram of the data located in the area of the sensor 2 (Figure 9).

Therefore, it was not possible to apply a K-Fold Cross Validation on these imbalanced
datasets because the model performs very well on the largely represented data but lacks
robustness [31]. In order to have a balanced distribution in the testing dataset, in absence
of considering richer samplings, it was decided to cluster data into three classes with the
K-means algorithm [32] and define a testing dataset in each cluster. Now, each trend of the
distribution is represented in the testing dataset and the performance is no longer biased.

The next step is to select variables in the feature space previously defined. Considering
the low number of data points, it was necessary to reduce the number of input variables [33].
The adopted technique is a statistical method called F-test. Two models are considered, M;
and M, one with a selected variable and a constant and the other one with just a constant.
The F-test analyzes the least square error between M; and Mj to check if it is significant
or not. It leads to the F-score which is basically the significance of a variable according
to the model. Then, the F-score is used to select the features. After the selection, the new
space reads:

Pselected = {einitl DZ,xé' 91/ Dl,xé’ Dorxél Cl/ d(x, X2), 92 }/ (10)

3.2. Modeling the Hardness

The type of regression model was chosen according to the needs of the studied
problem. The complexity of the system excluded simple models such as linear regression.
Then, the lack of data avoided the use of a classical neural network like the multilayer
perceptron. Therefore, the considered model in this work was the gradient boosting
algorithm [14] implemented in the XGBoost library which has recently become one of
the most widely used machine learning techniques [34,35]. Parameters of this model
were optimized using a random search to avoid excessive computation time and the
associated issues [36]. The starting search space was defined arbitrarily with basic and
foolproof hyperparameters.



3.2.1. Data-Driven Model

There are 56 data points registered at sensor 2 and its neighbor measurement points
after the simulations. Therefore, the proposed dataset is small compared to the usual
standards in machine learning. In fact, the more points a dataset has, the more efficient
each training step is. Basically, applying machine learning algorithms to such a complex
system was regarded as a challenge. This is why it was important to proceed with variables
extraction, selection, and optimized hyperparameters search to maximize the performance
of the model.

It is well known that models learned from data are efficient to interpolate but fail
to extrapolate. Therefore, when a testing point is located in a region outside the training
region of the parametric space, the error usually increases. Two points were removed from
the testing dataset since there was no point close to them in the training dataset.

To avoid overfitting, a part of the training dataset was also used as an evaluation set
to stop when reaching a relevant score. Moreover, another stopping criterion was set to
break the loop with a chosen number of iterations [37]. This number was chosen to ensure
the smallest test error.

In order to evaluate the prediction accuracy, Root Mean Squared Error (RMSE) and
Root Mean Squared Percentage Error (RMSPE) were used. They are defined as follows:

1 n
RMSE = E Z (ypred - ]/true)z/ (11)
i=1
RMSPE = \/ E (Zpred ZItre 2 100, (12)
Ytrue

where 1414 and Ypred are the real hardness and the predicted one, respectively.

The advantage of RMSPE compared to RMSE is that it shows a percentage which is
more significant than an arbitrary quantity. Therefore, after fitting the regression model
and testing the dedicated set on it, the results are given in Table 6.

Table 6. Errors of the XGBoost and Random Forest models to compare as a simple baseline to predict
hardness with sensor 2 dataset.

Model XGBoost Random Forest
RMSE;ain 0.264 30.629
RMSEjest 77.319 151.494
RMSPE;;4in 0.08% 8.30%
RMSPEj;est 12.58% 25.42%

It is clear that the model still has trouble generalizing on new data but those results
are still relevant and give perspective to reach a better accuracy using more sampling
points. The predicted data with respect to the real data was illustrated in Figure 12. It
can be noticed that the trend is well described. The visualization of the numerical results
shows that the training dataset was well predicted as it is almost impossible to distinguish
red points (true ones), i.e., they are overlapped with the blue ones. On the other side, the
testing dataset does not have the best results so far, but it would surely be possible to
improve them with more data. Moreover, the fact that the maximal hardness is reached
with a low temperature (6;,;; = [700,750] (°C) for H = 721 (HV)) could lead to question
the considered variables. However, it is common in data science to get a large scope of
different data to make the model learn on a complete profile in order to describe every
behavior. Indeed, it allows to trust the results if someday an uncommon prediction is
required and to avoid extrapolation which makes the prediction harder for a model learnt
on small datasets.
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Figure 12. Comparison between the true and predicted hardness of the sensor 2 dataset: (a) training
dataset with the predicted hardness (blue) over the ground truth (red). (b) testing dataset with the
predicted hardness (yellow) over the ground truth (green). Both with respect to the initial temperature
of the system.

3.2.2. Hybrid Model

The lack of data, due to the high computational costs or the difficulty of collect-
ing experimental data, makes the construction of efficient models difficult. A hybrid
framework [38] could constitute an appealing compromise to ally accuracy and data fru-
gality. Indeed, physical laws represent a valuable knowledge of the system even if in
general reality is a bit more complex. Data should be used to enrich models instead of
replacing them.

It is well known that the austenite ratio before quenching is highly correlated with the
hardness as shown in Figure 13. Hence, the prediction of the austenite ratio at every point
of the gear at the end of the heating (before quenching starts) can be used as a new input
variable, represented by the variable «, to better describe the hardness.
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Figure 13. Regression plot of the austenite ratio with respect to the hardness.

Considering «, the pipeline described in Section 3.1 is used again with a new selection
of variables and model optimization. The new feature space reads:

F= {ginitz 91/ 02/ 93/ 94/ 95/ &, Cl/ C2/ C4/ CS}/ (13)
The knowledge provided by the austenite ratio offers the possibility to avoid the use

of the space temperature gradients that simplifies the data collection. Results are shown in
the Figure 14 and grouped in Table 7.

Table 7. Prediction error of the hardness computed with the XGBoost model, with and without the
austenite ratio as a feature with the global dataset.

Model XGBoost with Austenite XGBoost without Austenite
RMSEirain 1.502 0.668
RMSEjest 7.249 106.229
RMSPE ;ain 0.44% 0.17%
RMSPEjest 1.82% 21.62%
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Figure 14. Comparison between the true and predicted hardness of the global dataset: (a) training
dataset with the predicted hardness (blue) over the ground truth (red). (b) testing dataset with the
predicted hardness (yellow) over the ground truth (green). Both with respect to the initial temperature
of the system.

3.3. Discussion

Predicting hardness at any point after the induction hardening process is an important
gear validation procedure for industrial applications. It was proved in this work that a
gradient-boosted tree-based model with features selection could perform satisfactorily in
complex settings. However, having access to those variables (e.g., temperature gradients)
seems technically a tricky issue and the lack of data combined with the high nonlinearity of
the system suggest the need to introduce existing knowledge into the learning procedure.
Here, the austenite ratio was considered because it could be provided by a validated
reduced model, and it is a variable that exhibits a correlation with the hardness. It has been
proved that the introduction of knowledge, making the model hybrid, is here mandatory
to have performing results. Several questions arise in this discussion—lack of data can be
solved by bringing knowledge, but if there is a lack of knowledge or if it is not available,
a more enduring model is needed. The solution would be persistent with the help of the
fundamental laws of physics and not a well-chosen variable of the system. This would be
the next step of this work to make a more robust and sustainable model.

4. Conclusions

In this paper, the multiphysics parametrized induction hardening process was studied,
and parametric metamodels were developed to predict three physical quantities: tem-
perature and austenite phase evolution during heating and the workpiece hardness after
quenching. First, an approach, based on dimensionality reduction by POD coupled with a
regression technique to fit a model to the POD modal coefficients, was initially proposed to
compute the time evolution as a function of temperature. The approach was successfully
applied for 14 sparse measurement points in the space domain, in which a basis with two
modes was built and consequently two POD modal coefficients were used for creating the
prediction model. A good approximation was provided using the sPGD regression.

Second, a methodology, based on classification combined with the sPGD regression
model, was applied where only data with phase transformation were considered and a
model for start and complete austenitization time instants was created. A good approxi-
mation was provided using sPGD even with a small amount of data. Since these models
were built for some sparse points in the space domain, the solution will be extended to



address the whole space domain using interpolation techniques. In addition, addressing
geometrical parameters, such as the dimension of the workpiece and the inductor, consti-
tutes the next step of this work. Therefore, the same approaches and techniques will be
applied while considering geometrical parameters to be the new inputs for the models.

Finally, as far as the hardness is concerned, the prediction was carried out by using
tree-based gradient boosted data-driven models with two approaches. On the one hand,
a fully data-driven model with the extraction of new variables based on the temperature
profile was used. It is only located in the bulk material because of lack of data but with
encouraging performance. On the other hand, a physic-enhanced model with the austenite
ratio available thanks to a reduced model was used. This one is global, i.e., in all the
gear with great performance. However, more data are required to enhance prediction
accuracy of data-driven model for predicting the hardness. The hybrid modeling could be
improved by enforcing a thermodynamical consistency which is the fact of satisfying the
physical equations.
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Appendix A. Sparse Proper Generalized Decomposition sPGD

sPGD is a nonlinear regression model which provides a quite rich approximation for
multidimensional and parametric problems with a small amount of sparse data. For ease
of explanation, let us consider a parametric problem where the studied Qol lives in R?,
u(P1, P2) where P1 € ()1 and P2 € (), are the considered parameters and u is known for
certain values of P1 and P2. In order to calculate the approximate solution #(P1, P2) of
u(P1, P2), the Galerkin projection is first applied such that:

/ w*(P1,P2)(ii(P1,P2) — u(P1,P2))dP1dP2 = 0 (A1)
01X

where w* is an arbitrary test function. Then, following the Proper Generalized Decomposi-
tion (PGD) rationale, the approximate solution #(P1, P2) = i (P1, P2) is expressed in the
separated form:

N
a™(P1,P2) = Y_ M;(P1).M;(P2) (A2)
i=1

The determination of the precise form of pairs M} (P1).M?(P2) is done by first project-
ing them on a finite element basis, as shown in Equation (A3), and by employing a greedy



algorithm such that the Nth order term is calculated once the approximation up to order
N —1is known

M}(P1) = i NE(P1).ak

k=1 (A3)

MA(P2) = Y NE(P2) B
k=1

where N l-k, ocif, and ,Bf represent the FE shape functions and the degrees of freedom of the
chosen approximation, respectively. The choice of the basis in which each one of the
one-dimensional function was expressed is made based on the studied problem. A choice
ensuring accuracy and avoiding spurious oscillations consists of using interpolants based
on Kriging techniques. It is worth mentioning that the product of the test function w*
times the objective function u(P1, P2) is only evaluated at some points corresponding to
the available sampled data. Since information is just known at sampling points, instead
of using the test function in a finite element context, it is expressed as a set of Dirac delta
distributions collocated at the sampling data (denoted by S) such that:

w*(P1,P2) = i*(P1,P2) i 5(P1,, P2;) (A4)

i=1

By combining the all equations presented above, a nonlinear system of equations is
derived, due to products of terms. The alternate direction scheme is used to linearize the
problem and to solve it.
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