# Anisotropic Structure Of Two-Dimensional Linear Cosserat Elasticity 

Nicolas Auffray, Saad El Ouafa, Giuseppe Rosi, Boris Desmorat

## To cite this version:

Nicolas Auffray, Saad El Ouafa, Giuseppe Rosi, Boris Desmorat. Anisotropic Structure Of TwoDimensional Linear Cosserat Elasticity. Mathematics and Mechanics of Complex Systems, 2022, 10.2140/memocs.2022.10.321 . hal-03287608v2

## HAL Id: hal-03287608 https://hal.science/hal-03287608v2

Submitted on 3 Jan 2022

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# ANISOTROPIC STRUCTURE OF TWO-DIMENSIONAL LINEAR COSSERAT ELASTICITY 

N. AUFFRAY, S. EL OUAFA, G. ROSI, AND B. DESMORAT


#### Abstract

In the present contribution the anisotropic structure of the two-dimensional linear Cosserat elasticity is investigated. The symmetry classes of this model are derived and detailed in a synthetic way. Particular attention is paid to specific features of Cosserat Elasticity which are the sensitivity to non-centrosymmetry as well as to chirality. These aspects are important for the application of this continuum theory to the mechanical modelling of lattices and metamaterials. In order to give a parameterisation to the Cosserat constitutive law, an explicit harmonic decomposition of its constitutive tensors is provided. Finally, using an algorithm introduced in a side paper, a minimal integrity basis, which is the minimal set of polynomial invariants generating the algebra of $\mathrm{O}(2)$-invariant polynomials, is finally reported.


## 1. Introduction

The study and the design of architectured materials often involves the use of an homogenised model that amounts to capture the main effects emerging from a specific mesostructure, without considering all its geometrical details [36, 66]. This approach is mainly interesting at two stages of the study of the architectured material:

Mesostructure design: When designing a mesostructure, it can be interesting to forget the geometry and focus on the resulting properties by defining a homogenised substitution continuum. Once the overall properties determined, an actual mesostructure can be obtained by a deshomogenisation process [36]. This step can be achieved, for instance, by using topological optimisation as detailed, in [3, 20].
Large scale simulation: The numerical simulation of a large structure made of an architectured material is challenging due to the complex mesh imposed by the geometry of constitutive material at mesoscale. This problem can be solved by using a multiscale approach for which, at the structure scale, the architectured material is replaced by an equivalent homogeneous continuum [40, 41]. In the spirit of $\mathrm{FE}^{2}$ method, the local problem can be studied in a second step once the macroscopic fields have been determined. [32].
Despite this strategy being attractive from a theoretical point of view, its practical application imposes to first answer some key questions. The principal one concerns the choice of a specific continuum model for operating this substitution. When the different scales of the problem are well-separated, the problem is solved since, at least, the 1980s and the introduction of the classical theory of two-scale homogenisation [13]. In this case, the substitution medium is a classical Cauchy continuum and there is no specific mesostructural effect emerging at the macroscale. On the contrary, in the absence of scale separation, the presence of the mesostructure plays an important role in the actual behaviour of the material. The substitution continuum model is then no longer of Cauchy type, and its formulation must be generalised. In this framework, Mindlin, among others, made several important contributions the most famous of its being "Elasticity with microstructure" [44]. In this fundamental paper, he proposed to append to the displacement field $\underline{\mathbf{u}}$, a second-order tensor field $\underset{\sim}{\chi}$ that intends to describe the microdeformation of the matter, see also $[22,30]$. This general setting can be restricted by not retaining the full second-order tensor $\chi$ as new Degrees Of Freedom $(D O F)$, but only some of its parts. According to the considered choice different theories can be formulated (cf. [30, 34] for a complete classification). Restricting $\underset{\sim}{\chi}$ to its antisymmetric part amounts to take into account the rigid rotation of the mesostructure in the mechanical formulation. The resulting continuum is known as micropolar model, and is in agreement with the one proposed by the Cosserat brothers [21, 33]. In this work we will refer to this model as Cosserat elasticity.

With the recent interest in metamaterials with exotic dynamical properties, we have seen a vigorous revival of this centuryold classical generalized continuum theory in the last few years. The chiral sensitivity of this theory has motivated numerous

[^0]authors to study the non-standard dynamic coupling occurring in lattice materials within its framework [18, 19, 43]. Following the path opened by promising applications to elastic cloaking, other authors aiming to extend the tools of transformational optic to elasticity have developed the concept of polar materials, whose modelling strategy involved a Cosserat-type continuum [48]. Not restricted to elastic wave propagation, Cosserat effective description has interesting applications in multiple and diverse domains such, for instance: in civil engineering with block masonry modelling [52] or the modelling of granular materials [37], and also in biomechanics to model the behaviour of bones [51, 31]. Another strategy to enrich the Cauchy continuum is to keep the same DOFs but consider the contribution of their higher-order gradients in the mechanical energy. The archetype of such a model is Mindlin's strain-gradient elasticity, a well-known generalised continuum that is of increasing interest for engineering applications $[57,23,17]$. As Cosserat elasticity, Strain-gradient elasticity is also sensitive to chirality and to the lack of centro-symmetry [6].

When considering a generalized continuum theory, it is important to know the mechanical problem that this model can describe. When it comes to modelling lattice materials or metamaterials, the ability of a theory to describe anisotropic mechanical couplings is a crucial issue. According to their tensorial nature some theories can, or cannot, describe physical phenomena that may be of central importance for the situation of interest. This problem has been studied in the literature for the strain gradient elasticity model both in $2 \mathrm{D}[5,6]$ and $3 \mathrm{D}[9,7]$. The results of these studies reveal the interesting extended anisotropic modelling capabilities offered by this model: sensitivity to chirality and to the lack of centro symmetry, appearance of higher order anisotropy classes... To the best of our knowledge, a complete classification has not been provided yet for Cosserat elasticity. This result is important for comparing the Cosserat and Strain-Gradient elasticities and for rationalising their use according to the modelling context. In [61] the problem of symmetry classes of a bidimensional Cosserat continuum is discussed and partial results are provided, while the complete classification is missing. The same result can be found in the references [43, 19] where specific situations are considered but without providing general results. For the complete three-dimensional situation, that will not be discussed in this paper, the main reference is [68]. The results presented in this last reference are themselves incomplete, we will come back to them in a future contribution.

A first objective of this paper is therefore to fill this gap by providing the complete symmetry classification of the linear Cosserat elasticity in two dimensions. The motivation of the bidimensional setting is related to the its strong interest for the overall description of lattice materials $[43,58,19,11]$, especially for investigating their dynamical features. The extension to full 3D will be considered in a future contribution. In addition, we were motivated by the observation that there is some confusion regarding the concepts of chirality and centrosymmetry. This confusion is maintained, it seems to us, by:
(1) the fact that these concepts differ slightly in 2 D and 3 D . The inversion in 2 D is a rotation by $\pi$ (det $\mathbf{i}=1$ ) while in 3 D it is an improper transformation $(\operatorname{det} \mathbf{i}=-1)$;
(2) an ambiguous terminology for designating lattices. For examples the famous hexachiral pattern [53, 2], if chiral in 2D is not chiral in 3D. Another example is the so-called trichiral pattern which generates a tiling that is invariant with respect to a rotation of $\frac{2 \pi}{6}$ contrary to what its name suggests...
A focus on the consequences of the lack of centrosymmetry has been discussed in [42]. For the nonlinear case, these concepts have been studied in [29].

Another major question concerns the transition between a real mesostructure and its actual properties, especially when these are not standard. This is particularly interesting in the aim of synthesising architectured materials with a tailored effect $[35,65]$. The recent advances in topological optimisation could lead to major breakthrough in this field (see [14] in the case of wave propagation). Some recent studies considered the generalization of classical topological homogenisation algorithms to the Cosserat elasticity model $[56,15,16]$. In the perspective of extending approaches involving the use of the topological gradient $[3,49]$ having a fine parameterisation of the anisotropic constitutive law is valuable. For this purpose, we introduce the complete explicit harmonic decomposition of the three constitutive tensors of the model. Further, in order to allow invariant parameterisation of the Cosserat model, we propose for the first time a minimal $\mathrm{O}(2)$-integrity basis. This set of invariant polynomials allows both to identify the constitutive law modulo its orientation, and to express any $\mathrm{O}(2)$-invariant polynomial function. For a complete anisotropic law, this set is fairly large since comprising 325 elements, but its cardinality quickly decreases for higher symmetry classes.

Organisation This article is organised as follows. In Section 2, we introduce the notation that we will use throughout the text. Section 3 is dedicated to a brief introduction to linear Cosserat elasticity in two dimensions. We introduced there the constitutive tensors defining the model. In section 4, the notion of harmonic structure is introduced and applied to the constitutive tensors of Cosserat model. Using results from a side paper, this decomposition allows to determinate the symmetry classes of the theory. This section concludes with some comments on the physical content of this result, particularly
with respect to the modelling of chiral or non-centrosymmetric lattices. In section 5 , the explicit harmonic decompositions of the constitutive tensors of the model are provided. From these elements, minimum integrity bases are produced. Firstly, the one related to the constitutive tensors considered separately will be considered and then, in a second step, the basis of the complete law is provided. The elements constituting this basis are reported in the form of tables.

The proofs of the various results presented in this paper are generally direct applications of theorems and methods that we have introduced in parallel papers. Therefore, for reasons of readability and to focus on the physical consequences of the results, we have decided not to detail the proofs but to cite the associated papers and theorems directly.

## 2. Notation

Throughout this paper, the two-dimensional Euclidean space $\mathcal{E}^{2}$ is equipped with a rectangular Cartesian coordinate system with origin O and an orthonormal basis $\mathcal{B}=\left\{\underline{\mathrm{e}}_{1}, \underline{\mathrm{e}}_{2}\right\}$. Upon the choice of a reference point O and a given basis $\mathcal{B}$, $\mathcal{E}^{2}$ is identified with the vector space $\mathbb{R}^{2}$. As a consequence, points in $\mathcal{E}^{2}$ are designated by their vector positions with respect to O. In the following, $\underline{\underline{x}}=x_{i} \underline{\mathrm{e}}_{i}$, where Einstein summation convention is used, i.e. when an index appears twice in an expression it implies summation of this term over all the values of the index. Below are the specific notations and conventions used in this article.

## Groups:

- $\mathrm{O}(2)$ : the group of invertible transformations of $\mathbb{R}^{2}$ satisfying $\mathbf{g}^{-1}=\mathbf{g}^{T}$, where $\mathbf{g}^{-1}$ and $\mathbf{g}^{T}$ stand for the inverse and the transpose of $\mathbf{g}$. This group is called the orthogonal group [59];
- $\mathrm{SO}(2)$ : the subgroup of $\mathrm{O}(2)$ of elements with determinant 1, called the special orthogonal group;
- $\mathbb{1}$ : the trivial group solely containing the identity.

Let us denote by $\mathbf{r}(\theta)$ the rotation by an angle $\theta$ and by $\boldsymbol{\pi}(\underline{\mathrm{n}})$ the mirror across the line normal to $\underline{\mathrm{n}}$ :

$$
\pi(\underline{\mathrm{n}}):=\underset{\sim}{\mathrm{I}}-2 \underline{\mathrm{n}} \otimes \underline{\mathrm{n}}, \quad\|\underline{\mathrm{n}}\|=1
$$

with $\underset{\sim}{I}$ the second order identity tensor. These transformations are represented in a matrix by

$$
[\mathbf{r}(\theta)]=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)_{\mathcal{B}} \quad \text { with } 0 \leq \theta<2 \pi \quad \text { and } \quad\left[\boldsymbol{\pi}\left(\underline{\mathrm{e}}_{2}\right)\right]=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)_{\mathcal{B}}
$$

As matrix groups, $\mathrm{SO}(2)$ is generated by $\mathbf{r}(\theta)$, while $\mathrm{O}(2)$ is generated by $\mathbf{r}(\theta)$ and $\boldsymbol{\pi}\left(\underline{e}_{2}\right)$.
This collection has to be supplemented with the closed subgroups of $\mathrm{O}(2)$. They are of two types:

- $\mathbb{Z}_{k}(k \geq 2)$ the cyclic group with $k$ elements, generated by $\mathbf{r}(2 \pi / k)$. For $k=1$, we have $\mathbb{Z}_{k}=\mathbb{1}$, and the limit group is $\mathrm{SO}(2)$;
- $\mathbb{D} \frac{\mathrm{n}}{k}(k \geq 2)$ the dihedral group with $2 k$ elements, generated by $\mathbf{r}(2 \pi / k)$ and $\boldsymbol{\pi}(\underline{\mathrm{n}})$. For $k=1$, the group $\mathbb{D}_{1}^{\mathrm{n}}$ will be denoted by $\mathbb{Z}_{2}^{\pi, \underline{n}}$, and the limit group is $\mathrm{O}(2)$.
It has to be noted that, up to conjugacy by an element of $\operatorname{SO}(2)$, any $\mathbb{D} \frac{n}{k}$ is conjugate to $\mathbb{D}_{k}^{\mathrm{e}_{2}}$, and will simply be denoted by $\mathbb{D}_{k}$. Accordingly, $\mathbb{Z}_{2}^{\pi, \mathrm{e}_{2}}$ will simply be denoted $\mathbb{Z}_{2}^{\pi}$.

To conclude, let us introduce the Lie algebra $\mathfrak{s o}(2)$ which is the tangent space to $\mathrm{SO}(2)$ at $\underset{\sim}{\mathrm{I}}$ and which is the vector space of asymmetric matrices on $\mathbb{R}^{2}$. As a matrix Lie algebra, $\mathfrak{s o}(2)$ is further equipped with the matrix commutator.
Actions on tensors and the Levi-Civita pseudo-tensor. We consider the action of $\mathrm{O}(2)$,on the space $\mathbb{T}^{n}$ given by

$$
\forall g \in \mathrm{O}(2), \mathbf{T}^{g}:=g \stackrel{n}{\star} \mathbf{T}=g_{i_{1} j_{1}} g_{i_{2} j_{2}} \ldots g_{i_{n} j_{n}} T_{j_{1} j_{2} \ldots j_{n}} \underline{\mathrm{e}}_{i_{1}} \otimes \ldots \otimes \underline{\mathrm{e}}_{i_{n}}
$$

This action is the tensorial action, sometimes also known as the Rayleigh product. When clear from the context, no mention will be made of the tensor order in the product, in this case the notation $\stackrel{n}{\star}$ simplifies to $\star$.

In two dimensions, the Levi-Civita pseudo-tensor is defined by $\epsilon_{i j}=\left\{\begin{array}{ll}1 & \text { if } i j=12, \\ -1 & \text { if } i j=21, \\ 0 & \text { if } i=j .\end{array}\right.$ and can be identified with $\mathbf{r}\left(-\frac{\pi}{2}\right)$.
The Levi-Civita symbol is called a pseudo-tensor because for the elements $\mathbf{g} \in \mathrm{O}(2), \underset{\sim}{\epsilon} \operatorname{transforms} \operatorname{as} \mathbf{g} \star \underset{\sim}{\epsilon}=(\operatorname{det} \mathbf{g}) \underset{\sim}{\epsilon}$.
Tensor products: Classical notations will be used to denote tensor products:

- $\otimes$ stands for the classical product, and $\otimes^{n}$ indicates its $n$-th power;
- $S^{2}$ denotes its symmetrized version, and $S^{n}$ its extension to product of $n$ elements.


## Tensor spaces:

- $\mathbb{T}^{n}$ is a space of $n$ th-order tensors, possibly satisfying index symmetries;
- $\mathbb{K}^{n}$ is the space of $n$ th-order harmonic tensors (i.e. totally symmetric and traceless tensors), with

$$
\operatorname{dim}\left(\mathbb{K}^{n}\right)= \begin{cases}2 & \text { if } n>0 \\ 1 & \text { if } n \in\{0,-1\}\end{cases}
$$

Among them:
$-\mathbb{K}^{0}$ is the space of scalars;
$-\mathbb{K}^{-1}$ is the space of pseudo-scalars (i.e. scalars which change sign under improper transformations).
Tensors of order $-1,0,1,2,3,4$ are denoted by $\beta, \alpha, \underline{\mathrm{v}}, \underset{\sim}{\mathrm{a}}, \underset{\sim}{\mathcal{A}} \underset{\sim}{\mathrm{B}} \underset{\sim}{\mathrm{B}}$ respectively. General tensors (i.e. with no mention of their order) are denoted using bold fonts, as for instance $\mathbf{T}$. With respect to $\mathcal{B}$, the components of $\mathbf{T} \in \mathbb{T}^{n}$ are denoted as $T_{i_{1} \ldots i_{n}}$.

The simple, double, triple and fourth-order contractions are written $\cdot,:,:,:$, , respectively. Generic $k$ th-order contraction will be indicated by the notation ${ }^{(k)}$. In components with respect to $\mathcal{B}$, for general tensors $\mathbf{A}$ and $\mathbf{B}$, these notations correspond to

$$
\begin{array}{cc}
(\mathbf{A} \cdot \mathbf{B})_{i_{1} \ldots i_{n}}=A_{i_{1} \ldots i_{p} j} B_{j i_{p+1} \ldots i_{n}}, & (\mathbf{A}: \mathbf{B})_{i_{1} \ldots i_{n}}=A_{i_{1} \ldots i_{p} j k} B_{j k i_{p+1} \ldots i_{n}}, \\
(\mathbf{A}: \mathbf{B})_{i_{1} \ldots i_{n}}=A_{i_{1} \ldots i_{p} j k l} B_{j k l i_{p+1} \ldots i_{n}}, & (\mathbf{A}:: \mathbf{B})_{i_{1} \ldots i_{n}}=A_{i_{1} \ldots i_{p} j k l m} B_{j k l m i_{p+1} \ldots i_{n}}
\end{array}
$$

With the chosen summation convention :, $\vdots$ and :: correspond to inner products between second, third and fourth order tensors, respectively:

$$
\underset{\sim}{\mathrm{a}}: \underset{\sim}{\mathrm{b}}=a_{p q} b_{p q}, \quad \underset{\sim}{\mathcal{A}}: \underset{\sim}{\mathcal{B}}=\mathcal{A}_{p q r} \mathcal{B}_{p q r}, \quad \underset{\sim}{\mathrm{~A}}: \underset{\sim}{\mathrm{B}}=A_{p q r s} B_{p q r s}
$$

When needed, index symmetries of both spaces and their elements are expressed as follows: (..) indicates invariance under permutations of the indices in parentheses and... indicates symmetry with respect to permutations of the underlined blocks.

## 3. Cosserat Elasticity

In this section, the fundamentals of the Cosserat model are summarised. For a more detailed presentation, the interested reader is advised to consult the following references [44, 28, 30].
3.1. Degrees of Freedom (DOF). A Cosserat continuum, also known as a micropolar continuum, is a medium in which material points are described as a collection of infinitesimal rigid bodies. Consider $\Omega$ an open and bounded domain of $\mathbb{R}^{2}$, this domain represents the body in its reference configuration. With respect to this configuration, the position of each particle is given by its position vector $\underline{X}$ with respect to $O$. The orientation of the rigid particle is defined by an orthonormal trihedron $\left\{\underline{\mathrm{D}}_{k}\right\}, k=\{1,2\}$. During the transformation of the body, the material point initially located in $\underline{\mathrm{X}}$ moves to another point $\underline{\mathrm{x}}$ of space and its associated trihedron turns (without deformation) into another orthonormal trihedron $\left\{\underline{\mathrm{d}}_{k}\right\}$. Within this picture, the generalized displacement of a material point is described as follows

$$
\underline{\mathrm{u}}:=\underline{\mathrm{x}}-\underline{\mathrm{X}}, \quad \underset{\sim}{\mathrm{R}}:=\underline{\mathrm{d}}_{k} \otimes \underline{\mathrm{D}}_{k}
$$

in which $\underline{u}$ is the linear displacement of a particle initially located at $\underline{X}$, and $\underset{\sim}{R} \in S O(2)$ is the rotation of the particle from its original orientation $\left\{\underline{D}_{k}\right\}$ to the new one $\left\{\underline{d}_{k}\right\}$. In terms of fields, the transformation is parametrised by a vector field $\underline{u}$ and a second-order orthogonal tensor field both over $\Omega$. Hence the DOF of this mechanical theory are

$$
\mathrm{DOF}:=\{\underline{\mathrm{u}}, \underset{\sim}{\mathrm{R}}\} \in \mathbb{R}^{2} \times \mathrm{SO}(2)
$$

The tensor field $\underset{\sim}{R}$ is known as the micro-rotation field. For the following, let us denote by $\theta$ the angle of rotation associated with $\underset{\sim}{R}$, since we are in 2 D , it is not necessary to specify the associated axis of rotation. More precisely, $\underset{\sim}{\mathrm{R}}$ is parameterized as follows in terms of $\theta$

$$
\underset{\sim}{\mathrm{R}}(\theta):=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right) .
$$

Now consider the case where the translations and microrotations are point-wisely infinitesimally small:

$$
\|\underline{\mathrm{u}}\| \ll 1, \quad\|\underline{\mathrm{u}} \otimes \underline{\nabla}\| \ll 1, \quad\|\theta\| \ll 1, \quad\|\theta \otimes \underline{\nabla}\| \ll 1
$$

with $\|\cdot\|$ the norm associated to the dot product. Under this hypothesis the reference and the actual configurations can be associated, $\underline{u}$ is now the infinitesimal linear displacement vector while the infinitesimal rotation can be expressed as

$$
\underset{\sim}{\mathrm{R}} \simeq \underset{\sim}{\mathrm{I}}+\underset{\sim}{\mathrm{w}}
$$

with $\underset{\sim}{\mathrm{w}} \in \mathfrak{s o}(2)$. In the classical formulation of Cosserat elasticity, the second-order skew symmetric tensor is usually substituted with the pseudo-scalar $\theta$ :

$$
\underset{\sim}{\mathrm{w}}=-\theta \underset{\sim}{\epsilon}, \quad \theta=-\frac{1}{2} \underset{\sim}{\epsilon}: \underset{\sim}{\mathrm{w}} .
$$

where $\underset{\sim}{\epsilon}$ is the 2D Levi-Civita pseudo-tensor. Hence the linearised DOF are

$$
\text { DOF }:=\{\underline{\mathrm{u}}, \underset{\sim}{\mathrm{w}}\} \in \mathbb{R}^{2} \times \mathfrak{s o}(2) .
$$

3.2. Strain measures. The Cosserat elasticity is a first gradient theory, as such the set of primary state variables is [33]:

$$
\mathcal{V}:=\{\underline{u}, \underline{u} \otimes \underline{\nabla}, \theta, \underline{\nabla} \theta\} .
$$

Two equivalent sets of strain measures can be found in the literature:

- Classical formulation: as introduced for instance in [30,33] the following measures are used

$$
\underset{\sim}{\mathrm{e}}=\underline{\mathrm{u}} \otimes \underline{\nabla}-\theta \underset{\sim}{\epsilon} \quad ; \quad \underline{\kappa}=\underline{\nabla \theta}, \quad \underset{\sim}{\mathrm{e}, \underline{\kappa})} \in \otimes^{2} \mathbb{R}^{2} \times \mathbb{R}^{2}
$$

where $\underset{\sim}{e}$ is the linear stretch tensor and $\underline{\kappa}$ the linear wryness tensor;

- Micromorphic formulation: using the classical strain $\underset{\sim}{\varepsilon}$ and $\operatorname{spin} \underset{\sim}{\omega}$ tensors, such as $\underline{u} \otimes \underline{\nabla}=\underset{\sim}{\varepsilon}+\underset{\sim}{\omega}$, the following measures can be used as well

$$
\underset{\sim}{\varepsilon} ; \quad \underset{\sim}{\eta}=\underset{\sim}{\omega}-\theta \underset{\sim}{\epsilon} \quad ; \quad \underline{\kappa}=\underline{\nabla \theta} \quad(\underset{\sim}{\varepsilon}, \underset{\sim}{\eta}, \underline{\kappa}) \in S^{2}\left(\mathbb{R}^{2}\right) \times \mathfrak{s o}(2) \times \mathbb{R}^{2}
$$

This last partition follows the one classically used in the micromorphic approach of the elasticity [44], from which Cosserat is a special case. This choice highlights the fact that the kinematic constraint $\underset{\sim}{\eta}=\underset{\sim}{0}$ degenerates the Cosserat model into the Koiter one [60], also know as constrained couple-stress, which is a special case of a strain-gradient continuum.
While in what follows only the first formulation will be considered, the second will, in a way, reappear when studying the harmonic decomposition of the linear constitutive law.
3.3. Constitutive law. By duality we define the stress tensors: $\underset{\sim}{s}$ the asymmetric stress tensor, and $\underline{m}$ the couple-stress tensor. Consequently, $(\underset{\sim}{s}, \underline{m}) \in \otimes^{2} \mathbb{R}^{2} \times \mathbb{R}^{2}$, and the linear constitutive law between the primary and dual state tensors is expressed as:

$$
\binom{\underset{\sim}{\mathrm{s}}}{\underline{\mathrm{~m}}}=\left(\begin{array}{cc}
\underset{\widetilde{\mathrm{A}}}{\tilde{\mathcal{B}}} & \underset{\underline{\mathcal{B}}}{\tilde{\mathrm{~d}}} \\
\underline{\sim}^{T} & \underset{\sim}{\underline{\hat{c}}}
\end{array}\right) .
$$

In the above notation, the symmetry of the coupled constitutive law comes from the assumption that it derives from a potential energy. As the theory is linear, this potential is considered quadratic with respect to the deformation tensors. Let us define the following vector spaces to which the constitutive tensors belong ${ }^{1}$ :

$$
\underset{\sim}{\mathrm{A}} \in \mathbb{C o s}:=\left\{\underset{\sim}{\mathrm{T}} \in S^{2}\left(\otimes^{2} \mathbb{R}^{2}\right) \mid \mathbb{T}_{\underline{i j}} \underline{k l}\right\}, \quad \underset{\sim}{\mathcal{B}} \in \mathbb{C o u}:=\left\{\underset{\sim}{\mathcal{T}} \in \otimes^{3} \mathbb{R}^{2}\right\} \quad \underset{\sim}{\mathrm{d}} \in \mathbb{R o t}:=\left\{\underset{\sim}{\mathrm{T}} \in S^{2}\left(\mathbb{R}^{2}\right)\right\} .
$$

From them, we define the complete vector space of Cosserat elasticity law:

$$
\begin{equation*}
\mathcal{C o s}=\mathbb{C o s} \oplus \mathbb{C o u} \oplus \mathbb{R o t} \tag{1}
\end{equation*}
$$

As such, linear Cosserat elastic continuum is defined by a triplet $\mathcal{C}:=(\underset{\sim}{\mathrm{A}}, \underset{\sim}{\mathcal{B}}, \underset{\sim}{\mathrm{P}}) \in \mathcal{C}$ os. Even in a two-dimensional framework, the full anisotropic law is quite a complex object. A better understanding of its anisotropic properties can be obtained by breaking down each of its constitutive tensors into elementary parts, called harmonic tensors. To the authors' knowledge, this study has not yet been carried out neither for three-dimensional Cosserat elasticity, nor for its two-dimensional version. The associated results are important since the harmonic decomposition of the constitutive tensors encodes:
(1) the symmetry classes of the tensors taken independently, as well as of the complete law $[8]$;
(2) the structure of the integrity basis of each tensor taken independently, as well as of the complete law [63, 25].

The determination of the symmetry classes only requires the determination of the harmonic structure of the constitutive tensors. This point will hence be considered first in the next section. Considering the integrity basis, it is better to further have determined an explicit harmonic decomposition of the constitutive tensors. This aspect will be examined in a second step.

[^1]
## 4. Harmonic structure of constitutive tensors and symmetry classification

4.1. Harmonic structure. When a material is rotated ${ }^{2}$, its physical nature is not affected but, with respect to a fixed reference, tensors associated to the description of its physical properties are transformed. Since constitutive tensors are usually of order greater than 2 , the way they transform is not simple and their different parts transform differently: some components are left fixed while others turn at different speeds. The different mechanisms of transformation of a tensor with respect to an orthogonal transformation are revealed by its harmonic structure. It is known that tensor spaces in $\mathbb{R}^{2}$ are isomorphic to a direct sum of harmonic tensor spaces $\mathbb{K}^{p}[38,8]$. Such a decomposition is interesting since the $\mathrm{O}(2)$-action on $\mathbb{K}^{p}$ is elementary and given by $\rho_{p}[8]$, with for $p \geq 1$ :

$$
\left[\rho_{p}(\mathbf{r}(\theta))\right]:=\left(\begin{array}{cc}
\cos p \theta & -\sin p \theta  \tag{2}\\
\sin p \theta & \cos p \theta
\end{array}\right)_{\mathcal{B}}, \quad\left[\rho_{p}\left(\boldsymbol{\pi}\left(\underline{\mathrm{e}}_{2}\right)\right]\right):=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)_{\mathcal{B}} .
$$

The $\mathrm{O}(2)$-action on $\mathbb{K}^{0}$ is the identity while the $\mathrm{O}(2)$-action on $\mathbb{K}^{-1}$ is given by the determinant of the transformation:

$$
\begin{equation*}
\rho_{0}(\mathbf{g}):=1, \quad \rho_{-1}(\mathbf{g}):=\operatorname{det} \mathbf{g} . \tag{3}
\end{equation*}
$$

The harmonic structure of a tensor space can be determined without making heavy computations by using the Clebsch-Gordan formulas. These formulas indicate how the tensor product of two irreducible spaces decomposes into a direct sum of irreducible spaces. Note that this formula only indicates the structure of the resulting vector space and does not provide an explicit construction of the decomposition. For the determination of the harmonic structure, we use the following result, the proof of which is found in [8].

Lemma 4.1. For every integers $p>0$ and $q>0$, we have the following isotypic decompositions, where the meaningless products are indicated by $\times$ :

| $\otimes$ | $\mathbb{K}^{q}$ | $\mathbb{K}^{0}$ | $\mathbb{K}^{-1}$ |
| :---: | :---: | :---: | :---: |
| $\mathbb{K}^{p}$ | $\begin{cases}\mathbb{K}^{p+q} \oplus \mathbb{K}^{\|p-q\|}, & p \neq q \\ \mathbb{K}^{2 p} \oplus \mathbb{K}^{0} \oplus \mathbb{K}^{-1}, & p=q\end{cases}$ | $\mathbb{K}^{p}$ | $\mathbb{K}^{p}$ |
| $\mathbb{K}^{0}$ | $\mathbb{K}^{q}$ | $\mathbb{K}^{0}$ | $\mathbb{K}^{-1}$ |
| $\mathbb{K}^{-1}$ | $\mathbb{K}^{q}$ | $\mathbb{K}^{-1}$ | $\mathbb{K}^{0}$ |


| $\otimes^{s}$ | $\mathbb{K}^{p}$ | $\mathbb{K}^{0}$ | $\mathbb{K}^{-1}$ |
| :---: | :---: | :---: | :---: |
| $\mathbb{K}^{p}$ | $\mathbb{K}^{2 p} \oplus \mathbb{K}^{0}$ | $\times$ | $\times$ |
| $\mathbb{K}^{0}$ | $\times$ | $\mathbb{K}^{0}$ | $\times$ |
| $\mathbb{K}^{-1}$ | $\times$ | $\times$ | $\mathbb{K}^{0}$ |

The previous lemma can be applied to the different tensor spaces involved in Cosserat elasticity. The first step is to determine the irreducible decomposition of the DOF used in the model, in the two dimensional context we have

$$
(\underline{u}, \theta) \in \mathbb{K}^{1} \times \mathbb{K}^{-1} .
$$

From their definitions, the harmonic structure of the state tensors are easily determined, and from them the harmonic structure of the constitutive tensors. For 2D Cosserat elasticity these results are provided in the following tables:

| State tensor space | Harmonic structure |
| :---: | :---: |
| $\underset{\sim}{\mathrm{e}, \mathrm{s}} \in \otimes^{2} \mathbb{R}^{2}$ | $\mathbb{K}^{2} \oplus \mathbb{K}^{0} \oplus \mathbb{K}^{-1}$ |
| $\underline{\mathrm{~m}}, \underline{\mathrm{k}} \in \mathbb{R}^{2}$ | $\mathbb{K}^{1}$ |


| Constitutive tensor space | Harmonic structure |
| :---: | :---: |
| Cos | $\mathbb{K}^{4} \oplus 2 \mathbb{K}^{2} \oplus 3 \mathbb{K}^{0} \oplus \mathbb{K}^{-1}$ |
| Cou | $\mathbb{K}^{3} \oplus 3 \mathbb{K}^{1}$ |
| $\mathbb{R o t}$ | $\mathbb{K}^{2} \oplus \mathbb{K}^{0}$ |

From the knowledge of the harmonic structure, the next step is to construct an explicit isomorphism that realises the decomposition. It should be noted that as soon as the harmonic structure involves multiple spaces of the same order, the isomorphism is not uniquely defined ${ }^{3}$ [38] and therefore choices have to be made. As can be seen in the previous table, this is the case for $\mathbb{C o s}$ and Cou. However, the determination of the symmetry classes is independent of the explicit harmonic decomposition considered. Let us first examine this question.
4.2. Symmetry classes. In this subsection, we provide the complete set of symmetry classes that can be modelled by bidimensional Cosserat elasticity.

[^2]4.2.1. $\mathrm{O}(2)$-action. Before giving the result we shall give a precise definition of what a symmetry class is. To this end, consider a triplet $\mathcal{C}:=(\underset{\sim}{\mathrm{A}}, \underset{\sim}{\mathcal{B}}, \underset{\sim}{\mathrm{d}}) \in \mathcal{C}$ os. The action of $\mathrm{O}(2)$ on this triplet is given by
$$
\mathrm{g} \star \mathcal{C}=(\mathrm{g} \star \underset{\sim}{\mathrm{~A}}, \mathrm{~g} \star \underset{\sim}{\mathcal{B}}, \mathrm{~g} \star \underset{\sim}{\mathrm{~d}}),
$$

The group of symmetry of a tensor $\mathbf{T}$ is defined as

$$
\mathrm{G}_{\mathbf{T}}=\{\mathbf{g} \in \mathrm{O}(2), \mathbf{g} \star \mathbf{T}=\mathbf{T}\},
$$

The symmetry group of $\mathcal{C}$ os is defined as:

$$
\mathrm{G}_{\mathcal{C}}=\mathrm{G}_{\underset{\sim}{\mathrm{A}}} \cap \mathrm{G}_{\underline{\mathcal{B}}} \cap \mathrm{G}_{\underset{\sim}{\mathrm{d}}},
$$

and its symmetry class is given by

$$
\begin{equation*}
\left[\mathrm{G}_{\mathcal{C}}\right]=\left\{\mathrm{G} \subseteq \mathrm{O}(2) \mid \mathrm{G}=\mathbf{g} \mathrm{G}_{\mathcal{C}} \mathbf{g}^{T}, \mathbf{g} \in \mathrm{O}(2)\right\} \tag{4}
\end{equation*}
$$

This introduces a fundamental distinction between symmetry groups and symmetry classes. In a symmetry group, the orientations of the symmetry elements are specified, whereas this notion is removed when speaking of a symmetry class. Roughly speaking, a symmetry class is a type of symmetry.
4.2.2. Material invariance and tensorial invariance. The previous definitions only concerned the invariance properties of tensors. In practice, these tensors represent the effective physical properties of a material. For the sake of clarity, let us assume that those tensors reflect the effective mechanical behaviour of a RVE (Representative Volume Element). Let us denote by $G_{\mathcal{M}}$ the symmetry group of the RVE. The link between the symmetries of matter (material symmetries) and the symmetries of tensors (physical symmetries) is given by the Curie-Neumann principle [67]:

$$
\mathrm{G}_{\mathcal{M}} \subset \mathrm{G}_{\mathcal{C}},
$$

which means that any operation that leaves the RVE invariant will leave the resulting physical behaviour invariant. However, this is just an inclusion and the effective behaviour may be more symmetrical than the underlying microstructure. A wellknown example of this is the fact that hexagonal material symmetries induce isotropic Cauchy elasticity in 2D (or transverse isotropy in 3D).
4.2.3. Classification. Knowing the harmonic structure of the constitutive tensors, and using the clips operators defined in [8], the symmetry classes of each constitutive tensor space can be obtained:

Theorem 4.2. The spaces $\mathbb{C o s}$, $\mathbb{C o u}$ and $\mathbb{R}$ ot are respectively partitioned into 6,4 and 2 symmetry classes:

$$
\begin{aligned}
\mathfrak{I}(\mathbb{C o s}) & =\left\{\left[\mathbb{Z}_{2}\right],\left[\mathbb{D}_{2}\right],\left[\mathbb{Z}_{4}\right],\left[\mathbb{D}_{4}\right],[\mathrm{SO}(2)],[\mathrm{O}(2)]\right\} . \\
\mathfrak{I}(\mathbb{C o u}) & =\left\{[\mathbb{1}],\left[\mathbb{Z}_{2}^{\pi}\right],\left[\mathbb{D}_{3}\right],[\mathrm{O}(2)]\right\} . \\
\mathfrak{I}(\mathbb{R o t}) & =\left\{\left[\mathbb{D}_{2}\right],[\mathrm{O}(2)]\right\}
\end{aligned}
$$

The proof of Theorem (4.2) is obtained as a direct application of [8, Theorem 2.4]. For practical applications, the matrix forms of the different constitutive tensors are detailed, symmetry class by symmetry class, in Appendix A. By combining these results we obtain the set of symmetry classes of the complete elasticity of Cosserat:
Theorem 4.3. The space $\mathcal{C}$ os is partitioned into 10 symmetry classes:

$$
\mathfrak{I}(\operatorname{Cos})=\left\{[\mathbb{1}],\left[\mathbb{Z}_{2}^{\pi}\right],\left[\mathbb{Z}_{2}\right],\left[\mathbb{D}_{2}\right],\left[\mathbb{Z}_{3}\right],\left[\mathbb{D}_{3}\right],\left[\mathbb{Z}_{4}\right],\left[\mathbb{D}_{4}\right],[\mathrm{SO}(2)],[\mathrm{O}(2)]\right\} .
$$

The global form of the constitutive law can be detailed for each symmetry class, the constitutive laws have the following synthetic form:

$$
\begin{array}{rlll}
\mathcal{L}_{1}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{Z}_{2}} & \mathbf{K}_{1} \\
\mathbf{K}_{1}^{T} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right), & \mathcal{L}_{\mathbb{Z}_{2}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{Z}_{2}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right), & \mathcal{L}_{\mathbb{Z}_{3}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathrm{SO}^{(2)}} & \mathbf{K}_{\mathbb{D}_{3}} \\
\mathbf{K}_{\mathbb{D}_{3}}^{T} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right), & \mathcal{L}_{\mathbb{Z}_{4}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{Z}_{4}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right), \quad \mathcal{L}_{\mathrm{SO}(2)}=\left(\begin{array}{cc}
\mathbf{A}_{\mathrm{SO}(2)} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right) ; \\
\mathcal{L}_{\mathbb{Z}_{2}^{\pi}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{D}_{2}} & \mathbf{K}_{\mathbb{Z}_{2}^{\pi}} \\
\mathbf{K}_{\mathbb{Z}_{2}^{\pi}}^{T} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right), & \mathcal{L}_{\mathbb{D}_{2}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{D}_{2}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right), & \mathcal{L}_{\mathbb{D}_{3}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathrm{O}(2)} & \mathbf{K}_{\mathbb{D}_{3}} \\
\mathbf{K}_{\mathbb{D}_{3}}^{T} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right), & \mathcal{L}_{\mathbb{D}_{4}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{D}_{4}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right), \quad \mathcal{L}_{\mathrm{O}(2)}=\left(\begin{array}{cc}
\mathbf{A}_{\mathrm{O}(2)} & \mathbf{0} \\
\mathbf{0} & \mathbf{H _ { \mathrm { O } ( 2 ) }}
\end{array}\right) .
\end{array}
$$

Using trace formula [8], the following table, which gives the number of independent constitutive coefficients for each symmetry class, can be constructed:

| $\left[\mathbb{G}_{\mathcal{C}}\right]$ | $[\mathbb{1}]$ | $\left[\mathbb{Z}_{2}^{\pi}\right]$ | $\left[\mathbb{Z}_{2}\right]$ | $\left[\mathbb{D}_{2}\right]$ | $\left[\mathbb{Z}_{3}\right]$ | $\left[\mathbb{D}_{3}\right]$ | $\left[\mathbb{Z}_{4}\right]$ | $\left[\mathbb{D}_{4}\right]$ | $[\mathrm{SO}(2)]$ | $[\mathrm{O}(2)]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left[\mathrm{G}_{\mathcal{M}}\right]$ | $[\mathbb{1}]$ | $\left[\mathbb{Z}_{2}^{\pi}\right]$ | $\left[\mathbb{Z}_{2}\right]$ | $\left[\mathbb{D}_{2}\right]$ | $\left[\mathbb{Z}_{3}\right]$ | $\left[\mathbb{D}_{3}\right]$ | $\left[\mathbb{Z}_{4}\right]$ | $\left[\mathbb{D}_{4}\right]$ | $\left[\mathbb{Z}_{k>4}\right]$ | $\left[\mathbb{D}_{k>4}\right]$ |
| $\#_{\text {indep }}(\mathrm{d})$ | $(2)$ | $(2)$ | $\mathbf{2}$ | $(2)$ | $(1)$ | $(1)$ | $(1)$ | $(1)$ | $(1)$ | $\mathbf{1}$ |
| $\#_{\text {indep }}(\tilde{\mathcal{B}})$ | $\mathbf{8}$ | $\mathbf{4}$ | $(0)$ | $(0)$ | $(1)$ | $\mathbf{1}$ | $(0)$ | $(0)$ | $(0)$ | $\mathbf{0}$ |
| $\#_{\text {indep }}(\widetilde{\widetilde{\mathrm{A}}})$ | $(10)$ | $(10)$ | $\mathbf{1 0}$ | $\mathbf{6}$ | $(4)$ | $(3)$ | $\mathbf{6}$ | $\mathbf{4}$ | $\mathbf{4}$ | $\mathbf{3}$ |
| $\#_{\text {indep }}(\mathcal{C})$ | 20 | 16 | 12 | 8 | 6 | 5 | 7 | 5 | 5 | 4 |

In the table above, when the symmetry class of a constitutive tensor coincides with that of $\mathcal{C}$, the dimension is noted in bold. On the contrary, when the symmetry classes differ, the dimension is indicated in parenthesis. For instance, the class [1] is a symmetry class for $\mathcal{C}$ but not for $\underset{\sim}{A}$, whose symmetry class is $\left[\mathbb{Z}_{2}^{\pi}\right]$, as such the number of parameters is indicated in parenthesis.
4.3. Chirality and non-centrosymmetry. If from a mathematical point of view the previous classification is sufficient, it can nevertheless be made more precise by explicitly introducing the notions of chirality and centrosymmetry. These concepts are very important for the intended physical applications and are of growing interest in the metamaterials community. Moreover these concepts are sometimes confused. Non-centrosymmetry and chirality are two different invariance properties.

Definition 4.4. A subgroup of $\mathrm{O}(2)$ will be said to be:

- centrosymmetric (denoted by i) if it contains the inversion $\mathbf{r}(\pi)$, and non-centrosymmetric ( $\overline{\mathbf{i}}$ ) otherwise;
- chiral (noted $\mathbf{c}$ ) if it only contains rotations, and achiral (noted $\overline{\mathbf{c}}$ ) otherwise (i.e. if it contains reflections).
$\mathrm{O}(2)$-closed subgroups can be divided into four subsets according to the nature of their generators. The different situations are reported in the following table:

|  | $\mathbf{i}$ | $\overline{\mathbf{i}}$ |
| :---: | :---: | :---: |
| $\overline{\mathbf{c}}$ | $\mathbb{D}_{2 k}$ | $\mathbb{D}_{2 k+1}$ |
| $\mathbf{c}$ | $\mathbb{Z}_{2 k}$ | $\mathbb{Z}_{2 k+1}$ |

Their implication on constitutive tensors are distinct since, centrosymmetry implies the vanishing of odd-order tensors, while there is no such consequence for chirality which can be modelled by tensors of any order. Basically, the lack of centrosymmetry will result in a coupling between the state tensors associated with displacement and microrotation. For example, in a non-centrosymmetric medium, uniaxial stress will induce both strain and curvature. Other related effects are discussed in [42]. For its part, the absence of mirror symmetry, i.e. chirality, induces a coupling between shear and strain as can be seen in the matrix representations (cf. Appendix A).

The following observations can be made concerning the symmetry classes of Cosserat elasticity:

- Cosserat elasticity is sensitive to chirality, we can observe for example the appearance of hemitropy (ie. SO(2)invariance) in the list of possible symmetry classes. This chiral sensitivity can be read directly from the harmonic structure of $\mathbb{C o s}$ since a $\mathbb{K}^{-1}$ space appears there;
- the complete Cosserat's law, through the coupling tensor $\underset{\sim}{\mathcal{B}}$ is sensitive to the centrosymmetric nature of the medium.
4.4. Comparison with two dimensional linear Strain-Gradient elasticity. The linear strain-gradient elasticity model $[45,46]$ is obtained by extending the set of state tensors by including the strain-gradient tensor $\underset{\sim}{\eta}:=\underset{\sim}{\varepsilon} \otimes \underline{\nabla}$ and its dual quantity, the hyperstress tensor $\underset{\sim}{\tau}$. This construction corresponds to the Mindlin's Type II formulation [46]. Those tensors are elements of $\left(\otimes^{2} \mathbb{R}^{2}\right) \otimes \mathbb{R}^{2}$. The constitutive equations of the model define the stress tensor $\underset{\sim}{\sigma}$ and the hyperstress tensor $\underset{\sim}{\tau}$ as linear functions of the strain tensor $\underset{\sim}{\varepsilon}$ and the strain-gradient tensor $\underset{\sim}{\eta}$. This coupled constitutive law requires tensors belonging to the following spaces:

$$
\underset{\approx}{\mathrm{C}} \in \mathbb{E} \mathrm{la}_{4} \simeq \mathcal{L}^{s}\left(\otimes^{2} \mathbb{R}^{2}, \otimes^{2} \mathbb{R}^{2}\right), \quad \underset{\approx}{\mathrm{M}} \in \mathbb{E} \mathrm{la}_{5} \simeq \mathcal{L}\left(\left(\otimes^{2} \mathbb{R}^{2}\right) \otimes \mathbb{R}^{2}, \otimes^{2} \mathbb{R}^{2}\right), \quad \underset{\approx}{\mathrm{A}} \in \mathbb{E} \mathrm{la}_{6} \simeq \mathcal{L}^{s}\left(\left(\otimes^{2} \mathbb{R}^{2}\right) \otimes \mathbb{R}^{2},\left(\otimes^{2} \mathbb{R}^{2}\right) \otimes \mathbb{R}^{2}\right) .
$$

To be more specific, the constitutive equations read:

$$
\left\{\begin{array}{l}
\underset{\sim}{\sigma}=\underset{\sim}{\mathrm{C}}: \underset{\sim}{\varepsilon}+\underset{\approx}{\mathrm{M}}: \underset{\sim}{\eta}  \tag{5}\\
\underset{\sim}{\tau}=\underset{\sim}{\underset{\sim}{\tau}}{ }^{\top}: \underset{\sim}{\varepsilon}+\underset{\sim}{\mathrm{A}}: \underset{\sim}{\eta}
\end{array}\right.
$$

where

- $\underset{\approx}{\mathrm{C}} \in \mathbb{E} \mathrm{la}_{4}:=\left\{\underset{\sim}{\mathrm{T}} \in \stackrel{4}{\otimes} \mathbb{R}^{2} \mid \underset{\sim}{\mathrm{T}} \in \mathbb{T}_{\underline{(i j)}} \underline{(k l)}\right\}$ is the fourth-order elasticity tensor;
- $\underset{\approx}{\mathbb{M}} \in \mathbb{E} \mathrm{la}_{5}:=\left\{\underset{\widetilde{\approx}}{\mathrm{T}} \in \stackrel{5}{\otimes} \mathbb{R}^{2} \mid \underset{\approx}{\mathrm{T}} \in \mathbb{T}_{(i j)(k l) m}\right\}$ is the fifth-order elasticity tensor;
- $\underset{\approx}{\approx} \in \mathbb{E} \operatorname{la}_{6}:=\left\{\underset{\approx}{\underset{\sim}{T}} \in \stackrel{6}{\otimes} \mathbb{R}^{2} \mid \underset{\approx}{\mathbb{T}} \in \mathbb{T}_{\underline{(i j) k}} \underline{(l m) n}\right\}$ is the sixth-order elasticity tensor.

Let us define $\mathcal{S}$ grd the tensor space of the strain-gradient constitutive tensors as

$$
\begin{equation*}
\text { Sgrd }=\mathbb{E l} \mathrm{la}_{4} \oplus \mathbb{E} \mathrm{la}_{5} \oplus \mathbb{E} \mathrm{la}_{6} \tag{6}
\end{equation*}
$$

A strain-gradient elastic law is defined by a triplet $\mathcal{E}:=(\underset{\approx}{\mathrm{C}}, \underset{\approx}{\mathrm{M}}, \underset{\approx}{\mathrm{A}}) \in \mathcal{S} \operatorname{grd}$. The complete symmetry classification of two dimensional linear Strain-Gradient elasticity has been established in [6]. In this reference we obtained the following result
Theorem 4.5. The space $\mathcal{S}$ ge is partitioned into 14 symmetry classes:

$$
\mathfrak{I}(\mathcal{S g e})=\left\{[\mathbb{1}],\left[\mathbb{Z}_{2}^{\pi}\right],\left[\mathbb{Z}_{2}\right],\left[\mathbb{D}_{2}\right],\left[\mathbb{Z}_{3}\right],\left[\mathbb{D}_{3}\right],\left[\mathbb{Z}_{4}\right],\left[\mathbb{D}_{4}\right],\left[\mathbb{Z}_{5}\right],\left[\mathbb{D}_{5}\right],\left[\mathbb{Z}_{6}\right],\left[\mathbb{D}_{6}\right],[\mathrm{SO}(2)],[\mathrm{O}(2)]\right\}
$$

As a result we obtain 14 non equivalent symmetry classes, which are reported together with their number of independent components in the following table:

| $\left[\mathrm{G}_{\mathcal{C}}\right]$ | [1] | $\left[\mathbb{Z}_{2}^{\pi}\right]$ | $\left[\mathbb{Z}_{2}\right]$ | $\left[\mathbb{D}_{2}\right]$ | $\left[\mathbb{Z}_{3}\right]$ | $\left[\mathbb{D}_{3}\right]$ | $\left[\mathbb{Z}_{4}\right]$ | $\left[\mathbb{D}_{4}\right]$ | $\left[\mathbb{Z}_{5}\right]$ | $\left[\mathbb{D}_{5}\right]$ | $\left[\mathbb{Z}_{6}\right]$ | $\left[\mathbb{D}_{6}\right]$ | [SO(2)] | [O(2)] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [G $\mathrm{M}^{1}$ ] | [1] | $\left[\mathbb{Z}_{2}^{\pi}\right]$ | $\left[\mathbb{Z}_{2}\right]$ | $\left[\mathbb{D}_{2}\right]$ | $\left[\mathbb{Z}_{3}\right]$ | $\left[\mathbb{D}_{3}\right]$ | $\left[\mathbb{Z}_{4}\right]$ | $\left[\mathbb{D}_{4}\right]$ | $\left[\mathbb{Z}_{5}\right]$ | $\left[\mathbb{D}_{5}\right]$ | $\left[\mathbb{Z}_{6}\right]$ | $\left[\mathbb{D}_{6}\right]$ | $\left[\mathbb{Z}_{k>6}\right]$ | $\left[\mathbb{D}_{k>6}\right]$ |
| $\#_{\text {indep }}(\underset{\approx}{A})$ | (21) | (21) | 21 | 12 | (7) | (5) | 9 | 6 | (5) | (4) | 7 | 5 | 5 | 4 |
| $\#_{\text {indep }}(\underset{\sim}{\text { ( }}$ ( $)$ | 18 | 9 | (0) | (0) | 6 | 3 | (0) | (0) | (1) | 1 | (0) | (0) | (0) | 0 |
| $\#_{\text {indep }}(\underset{\sim}{\mathrm{E}})$ | (6) | (6) | 6 | 4 | (2) | (2) | (4) | 4 | (2) | (2) | (2) | (2) | (2) | 2 |
| $\#_{\text {indep }}(\mathcal{E})$ | 45 | 27 | 36 | 16 | 15 | 10 | 13 | 9 | 9 | 7 | 9 | 7 | 7 | 6 |

TABLE 1. The names, the sets of subgroups $\left[\mathrm{G}_{\mathcal{E}}\right]$ and the numbers of independent components $\#$ indep $(\mathcal{E})$ for the 14 symmetry classes of $\mathcal{E}$.

When comparing Cosserat elasticity with Strain-gradient elasticity, the following observations can be made

- Sensitivity to chirality and non centro symmetry: both models are able to describe this feature absent from Cauchy elasticity. But this description involves fewer coefficients using the Cosserat model rather than the full Straingradient model. Another option would be to consider the constrained couple stress model [60] (also called Koiter elasticity) which is a sub-model of the strain gradient elasticity corresponding to a constrained Cosserat model. This model is expected to be the least expensive to take into account the sensitivity to chirality and non centro-symmetry;
- Maximum anisotropic class before isotropy: the maximal anisototropic class before isotropy is $\left[\mathbb{D}_{4}\right]$ with Cosserat and $\left[\mathbb{D}_{6}\right]$ with Strain-gradient elasticity. Thus, the propagation of hexagonal elastic waves as described in $[54,55]$ cannot be modelled in the framework of Cosserat elasticity;
- Acoustical and optical branches: optical branches associated to rotational mode of vibration can only be described within Cosserat elasticity. Midlin strain gradient elasticity is unable to describe optical branches.


## 5. Explicit harmonic Decomposition and Integrity basis

In this section an explicit harmonic decomposition for the tensors of the constitutive law will be determined. From this parameterisation, a complete set of $\mathrm{O}(2)$-polynomial invariants, constituting a minimal integrity basis, will be provided. Before starting, it should be noted that a harmonic decomposition for tensors in $\mathbb{C}$ os can be found in the work of Vanucci et al. [62]. As not provided in a closed form, this decomposition does not correspond to our needs. Moreover, due to the non-uniqueness of the decomposition, its mechanical content is not clear. That is why in the next subsection another construction will be proposed.
5.1. Clebsch-Gordan harmonic decomposition. In the literature, there exist different methods for proceeding the explicit harmonic decomposition of a tensor, we refer to [4] for an overview of these different approaches. Here we will follow the method introduced in the former reference and named Clebsch-Gordan approach. The main idea of the approach, and the main difference from all other methods, is first to decompose not the constitutive tensors but the state tensors on which they act. This first step induces a block structure on the constitutive tensors. These elementary blocks are generally not harmonic, but their harmonic structures are very simple to decompose into irreducible tensors. The combination of these different steps leads to an explicit harmonic decomposition of the constitutive tensors. What is gained over other methods is that we know the explicit role of each harmonic tensor presents in the decomposition of the constitutive operator. This point will be detailed below.

Step 1: To compute the harmonic decomposition of the Cosserat's constitutive tensors, the first step is to write the harmonic decomposition of $\otimes^{2} \mathbb{R}^{2}$.

Proposition 5.1. There exists an $\mathrm{O}(2)$-equivariant isomorphism $\varphi$ between $\otimes^{2} \mathbb{R}^{2}$ and $\mathbb{K}^{2} \oplus \mathbb{K}^{0} \oplus \mathbb{K}^{-1}$ such that

$$
\underset{\sim}{\mathrm{T}}=\underset{\sim}{\mathrm{d}}+\underset{\sim}{\mathrm{s}}+\underset{\sim}{\mathrm{w}}=\underset{\sim}{\mathrm{d}}+{\underset{\sim}{\Phi}}_{\Phi^{\{2,0\}}} \alpha+\underset{\sim}{\Phi^{\{2,-1\}}} \beta=\varphi(\underset{\sim}{\mathrm{d}}, \alpha, \beta)
$$

with $(\underset{\sim}{\mathrm{d}}, \alpha, \beta) \in \mathbb{K}^{2} \times \mathbb{K}^{0} \times \mathbb{K}^{-1}$ and $\underset{\sim}{\Phi}{ }^{\{2,0\}}$ and $\underset{\sim}{\Phi}{ }^{\{2,-1\}}$ are such that

$$
\underset{\sim}{\mathrm{s}}=\Phi_{\sim}^{\{2,0\}} \alpha \quad \text { with } \quad \underset{\sim}{\Phi^{\{2,0\}}}:=\frac{1}{2} \mathrm{I}, \quad \text { and } \underset{\sim}{\mathrm{w}}={\underset{\sim}{\Phi}}^{\{2,-1\}} \beta \text { with } \quad \underset{\sim}{\Phi^{\{2,-1\}}}:=\frac{1}{2} \underset{\sim}{\epsilon} .
$$

Conversely, we have

$$
\alpha=2{\underset{\sim}{\Phi}}^{\{2,0\}}: \underset{\sim}{\mathrm{T}}=\operatorname{tr}(\underset{\sim}{\mathrm{T}}), \text { and } \beta=2 \underset{\sim}{\Phi^{\{2,-1\}}}: \underset{\sim}{\mathrm{T}}=\underset{\sim}{\epsilon}: \underset{\sim}{\mathrm{T}} .
$$

In the former proposition the notation ${\underset{\sim}{~}}^{\{i, j\}}$ indicates an embedding of $\mathbb{K}^{j}$ into $\mathbb{T}^{i}$, the embedding space will be denoted $\mathbb{H}^{i, j} \subset \mathbb{T}^{i}$. From this elementary result, we can introduce the following family of tensors:
with the 3 elementary isotropic tensors:

$$
\begin{equation*}
\left(\underset{\approx_{1}}{\mathrm{I}^{(4)}}\right)_{i j k l}=\delta_{i j} \delta_{k l},\left(\underset{\approx_{2}}{\mathrm{I}_{2}^{(4)}}\right)_{i j k l}=\delta_{i k} \delta_{j l},\left(\underset{{\underset{\sim}{3}}_{3}^{(4)}}{\mathrm{I}^{(4)}}\right)_{i j l}=\delta_{i l} \delta_{j k} . \tag{8}
\end{equation*}
$$

The following table ${ }^{4}$ can be constructed showing that $\left(\underset{\sim}{\mathrm{P}}{ }^{(2)}, \underset{\sim}{\mathrm{P}^{(0)}}, \underset{\approx}{\mathrm{P}^{(-1)}}\right)$ is a set of orthogonal projectors:

| : | $\underset{\sim}{\mathrm{P}}{ }^{(2)}$ | $\underset{\sim}{\mathrm{P}}{ }^{(0)}$ | ${\underset{\sim}{\mathrm{P}}}^{(-1)}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{P}^{(2)}$ | $\mathrm{P}^{(2)}$ | 0 | 0 |
| $\approx$ | $\approx$ | $\approx$ | $\approx$ |
| $\mathrm{P}^{(0)}$ | 0 | $\mathrm{P}^{(0)}$ | 0 |
| $\approx$ | $\approx$ | $\approx$ |  |
| $\mathrm{P}^{(-1)}$ | 0 | 0 | $\mathrm{P}^{(-1)}$ |
| $\approx$ | $\approx$ | $\approx$ | $\approx$ |

To be more explicit, the projector $\underset{\sim}{\mathrm{P}^{(j)}}$ is a projection from $\mathbb{T}^{2}$ onto $\mathbb{H}^{2, j}$. In the present context $\left(\underset{\sim}{\mathrm{P}}{ }^{(2)},{\underset{\sim}{\mathrm{P}}}^{(0)},{\underset{\sim}{\mathrm{P}}}^{(-1)}\right)$ are, respectively, the deviatoric, spheric and hemitropic projectors.

Remark 5.2. This decomposition implies the following partition of the state tensors

$$
(\underset{\sim}{e}, \underline{\kappa}) \in\left(\otimes^{2} \mathbb{R}^{2}\right) \oplus \mathbb{R}^{2} \rightarrow\left(\underset{\sim}{\mathrm{e}^{(2)}},{\underset{\sim}{e}}^{(0)},{\underset{\sim}{e}}^{(-1)}, \underline{\kappa}\right) \in \mathbb{K}^{2} \oplus \mathbb{K}^{0} \oplus \mathbb{K}^{-1} \oplus \mathbb{K}^{1}
$$

in which $\underset{\sim}{\mathrm{e}^{(j)}}=\underset{\sim}{\mathrm{P}}{ }^{(j)}: \underset{\sim}{\mathrm{e}}$ belongs to $\mathbb{H}^{2, j}$. It can be observed that $\underset{\sim}{\varepsilon} \simeq\left(\underset{\sim}{\mathrm{e}^{(2)}},{\underset{\sim}{e}}^{(0)}\right)$ and $\underset{\sim}{\eta} \simeq{\underset{\sim}{e}}^{\mathrm{e}^{(-1)}}$. In other words, the harmonic decomposition of the classical state tensors coincides with the micromorphic type partition proposed by Mindlin.

[^3]The harmonic decomposition of the state tensors implies the following block decomposition ${ }^{5}$ for the constitutive operator:

The blue blocks are associated to the Cosserat asymmetric elasticity, while the red ones are associated to the micro-rotation elasticity. The violet blocks are responsible for the coupling between those two mechanisms. In other terms,

From this result, and applying the procedure detailed in [4], Clesbch-Gordan Harmonic Decompositions are obtained for the constitutive tensors of $\mathcal{C}$ os.
Proposition 5.3. The tensor $\underset{\approx}{\mathrm{A}} \in \mathbb{C o s}$ admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors $\left({\underset{\sim}{\mathrm{P}}}^{(2)},{\underset{\sim}{\mathrm{P}}}^{\widetilde{(0)}}, \mathrm{P}_{\approx}^{(-1)}\right)$ :

$$
\begin{aligned}
& +2 \alpha^{(0)}{\underset{\sim}{P}}^{(0)}+2 \alpha^{(-1)}{\underset{\sim}{P}}^{(-1)}+4 \beta^{(0,-1)}\left({\underset{\sim}{\Phi}}^{\Phi 2,0\}} \otimes{\underset{\sim}{\Phi}}^{\{-1,2\}}+{\underset{\sim}{~}}^{\{2,-1\}} \otimes{\underset{\sim}{\Phi}}^{\{2,0\}}\right)
\end{aligned}
$$

in which $\left(\underset{\sim}{\mathrm{H}^{(2)}}, \stackrel{\mathrm{h}^{(2,0)}}{\sim}, \underset{\sim}{\mathrm{h}^{(2,-1)}}, \alpha^{(2)}, \alpha^{(0)}, \alpha^{(-1)}, \beta^{(0,-1)}\right)$ are elements of $\mathbb{K}^{4} \times\left(\mathbb{K}^{2}\right)^{2} \times\left(\mathbb{K}^{0}\right)^{3} \times \mathbb{K}^{-1}$ defined from $\underset{\sim}{\mathrm{A}}$ as follows:

| $\mathbb{K}^{-1}$ | $\mathbb{K}^{0}$ | $\mathbb{K}^{2}$ | $\mathbb{K}^{4}$ |
| :---: | :---: | :---: | :---: |
| $\beta^{(0,-1)}={\underset{\sim}{\Phi}}^{\{2,0\}}: \underset{\sim}{\mathrm{A}}:{\underset{\sim}{\Phi}}^{\text {(2,-1\}}}$ | $\begin{aligned} & \alpha^{(-1)}=\frac{1}{2}{\underset{\widetilde{P}}{ }}_{(-1)}^{\widetilde{\sim}}:: \underset{\approx}{\mathrm{A}} \\ & \alpha^{(0)}=\frac{1}{\mathrm{P}^{(0)}}:: \underset{\approx}{\mathrm{A}} \\ & \alpha^{(2)}={\underset{\approx}{\mathrm{A}}}^{(2,2)}::{\underset{\sim}{\mathrm{P}}}^{(2)} \end{aligned}$ | ${\underset{\sim}{\mathrm{h}}}^{(2,-1)}=\underset{\sim}{\mathrm{P}}(2): \underset{\sim}{\mathrm{A}}:{\underset{\sim}{\Phi}}^{\{2,-1\}}$ $\underset{\sim}{\mathrm{h}^{(2,0)}}=\underset{\sim}{\mathrm{P}}(2): \underset{\sim}{\mathrm{A}}:{\underset{\sim}{\Phi}}^{\{2,0\}}$ | ${\underset{\approx}{\mathrm{H}}}^{(2)}=\underset{\approx}{\mathrm{A}}{ }^{(2,2)}-\frac{\alpha^{(2)}}{2} \underset{\approx}{\underset{\sim}{P}}{ }^{(2)}$ |

where $\underset{\approx}{\mathrm{A}^{(2,2)}}=\underset{\approx}{\mathrm{P}}{ }^{(2)}: \underset{\approx}{\mathrm{A}}: \underset{\approx}{\mathrm{P}^{(2)}}$.
In the above harmonic decomposition, the notation $\mathbf{H}^{(i, j)}$ indicates a harmonic stiffness tensors that will take a harmonic strain tensor of type $\mathbb{K}^{j}$ to produce a stress tensor of type $\mathbb{K}^{i}$. For instance, the deviatoric tensor ${\underset{\sim}{2}}^{(2,0)}$ is responsible for generating a deviatoric stress from a spheric strain. When $j=i$ the notation $\mathbf{H}^{(i, j)}$ is simplified to $\mathbf{H}^{(\tilde{i})}$. A schematic location of the different terms of the harmonic decomposition is provided in the following matrix-type representation ${ }^{6}$ :

$$
\left[\begin{array}{ccc}
{\left[\mathbb{K}^{4} \oplus \mathbb{K}^{0}\right]} & {\left[\mathbb{K}^{2}\right]} & {\left[\mathbb{K}^{2}\right]} \\
& {\left[\mathbb{K}^{0}\right]} & {\left[\mathbb{K}^{-1}\right]} \\
& & {\left[\mathbb{K}^{0}\right]}
\end{array}\right]=\left[\begin{array}{ccc}
\left.\stackrel{(H}{(2)}^{(2)}, \alpha^{(2)}\right) & {\underset{\sim}{n}}^{(2,0)} & \underset{\alpha^{(2,-1)}}{\tilde{\beta}^{(0,-1)}} \\
& & \alpha^{(-1)}
\end{array}\right]
$$

Remark 5.4. In the isotropic case we directly obtain the following parameterisation

$$
\underset{\approx}{\mathrm{A}}=\frac{\alpha^{(2)}}{2}{\underset{\approx}{\mathrm{P}}}^{(2)}+2 \alpha^{(0)}{\underset{\approx}{\mathrm{P}}}^{(0)}+2 \alpha^{(-1)}{\underset{\approx}{\mathrm{P}}}^{(-1)}
$$

which corresponds to the extension of the classical (K, G) parameterisation of the isotropic elasticity ${ }^{7}$. This parameterisation differs from the one generally used in the literature [30] which reads

$$
\underset{\approx}{\mathrm{A}}=\lambda \underset{\approx_{1}}{\lambda \mathrm{I}_{1}^{(4)}}+(\mu+\kappa) \underset{{\underset{\sim}{2}}_{2}^{(4)}}{\mathrm{I}_{2}^{(4)}}+\mu{\underset{\approx}{3}}_{\mathrm{I}}^{(4)}
$$

As an extension of the ( $\mathrm{K}, \mathrm{G}$ ) parameterisation, an interest of the proposed system is that the eigenvalues of the matrix representation are directly $\left(\frac{\alpha^{(2)}}{2}, 2 \alpha^{(0)}, 2 \alpha^{(-1)}\right)$.

[^4]Proposition 5.5. The tensor $\underset{\sim}{\mathcal{B}} \in \mathbb{C}$. $\operatorname{admits}$ the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors $\left({\underset{\approx}{\mathrm{P}}}^{(2)},{\underset{\approx}{\mathrm{P}}}^{\widetilde{(0)}}, \underset{\approx}{\mathrm{P}^{(-1)}}\right)$ :

$$
\underset{\sim}{\mathcal{B}}={\underset{\sim}{\mathcal{H}}}^{(2,1)}+{\underset{\sim}{\mathrm{P}}}^{(2)} \cdot \underline{\mathrm{v}}^{(2,1)}+2 \underset{\sim}{\Phi}{ }^{\{2,0\}} \otimes \underline{\mathrm{v}}^{(0,1)}+2{\underset{\sim}{\Phi}}^{\{2,-1\}} \otimes \underline{\mathrm{v}}^{(-1,1)}
$$

in which $\left({\underset{\sim}{\mathcal{H}}}^{(2,1)}, \underline{\mathrm{v}}^{(2,1)}, \underline{\mathrm{v}}^{(0,1)}, \underline{\mathrm{v}}^{(-1,1)}\right)$ are elements of $\mathbb{K}^{3} \times\left(\mathbb{K}^{1}\right)^{3}$. Those elements are defined from $\underset{\sim}{\mathcal{B}}$ as follows:

The schematic location of the terms of the harmonic decomposition is provided in the following matrix-type representation:

$$
\left[\begin{array}{c}
{\left[\mathbb{K}^{3} \oplus \mathbb{K}^{1}\right]} \\
{\left[\mathbb{K}^{1}\right]} \\
{\left[\mathbb{K}^{1}\right]}
\end{array}\right]=\left[\begin{array}{c}
\stackrel{\mathcal{H}}{ }_{(2,1)}^{\left.\simeq^{( }, \underline{\mathrm{v}}^{(2,1)}\right)} \\
\underline{\mathrm{v}}^{(0,1)} \\
\underline{\mathrm{v}}^{(-1,1)}
\end{array}\right]
$$

Even if trivial, these results have to be completed by the harmonic decomposition of $\underset{\sim}{d}$ :

Proposition 5.6. The tensor $\underset{\sim}{d} \in \mathbb{R}$ ot admits the uniquely defined Clebsch-Gordan Harmonic Decomposition

$$
\underset{\sim}{\mathrm{d}}={\underset{\sim}{\mathrm{h}}}^{(1)}+{\underset{\sim}{\Phi}}^{\{2,0\}} \alpha^{(1)}
$$

in which $\left(\underset{\sim}{\left(\mathrm{h}^{(1)}\right.}, \alpha^{(1)}\right)$ are elements of $\mathbb{K}^{2} \times \mathbb{K}^{0}$.

At the end, we have the following harmonic parameterisation for the two-dimensional linear Cosserat elasticity. There exists a $\mathrm{O}(2)$-equivariant isomorphism $\varphi$ between $\mathcal{C}$ os and $\mathbb{K}^{-1} \oplus 4 \mathbb{K}^{0} \oplus 3 \mathbb{K}^{1} \oplus 3 \mathbb{K}^{2} \oplus \mathbb{K}^{3} \oplus \mathbb{K}^{4}$ such that

$$
\mathcal{C}=(\underset{\sim}{\mathrm{A}}, \underset{\sim}{\mathcal{B}}, \underset{\sim}{\mathrm{~d}})=\varphi\left(\beta^{(0,-1)}, \alpha^{(-1)}, \alpha^{(0)}, \alpha^{(1)}, \alpha^{(2)}, \underline{\mathrm{v}}^{(-1,1)}, \underline{\mathrm{v}}^{(0,1)}, \underline{\mathrm{v}}^{(2,1)},{\underset{\sim}{h}}^{(1)},{\underset{\sim}{\mathrm{h}}}^{(2,0)},{\underset{\sim}{\mathrm{h}}}^{(2,-1)},{\underset{\sim}{\mathcal{H}}}^{(2,1)},{\underset{\sim}{\mathrm{H}}}^{(2)}\right)
$$

5.2. Application to the parameterisation of effective behaviour of lattice materials. In the literature devoted to lattice materials, numerous publications investigate the properties of so-called chiral lattices. We will briefly discuss a family of lattices comprising a trichiral ${ }^{8}$ and a hexachiral lattice. The family considered also contains their achiral versions, which are the trigonal and hexagonal lattices.

[^5]

Figure 1. Lattices with different invariance properties

Some properties of these lattices, together with references concerning their homogenised properties, are reported in the table below:

| Pattern | Name | Point group | Wallpaper group | Homogenisation |
| :---: | :---: | :---: | :---: | :---: |
|  | hexagonal | $\mathbb{D}_{6}$ | p 6 m | $\bullet$Cauchy : $[26] ;$ <br> $\bullet$ Strain-gradient : $[55]$, <br> $\bullet$ Cosserat : $[50]$ |

Members of this family are of the same type but differ with respect to their centrosymmetric or chiral properties as indicated in the following diagram.


This family is interesting because for Cauchy elasticity, all its members produce an effective isotropic behaviour, but when considering Cosserat elasticity, they produce different anisotropic ones.

In the view of the Cosserat continuum, the mechanical behaviour of these lattices can be considered as degenerated cases of the symmetry class $\left[\mathbb{Z}_{3}\right]$ :

The different degeneracies are shown in the following diagram:

5.3. Integrity basis. In this last subsection a complete set of $\mathrm{O}(2)$-invariant polynomials of Cosserat dimensional elasticity is provided. Such a set, which is usually known as an integrity basis [64, 63, 25], is interesting for applications since their elements:

- Separate the $O(2)$-orbits. The invariants of the integrity basis take the same value if evaluated on two sets of constitutive tensors that just differ up to an isometry, and take different values if not;
- Generate the algebra of $O(2)$-invariant polynomials. Any $O(2)$-polynomial function can be written as a polynomial in the elements of the integrity basis.
Strictly speaking, the nature of this basis (number and order of elements) is independent of a specific explicit harmonic decomposition. However, the knowledge of such a decomposition gives a physical content to its elements. Concerning the Cosserat elasticity, the state of the art is as follows:
- the minimal integrity basis for $\operatorname{Inv}(\mathbb{R o t}, \mathrm{O}(2))$ is known and constituted of two quantities $\alpha^{(1)}$ and $\underset{\sim}{{\underset{\sim}{n}}^{(1)}}: \underset{\sim}{h^{(1)}}$;
- the minimum integrity bases for $\mathbb{C o u}$ and $\mathbb{C o s}$ is a non-trivial result. They have been determined using an algorithm introduced in [25], we refer to this contribution for the details of the method. We have the following results:
Theorem 5.7. A minimal integrity basis for $\operatorname{Inv}(\mathbb{C o u}, \mathrm{O}(2))$ consists in the 17 invariants provided in table 2.
Theorem 5.8. A minimal integrity basis for $\operatorname{Inv}(\mathbb{C o s}, \mathrm{O}(2))$ ) consists in the 15 invariants provided in table 2.
The definition of invariants of $\underset{\approx}{\mathrm{A}} \in \mathcal{C}$ os in table 2 involves a non-standard tensorial operation called the generalized cross product [25]. For two totally symmetric tensors $\mathbf{S}_{1} \in \mathbb{S}^{n_{1}}$ and $\mathbf{S}_{2} \in \mathbb{S}^{n_{2}}$ the generalized cross product is defined as

$$
\begin{equation*}
\left(\mathbf{S}_{1} \times \mathbf{S}_{2}\right):=-\left(\mathbf{S}_{1} \cdot \underset{\sim}{\epsilon} \cdot \mathbf{S}_{2}\right)^{s} \in \mathbb{S}^{n_{1}+n_{2}-2}\left(\mathbb{R}^{2}\right) \tag{9}
\end{equation*}
$$

TABLE 2. Isotropic invariants of $\mathbb{C o u}(\mathrm{left})$ with $\left(\mathrm{v}_{1}, \mathrm{v}_{2}, \mathrm{v}_{3}, \mathcal{H}\right):=\left(\underline{\mathrm{v}}^{(-1)}, \underline{\mathrm{v}}^{(0)}, \underline{\mathrm{v}}^{(2)},{\underset{\sim}{\mathcal{H}}}^{(2,1)}\right)$ and $\operatorname{Cos}($ right $)$ with $\left(\xi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \mathrm{~h}_{1}, \mathrm{~h}_{2}, \mathrm{H}\right):=\left(\beta^{(0,-1)}, \alpha^{(-1)}, \alpha^{(0)}, \alpha^{(2)},{\underset{\sim}{\mathrm{h}}}^{(2,0)},{\underset{\sim}{\mathrm{h}}}^{(2,-1)}, \underset{\sim}{\sim}{\underset{\sim}{(2)}}^{(2)}\right)$

| $\#$ | degree | Formula |
| :---: | :---: | :--- |
| 1 | 2 | $\mathrm{v}_{1} \cdot \mathrm{v}_{1}$ |
| 2 | 2 | $\mathrm{v}_{2} \cdot \mathrm{v}_{2}$ |
| 3 | 2 | $\mathrm{v}_{3} \cdot \mathrm{v}_{3}$ |
| 4 | 2 | $\mathcal{H} \vdots \mathcal{H}$ |
| 5 | 2 | $\mathrm{v}_{1} \cdot \mathrm{v}_{2}$ |
| 6 | 2 | $\mathrm{v}_{1} \cdot \mathrm{v}_{3}$ |
| 7 | 2 | $\mathrm{v}_{2} \cdot \mathrm{v}_{3}$ |
| 8 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 9 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 10 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 11 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 12 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 13 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 14 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 15 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 16 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 17 | 4 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |


| $\#$ | degree | Formula |
| :---: | :---: | :--- |
| 1 | 1 | $\alpha_{1}$ |
| 2 | 1 | $\alpha_{2}$ |
| 3 | 1 | $\alpha_{3}$ |
| 4 | 2 | $\xi^{2}$ |
| 5 | 2 | $\mathrm{~h}_{1}: \mathrm{h}_{1}$ |
| 6 | 2 | $\mathrm{~h}_{2}: \mathrm{h}_{2}$ |
| 7 | 2 | $\mathrm{H}:: \mathrm{H}$ |
| 8 | 2 | $\mathrm{~h}_{1}: \mathrm{h}_{2}$ |
| 9 | 3 | $\mathrm{~h}_{1}: \mathrm{H}: \mathrm{h}_{1}$ |
| 10 | 3 | $\mathrm{~h}_{2}: \mathrm{H}: \mathrm{h}_{2}$ |
| 11 | 3 | $\mathrm{~h}_{1}: \mathrm{H}: \mathrm{h}_{2}$ |
| 12 | 3 | $\xi\left(\mathrm{~h}_{1}:\left(\underset{\sim}{\mathrm{I}} \times \mathrm{h}_{2}\right)\right)$ |
| 13 | 4 | $\xi\left(\mathrm{~h}_{2}: \mathrm{H}:\left(\underset{\sim}{\mathrm{I}} \times \mathrm{h}_{2}\right)\right)$ |
| 14 | 4 | $\xi\left(\mathrm{~h}_{1}: \mathrm{H}:\left(\underset{\mathrm{I}}{\mathrm{I}} \times \mathrm{h}_{1}\right)\right)$ |
| 15 | 4 | $\xi\left(\mathrm{~h}_{2}: \mathrm{H}:\left(\underset{\sim}{\mathrm{I}} \times \mathrm{h}_{1}\right)\right)$ |

It remains to determine the integrity basis for the full law. The harmonic decomposition of the constitutive tensors $(\underset{\sim}{\mathrm{A}}, \underset{\sim}{\mathcal{B}}, \mathrm{d})$, with respect to $\mathrm{O}(2)$ writes as

$$
\mathbb{K}^{4} \oplus \mathbb{K}^{3} \oplus 3 \mathbb{K}^{2} \oplus 3 \mathbb{K}^{1} \oplus 4 \mathbb{K}^{0} \oplus \mathbb{K}^{-1}
$$

Using the algorithm detailed in [25], the following result is obtained:
Theorem 5.9. A minimal integrity basis for the $\mathrm{O}(2)$-invariant algebra for the triplet $(\underset{\sim}{\sim} \underset{\sim}{\mathrm{A}}, \underset{\sim}{\mathcal{B}}, \underset{\sim}{\mathrm{d}}) \in \mathcal{C}$ os consists in the 325 invariants of Tables 3, 4 and 5.

Remark 5.10. Although this is a fairly large set of invariants, it should be borne in mind that this set is valid for tensors that may be completely anisotropic. If integrity bases are considered for tensors that are, at least, say orthotropic, this number of basic invariants will decrease drastically.

## 6. Conclusion

In this paper, different aspects of the 2D Cosserat anisotropic linear elasticity continuum have been investigated. Using results developed in previous contributions [8, 4, 25] we obtained the following original results:

- the symmetry classes of the model and the way to combined elementary matrices in each case.
- the harmonic decompositions of the three constitutive tensors of the model;
- the integrity basis of the full coupled law.

If, concerning the symmetry classes, the obtained result was partially known, the two other results are, up to authors' knowledge, new. In addition, we compared the anisotropic modelling capability of two-dimensional linear Cosserat elasticity with that of strain-gradient elasticity, which is another well-known generalised continuum. These models seem closed and sometimes the reason for choosing one model over another is a matter of personal taste. We believe that our results can provide some clues to rationalise this choice. We believe that this different results may find interesting applications for the optimal design of architectured materials, synthesis problems for granular materials etc. It should be noted that these different results can be extended to the 3D context. The study of this extension will be the subject of a future contribution.
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Appendix A. Matrix form

## A.1. Tensor $\underset{\sim}{\text { A. }}$

$$
[\underset{\approx}{\hat{\mathrm{A}}}]_{\mathbb{Z}_{2}}=\left(\begin{array}{cccc}
A_{1111} & A_{1122} & A_{1112} & A_{1121} \\
& A_{2222} & A_{2212} & A_{2221} \\
& & A_{1212} & A_{1221} \\
& & & A_{2121}
\end{array}\right),[\underset{\approx}{\hat{\mathrm{A}}}]_{\mathbb{D}_{2}}=\left(\begin{array}{cccc}
A_{1111} & A_{1122} & 0 & 0 \\
& A_{2222} & 0 & 0 \\
& & A_{1212} & A_{1221} \\
& & & A_{2121}
\end{array}\right)
$$

$$
\begin{aligned}
& {[\stackrel{\hat{\mathrm{A}}}{\approx}]_{\mathbb{Z}_{4}}=\left(\begin{array}{cccc}
A_{1111} & A_{1122} & A_{1112} & A_{1121} \\
& A_{1111} & -A_{1121} & -A_{1112} \\
& & A_{1212} & A_{1221} \\
& & A_{1212}
\end{array}\right),\left[\begin{array}{c}
\hat{\mathrm{A}} \\
\\
\end{array}\right]_{\mathbb{D}_{4}}=\left(\begin{array}{cccc}
A_{1111} & A_{1122} & 0 & 0 \\
& A_{1111} & 0 & 0 \\
& & A_{1212} & A_{1221} \\
& & A_{1212}
\end{array}\right)}
\end{aligned}
$$

A.2. Tensor $\underset{\sim}{\mathcal{B}}$.

$$
[\underline{\mathcal{B}}]_{\mathbb{1}}=\left(\begin{array}{ll}
B_{111} & B_{112} \\
B_{221} & B_{222} \\
B_{121} & B_{122} \\
B_{211} & B_{212}
\end{array}\right),\left[\begin{array}{|cc}
\hat{\mathcal{B}}
\end{array}\right]_{\mathbb{Z}_{2}^{\pi}}=\left(\begin{array}{cc}
0 & B_{112} \\
0 & B_{222} \\
B_{121} & 0 \\
B_{211} & 0
\end{array}\right),\left[\begin{array}{cc}
\hat{\mathcal{B}}
\end{array}\right]_{\mathbb{D}_{3}}=\left(\begin{array}{cc}
0 & B_{112} \\
0 & -B_{112} \\
B_{112} & 0 \\
B_{112} & 0
\end{array}\right)
$$

A.3. Tensor $\underset{\sim}{d}$.

$$
\left[\begin{array}{c}
\hat{\mathrm{d}}
\end{array}\right]_{\mathbb{D}_{2}}=\left(\begin{array}{cc}
d_{11} & 0 \\
0 & d_{22}
\end{array}\right),\left[\begin{array}{l}
\hat{\mathrm{d}} \\
\sim
\end{array}\right]_{\mathrm{O}(2)}=\left(\begin{array}{cc}
d_{11} & 0 \\
0 & d_{11}
\end{array}\right) .
$$

A.4. Complete expressions.
A.4.1. Chiral subgroups.

$$
\begin{aligned}
& \mathcal{L}_{\mathbb{1}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{Z}_{2}} & \mathbf{K}_{1} \\
\mathbf{K}_{1}^{T} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1111} & A_{1122} & A_{1112} & A_{1121} & B_{111} & B_{112} \\
& A_{2222} & A_{2212} & A_{2221} & B_{221} & B_{222} \\
& & A_{1212} & A_{1221} & B_{121} & B_{122} \\
& & & A_{2121} & B_{211} & B_{212} \\
& & & & d_{11} & d_{12} \\
& & & & & d_{22}
\end{array}\right) \\
& \mathcal{L}_{\mathbb{Z}_{2}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{Z}_{2}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1111} & A_{1122} & A_{1112} & A_{1121} & 0 & 0 \\
& A_{2222} & A_{2212} & A_{2221} & 0 & 0 \\
& & A_{1212} & A_{1221} & 0 & 0 \\
& & & A_{2121} & 0 & 0 \\
& & & & d_{11} & d_{12} \\
& & & & & d_{22}
\end{array}\right) \\
& \mathcal{L}_{\mathbb{Z}_{3}}=\left(\begin{array}{cccccc}
\mathbf{A}_{\mathrm{SO}^{(2)}} & \mathbf{K}_{\mathbb{D}_{3}} \\
\mathbf{K}_{\mathbb{D}_{3}}^{T} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right)=\left(\begin{array}{ccccc}
A_{1111} & A_{1122} & A_{1112} & -A_{1112} & 0 \\
& A_{1111} & A_{1112} & -A_{1112} & 0 \\
& & A_{1111}-A_{1122}-A_{1221} & -B_{112} \\
& & & A_{1221} & B_{112} \\
& & & & 0 \\
& & & & A_{1122}-A_{1221} \\
& & B_{112} & 0 \\
& & & & d_{11}
\end{array}\right) \\
& \mathcal{L}_{\mathbb{Z}_{4}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{Z}_{4}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1111} & A_{1122} & A_{1112} & A_{1121} & 0 & 0 \\
& A_{1111} & -A_{1121} & -A_{1112} & 0 & 0 \\
& & A_{1212} & A_{1221} & 0 & 0 \\
& & & A_{1212} & 0 & 0 \\
& & & & d_{11} & 0 \\
& & & & d_{11}
\end{array}\right) \\
& \mathcal{L}_{\mathrm{SO}(2)}=\left(\begin{array}{cccccc}
\mathbf{A}_{\mathrm{SO}(2)} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right)=\left(\begin{array}{ccccc}
A_{1111} & A_{1122} & A_{1112} & -A_{1112} & 0 \\
& A_{1111} & A_{1112} & -A_{1112} & 0 \\
& & A_{1111}-A_{1122}-A_{1221} & A_{1221} & 0 \\
& & & A_{1111}-A_{1122}-A_{1221} & 0 \\
& & & d_{11} & 0 \\
& & & & d_{11}
\end{array}\right)
\end{aligned}
$$

A.4.2. Achiral subgroups.

$$
\begin{aligned}
& \mathcal{L}_{\mathbb{Z}_{2}^{\pi}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{D}_{2}} & \mathbf{K}_{\mathbb{Z}_{2}^{\pi}} \\
\mathbf{K}_{\mathbb{Z}_{2}^{\pi}}^{T} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1111} & A_{1122} & 0 & 0 & 0 & B_{112} \\
& A_{2222} & 0 & 0 & 0 & B_{222} \\
& & A_{1212} & A_{1221} & B_{121} & 0 \\
& & & A_{2121} & B_{211} & 0 \\
& & & & d_{11} & 0 \\
& & & & & d_{22}
\end{array}\right) \\
& \mathcal{L}_{\mathbb{D}_{2}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{D}_{2}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathbb{D}_{2}}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1111} & A_{1122} & 0 & 0 & 0 & 0 \\
& A_{2222} & 0 & 0 & 0 & 0 \\
& & A_{1212} & A_{1221} & 0 & 0 \\
& & & A_{2121} & 0 & 0 \\
& & & & d_{11} & 0 \\
& & & & & d_{22}
\end{array}\right) \\
& \mathcal{L}_{\mathbb{D}_{3}}=\left(\begin{array}{cccccc}
\mathbf{A}_{\mathrm{O}(2)} & \mathbf{K}_{\mathbb{D}_{3}} \\
\mathbf{K}_{\mathbb{D}_{3}}^{T} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right)=\left(\begin{array}{ccccc}
A_{1111} & A_{1122} & 0 & 0 & 0 \\
& A_{1111} & 0 & 0 & B_{112} \\
& & A_{1111}-A_{1122}-A_{1221} & -B_{112} \\
& & & A_{1111}-A_{1122}-A_{1221} & B_{112} \\
& & & d_{11} & 0 \\
& & & & d_{11}
\end{array}\right) \\
& \mathcal{L}_{\mathbb{D}_{4}}=\left(\begin{array}{cc}
\mathbf{A}_{\mathbb{D}_{4}} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right)=\left(\begin{array}{cccccc}
A_{1111} & A_{1122} & 0 & 0 & 0 & 0 \\
& A_{1111} & 0 & 0 & 0 & 0 \\
& & A_{1212} & A_{1221} & 0 & 0 \\
& & & A_{1212} & 0 & 0 \\
& & & & d_{11} & 0 \\
& & & & & d_{11}
\end{array}\right) \\
& \mathcal{L}_{\mathrm{O}(2)}=\left(\begin{array}{cccccc}
\mathbf{A}_{\mathrm{O}(2)} & \mathbf{0} \\
\mathbf{0} & \mathbf{H}_{\mathrm{O}(2)}
\end{array}\right)=\left(\begin{array}{ccccc}
A_{1111} & A_{1122} & 0 & 0 & 0 \\
& A_{1111} & 0 & 0 & 0 \\
\\
& & A_{1111}-A_{1122}-A_{1221} & 0 \\
& & & A_{1111}-A_{1122}-A_{1221} & 0 \\
0 & 0 \\
& & & d_{11} & 0 \\
& & & d_{11}
\end{array}\right)
\end{aligned}
$$

## Appendix B. Full tables

The complete 325 invariants of $O(2)$-invariant algebra for the triplet $(\underset{\sim}{\mathrm{A}}, \underset{\sim}{\mathcal{B}}, \underset{\sim}{\mathrm{d}}) \in \mathcal{C}$ os are provided in the tables below. The definition of some of these invariants require the use of special tensorial $\underset{\sim}{\sim}$ product denoted by $*$ and called the harmonic product. Consider $\mathbf{H}_{1} \in \mathbb{H}^{n_{1}}$ and $\mathbf{H}_{2} \in \mathbb{H}^{n_{2}}$, the harmonic product $\mathbf{H}_{1} * \mathbf{H}_{2}$ is the projection of the classical tensor product on $\mathbb{H}^{n 1+n_{2}}$, this product can be computed as follows

$$
\left(\mathbf{H}_{1} * \mathbf{H}_{2}\right)=\mathbf{H}_{1} \odot \mathbf{H}_{2}-\frac{1}{2}\left(\underset{\sim}{\mathrm{I}} \otimes\left(\mathbf{H}_{1} \cdot \mathbf{H}_{2}\right)\right)^{s}
$$

In this expression $(\cdot)^{s}$ denotes the complete symmetrisation of a tensor.

TABLE 3. Isotropic invariants of $\mathcal{C o s}=\mathbb{C o s} \oplus \mathbb{C o u} \oplus \mathbb{R}$ ot with
$\left(\mathrm{v}_{1}, \mathrm{v}_{2}, \mathrm{v}_{3}, \mathcal{H}\right):=\left(\underline{\mathrm{v}}^{(-1)}, \underline{\mathrm{v}}^{(0)}, \underline{\mathrm{v}}^{(2)},{\underset{\sim}{\mathcal{H}}}^{(2,1)}\right)$
$\left(\xi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \mathrm{~h}_{1}, \mathrm{~h}_{2}, \mathrm{H}\right):=\left(\beta^{(0,-1)}, \alpha^{(-1)}, \alpha^{(0)}, \alpha^{(2)}, \underset{\sim}{\mathrm{h}^{(2,0)}}, \underset{\sim}{\mathrm{h}^{(2,-1)}}, \underset{\approx}{\mathrm{H}^{(2)}}\right)$ $\left(\alpha_{4}, \mathrm{~h}_{3}\right):=\left(\alpha^{(1)},{\underset{\sim}{\sim}}^{(1)}\right)$

| \# | degree | Formula |
| :---: | :---: | :---: |
| 1 | 1 | $\alpha_{1}$ |
| 2 | 1 | $\alpha_{2}$ |
| 3 | 1 | $\alpha_{3}$ |
| 4 | 1 | $\alpha_{4}$ |
| 5 | 2 | $\mathrm{v}_{1} \cdot \mathrm{v}_{1}$ |
| 6 | 2 | $\mathrm{v}_{2} \cdot \mathrm{v}_{2}$ |
| 7 | 2 | $\mathrm{v}_{3} \cdot \mathrm{v}_{3}$ |
| 8 | 2 | $\mathrm{h}_{1}: \mathrm{h}_{1}$ |
| 9 | 2 | $\mathrm{h}_{2}: \mathrm{h}_{2}$ |
| 10 | 2 | $\mathrm{h}_{3}: \mathrm{h}_{3}$ |
| 11 | 2 | $\mathcal{H}: \mathcal{H}$ |
| 12 | 2 | H : $: \mathrm{H}$ |
| 13 | 2 | $\mathrm{v}_{1} \cdot \mathrm{v}_{2}$ |
| 14 | 2 | $\mathrm{v}_{1} \cdot \mathrm{v}_{3}$ |
| 15 | 2 | $\mathrm{v}_{2} \cdot \mathrm{v}_{3}$ |
| 16 | 2 | $\mathrm{h}_{1}: \mathrm{h}_{2}$ |
| 17 | 2 | $\mathrm{h}_{1}: \mathrm{h}_{3}$ |
| 18 | 2 | $\mathrm{h}_{2}: \mathrm{h}_{3}$ |
| 19 | 3 | $\mathrm{h}_{1}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 20 | 3 | $\mathrm{h}_{1}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 21 | 3 | $\mathrm{h}_{1}:\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 22 | 3 | $\mathrm{h}_{2}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 23 | 3 | $\mathrm{h}_{2}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 24 | 3 | $\mathrm{h}_{2}:\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 25 | 3 | $\mathrm{h}_{3}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 26 | 3 | $\mathrm{h}_{3}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 27 | 3 | $\mathrm{h}_{3}:\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 28 | 3 | $\mathrm{h}_{1}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 29 | 3 | $\mathrm{h}_{1}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 30 | 3 | $\mathrm{h}_{1}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 31 | 3 | $\mathrm{h}_{2}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 32 | 3 | $\mathrm{h}_{2}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 33 | 3 | $\mathrm{h}_{2}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 34 | 3 | $\mathrm{h}_{3}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 35 | 3 | $\mathrm{h}_{3}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 36 | 3 | $\mathrm{h}_{3}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 37 | 3 | $\mathcal{H}:\left(\mathrm{v}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 38 | 3 | $\mathcal{H}:\left(\mathrm{v}_{1} \otimes \mathrm{~h}_{2}\right)$ |
| 39 | 3 | $\mathcal{H} \vdots\left(\mathrm{v}_{1} \otimes \mathrm{~h}_{3}\right)$ |
| 40 | 3 | $\mathcal{H}:\left(\mathrm{v}_{2} \otimes \mathrm{~h}_{1}\right)$ |
| 41 | 3 | $\mathcal{H}:\left(\mathrm{v}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 42 | 3 | $\mathcal{H}:\left(\mathrm{v}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 43 | 3 | $\mathcal{H}:\left(\mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 44 | 3 | $\mathcal{H}:\left(\mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 45 | 3 | $\mathcal{H}:\left(\mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 46 | 3 | $\mathrm{H}::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 47 | 3 | $\mathrm{H}::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 48 | 3 | $\mathrm{H}::\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 49 | 3 | $\mathrm{H}::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2}\right)$ |
| 50 | 3 | $\mathrm{H}::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3}\right)$ |
| 51 | 3 | $\mathrm{H}::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 52 | 3 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 53 | 3 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 54 | 3 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 55 | 4 | $\mathcal{H}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 56 | 4 | $\mathcal{H}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 57 | 4 | $\mathcal{H}:\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 58 | 4 | $\mathcal{H}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 59 | 4 | $\mathcal{H}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 60 | 4 | $\mathcal{H}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 61 | 4 | $\mathcal{H}:\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 62 | 4 | $\mathcal{H}:\left(\mathrm{v}_{3} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 63 | 4 | $\mathcal{H}:\left(\mathrm{v}_{3} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 64 | 4 | $\mathcal{H}:\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 65 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{1}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 66 | 4 | $\left(\mathrm{h}_{2} * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 67 | 4 | $\left(\mathrm{h}_{3} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 68 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{1}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 69 | 4 | $\left(\mathrm{h}_{2} * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 70 | 4 | $\left(\mathrm{h}_{3} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 71 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{1}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 72 | 4 | $\left(\mathrm{h}_{2} * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 73 | 4 | $\left(\mathrm{h}_{3} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 74 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 75 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 76 | 4 | $\left(\mathrm{h}_{2} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 77 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 78 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 79 | 4 | $\left(\mathrm{h}_{2} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 80 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 81 | 4 | $\left(\mathrm{h}_{1} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 82 | 4 | $\left(\mathrm{h}_{2} * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |


| \# | degree | Formula |
| :---: | :---: | :---: |
| 83 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 84 | 4 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{1}\right)$ |
| 85 | 4 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 86 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{~h}_{2}\right)$ |
| 87 | 4 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 88 | 4 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 89 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{~h}_{3}\right)$ |
| 90 | 4 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 91 | 4 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 92 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{1}\right)$ |
| 93 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 94 | 4 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 95 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 96 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 97 | 4 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 98 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 99 | 4 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 100 | 4 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 101 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{1}\right)!:\left(\mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 102 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{1}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 103 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{1}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 104 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{2}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 105 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{2}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 106 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{2}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 107 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{3}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 108 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{3}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 109 | 4 | $\left(\mathcal{H} * \mathrm{~h}_{3}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 110 | 4 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{h}_{1}\right)$ |
| 111 | 4 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{h}_{2}\right)$ |
| 112 | 4 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{h}_{3}\right)$ |
| 113 | 5 | $(\mathcal{H} * \mathcal{H}) \vdots!\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 114 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 115 | 5 | $(\mathcal{H} * \mathcal{H}):!\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 116 | 5 | $(\mathcal{H} * \mathcal{H}) \vdots:\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 117 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 118 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 119 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 120 | 5 | $(\mathcal{H} * \mathcal{H}) \vdots:\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 121 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 122 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 123 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 124 | 5 | $(\mathcal{H} * \mathcal{H}):!\left(\mathrm{H} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 125 | 5 | $(\mathcal{H} * \mathcal{H}) \vdots!\left(\mathrm{H} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 126 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 127 | 5 | $(\mathcal{H} * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 128 | 5 | $(\mathcal{H} * \mathcal{H}):!\left(\mathrm{H} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 129 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 130 | 5 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 131 | 5 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 132 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 133 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 134 | 5 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 135 | 5 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 136 | 5 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 137 | 5 | $\mathrm{H}::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 138 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 139 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 140 | 5 | $\mathrm{H}::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 141 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 142 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 143 | 5 | $\mathrm{H}::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 144 | 5 | $(\mathrm{H} * \mathrm{H}):::\left(\mathcal{H} \otimes \mathcal{H} \otimes \mathrm{h}_{1}\right)$ |
| 145 | 5 | $(\mathrm{H} * \mathrm{H}):::\left(\mathcal{H} \otimes \mathcal{H} \otimes \mathrm{h}_{2}\right)$ |
| 146 | 5 | $(\mathrm{H} * \mathrm{H}):::\left(\mathcal{H} \otimes \mathcal{H} \otimes \mathrm{h}_{3}\right)$ |
| 147 | 6 |  |
| 148 | 6 | $(\mathcal{H} * \mathcal{H} * \mathcal{H}): \vdots:\left(\mathrm{H} \otimes \mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 149 | 6 | $(\mathcal{H} * \mathcal{H} * \mathcal{H}): \vdots:\left(\mathrm{H} \otimes \mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 150 | 7 | $(\mathrm{H} * \mathrm{H} * \mathrm{H}): \vdots \vdots:(\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H})$ |

TABLE 4. Product of hemitropic invariants of $\mathcal{C}$ os $=\mathbb{C o s} \oplus \mathbb{C o u} \oplus \mathbb{R}$ ot with
$\left(\mathrm{v}_{1}, \mathrm{v}_{2}, \mathrm{v}_{3}, \mathcal{H}\right):=\left(\underline{\mathrm{v}}^{(-1)}, \underline{\mathrm{v}}^{(0)}, \underline{\mathrm{v}}^{(2)},{\underset{\sim}{\mathcal{H}}}^{(2,1)}\right)$

$$
\begin{aligned}
& \left(\xi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \mathrm{~h}_{1}, \mathrm{~h}_{2}, \mathrm{H}\right):=\left(\beta^{(0,-1)}, \alpha^{(-1)}, \alpha^{(0)}, \alpha^{(2)}, \underset{\sim}{\mathrm{h}^{(2,0)}},{\underset{\sim}{\mathrm{h}}}^{(2,-1)}, \underset{\sim}{\underset{\sim}{(2)}}\right) \\
& \left(\alpha_{4}, \mathrm{~h}_{3}\right):=\left(\alpha^{(1)},{\underset{\sim}{\mathrm{h}}}^{(1)}\right)
\end{aligned}
$$

| \# | degree | Formula |
| :---: | :---: | :---: |
| 1 | 2 | $\xi^{2}$ |
| 2 | 2 | $\xi \mathrm{v}_{1} \times \mathrm{v}_{2}$ |
| 3 | 2 | $\xi \mathrm{v}_{1} \times \mathrm{v}_{3}$ |
| 4 | 2 | $\xi \mathrm{v}_{2} \times \mathrm{v}_{3}$ |
| 5 | 2 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}$ |
| 6 | 2 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}$ |
| 7 | 2 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}$ |
| 8 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 9 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right):\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 10 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right):\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 11 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 12 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right):\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 13 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right):\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 14 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{3}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 15 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{3}\right):\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 16 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{3}\right):\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 17 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 18 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 19 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{1}\right):\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 20 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 21 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 22 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{2}\right):\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 23 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{3}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 24 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{3}\right):\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 25 | 3 | $\xi\left(\mathrm{I} \times \mathrm{h}_{3}\right):\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 26 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 27 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{1} \otimes \mathrm{~h}_{2}\right)$ |
| 28 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{1} \otimes \mathrm{~h}_{3}\right)$ |
| 29 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{2} \otimes \mathrm{~h}_{1}\right)$ |
| 30 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 31 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 32 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 33 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 34 | 3 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 35 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 36 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 37 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 38 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2}\right)$ |
| 39 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3}\right)$ |
| 40 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 41 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 42 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 43 | 3 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 44 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 45 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 46 | 4 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 47 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 48 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 49 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{2} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 50 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 51 | 4 | $\xi(\mathrm{I} \times \mathcal{H}):\left(\mathrm{v}_{3} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 52 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{3} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 53 | 4 | $\xi(\mathrm{I} \times \mathcal{H}) \vdots\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 54 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{1}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 55 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right) * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 56 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{3}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 57 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{1}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 58 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right) * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 59 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{3}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 60 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{1}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 61 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right) * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 62 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{3}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 63 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 64 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 65 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{1} \otimes \mathcal{H}\right)$ |
| 66 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 67 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 68 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{2} \otimes \mathcal{H}\right)$ |
| 69 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{2}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 70 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |
| 71 | 4 | $\xi\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right) * \mathrm{~h}_{3}\right)::\left(\mathrm{v}_{3} \otimes \mathcal{H}\right)$ |


| \# | degree | Formula |
| :---: | :---: | :---: |
| 72 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 73 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{1}\right)$ |
| 74 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 75 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{~h}_{2}\right)$ |
| 76 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 77 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 78 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{~h}_{3}\right)$ |
| 79 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 80 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 81 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{1}\right)$ |
| 82 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 83 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{1}\right)$ |
| 84 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 85 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 86 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{2}\right)$ |
| 87 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 88 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 89 | 4 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 90 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{1}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 91 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{1}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 92 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{1}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 93 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{2}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 94 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{2}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 95 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{2}\right)::\left(\mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 96 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{3}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 97 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{3}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 98 | 4 | $\xi\left((\mathrm{I} \times \mathcal{H}) * \mathrm{~h}_{3}\right) \vdots:\left(\mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 99 | 4 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H})::\left(\mathrm{H} \otimes \mathrm{h}_{1}\right)$ |
| 100 | 4 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H})::\left(\mathrm{H} \otimes \mathrm{h}_{2}\right)$ |
| 101 | 4 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H})::\left(\mathrm{H} \otimes \mathrm{h}_{3}\right)$ |
| 102 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}): \vdots\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 103 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):!\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 104 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 105 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}): \vdots\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 106 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 107 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 108 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}): \vdots\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3} \otimes \mathrm{~h}_{3}\right)$ |
| 109 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}): \vdots\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{1} \otimes \mathrm{~h}_{1}\right)$ |
| 110 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H})::\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{2}\right)$ |
| 111 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}): \vdots\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2} \otimes \mathrm{~h}_{3}\right)$ |
| 112 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):\left(\mathrm{H} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 113 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):\left(\mathrm{H} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 114 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):\left(\mathrm{H} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 115 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):\left(\mathrm{H} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2}\right)$ |
| 116 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}):\left(\mathrm{H} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{3}\right)$ |
| 117 | 5 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H}): \vdots\left(\mathrm{H} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 118 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 119 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 120 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 121 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 122 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 123 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 124 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 125 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{1}\right)$ |
| 126 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{3} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 127 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2}\right)$ |
| 128 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 129 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 130 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3} \otimes \mathrm{v}_{3}\right)$ |
| 131 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 132 | 5 | $\xi(\mathrm{I} \times \mathrm{H})::\left(\mathrm{v}_{1} \otimes \mathrm{v}_{1} \otimes \mathrm{v}_{2} \otimes \mathrm{v}_{3}\right)$ |
| 133 | 5 | $\xi((\mathrm{I} \times \mathrm{H}) * \mathrm{H}) \vdots \vdots:\left(\mathcal{H} \otimes \mathcal{H} \otimes \mathrm{h}_{1}\right)$ |
| 134 | 5 | $\xi((\mathrm{I} \times \mathrm{H}) * \mathrm{H}):::\left(\mathcal{H} \otimes \mathcal{H} \otimes \mathrm{h}_{2}\right)$ |
| 135 | 5 | $\xi((\mathrm{I} \times \mathrm{H}) * \mathrm{H}): \vdots:\left(\mathcal{H} \otimes \mathcal{H} \otimes \mathrm{h}_{3}\right)$ |
| 136 | 6 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H} * \mathcal{H}): \vdots:\left(\mathrm{H} \otimes \mathrm{H} \otimes \mathrm{v}_{1}\right)$ |
| 137 | 6 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H} * \mathcal{H}) \vdots: \vdots\left(\mathrm{H} \otimes \mathrm{H} \otimes \mathrm{v}_{2}\right)$ |
| 138 | 6 | $\xi((\mathrm{I} \times \mathcal{H}) * \mathcal{H} * \mathcal{H}) \vdots:!\left(\mathrm{H} \otimes \mathrm{H} \otimes \mathrm{v}_{3}\right)$ |
| 139 | 7 | $\xi((\mathrm{I} \times \mathrm{H}) * \mathrm{H} * \mathrm{H}):!\vdots:(\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H})$ |

Table 5. Product of hemitropic invariants of $\mathcal{C}$ os $=\mathbb{C o s} \oplus \mathbb{C o u} \oplus \mathbb{R}$ ot with $\left(\mathrm{v}_{1}, \mathrm{v}_{2}, \mathrm{v}_{3}, \mathcal{H}\right):=\left(\underline{\mathrm{v}}^{(-1)}, \underline{\mathrm{v}}^{(0)}, \underline{\mathrm{v}}^{(2)}, \underline{\mathcal{H}}^{(2,1)}\right)$

$$
\left(\xi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \mathrm{~h}_{1}, \mathrm{~h}_{2}, \mathrm{H}\right):=\left(\beta^{(0,-1)}, \alpha^{(-1)}, \alpha^{(0)}, \alpha^{(2)}, \mathrm{h}^{(2,0)},{\underset{\sim}{\sim}}^{(2,-1)},{\underset{\sim}{\sim}}^{(2)}\right)
$$

$$
\left(\alpha_{4}, \mathrm{~h}_{3}\right):=\left(\alpha^{(1)},{\underset{\sim}{h}}^{(1)}\right)
$$

| \# | degree | Formula |
| :---: | :---: | :---: |
| 1 | 4 | $\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}\right)$ |
| 2 | 4 | $\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}\right)$ |
| 3 | 4 | $\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}\right)$ |
| 4 | 4 | $\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}\right)$ |
| 5 | 4 | $\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}\right)$ |
| 6 | 4 | $\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}\right)$ |
| 7 | 4 | $\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}\right)$ |
| 8 | 4 | $\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}\right)$ |
| 9 | 4 | $\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}\right)$ |
| 10 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)$ |
| 11 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)$ |
| 12 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{1}\right)\right)\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)$ |
| 13 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)$ |
| 14 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)$ |
| 15 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{2}\right)\right)\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)$ |
| 16 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)$ |
| 17 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)$ |
| 18 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{3} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)$ |
| 19 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)$ |
| 20 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)$ |
| 21 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{2}\right)\right)\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)$ |
| 22 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)$ |
| 23 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)$ |
| 24 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{1} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)$ |
| 25 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{2}\right)$ |
| 26 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{1} \times \mathrm{v}_{3}\right)$ |
| 27 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathrm{h}_{2} \otimes \mathrm{~h}_{3}\right)\right)\left(\mathrm{v}_{2} \times \mathrm{v}_{3}\right)$ |
| 28 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{1}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}\right)$ |
| 29 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{1}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}\right)$ |
| 30 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{1}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}\right)$ |
| 31 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{2}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}\right)$ |
| 32 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{2}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}\right)$ |
| 33 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{2}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}\right)$ |
| 34 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{3}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{2}\right)$ |
| 35 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{3}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{1}\right): \mathrm{h}_{3}\right)$ |
| 36 | 5 | $\left((\mathrm{I} \times \mathrm{H})::\left(\mathcal{H} \otimes \mathrm{v}_{3}\right)\right)\left(\left(\mathrm{I} \times \mathrm{h}_{2}\right): \mathrm{h}_{3}\right)$ |
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[^1]:    ${ }^{1}$ To avoid any misunderstanding, these results are specific to the 2 D context, in a full 3 D setting, all the constitutive tensors would be of order 4.

[^2]:    ${ }^{2}$ Here rotated is understood in the broad sense of a full orthogonal transformation.
    ${ }^{3}$ This is indeed the same situation as for an eigenspace associated with an eigenvalue of multiplicity greater than one.

[^3]:    ${ }^{4}$ In this table, the double scalar products : between the elements of the considered family are calculated. The result of such a product is a fourth-order tensor, as it should be.

[^4]:    ${ }^{5}$ For the sake of brevity, only the upper right part of the symmetric matrix structure is detailed.
    ${ }^{6}$ Here the representation is essentially formal, but it should be noted that by using a suitable change of basis, this matrix representation can be obtained from the conventional one [24, 1].
    ${ }^{7}$ The relation between our convention and the (K, G) is $\alpha^{(0)}=\mathrm{K}$ and $\alpha^{(2)}=\frac{\mathrm{G}}{4}$.

[^5]:    ${ }^{8}$ It should be noted that the pattern usually referred to as trichiral in the literature generates a $\mathbb{Z}_{6}$-invariant lattice. The trichiral cell we consider here generates a true $\mathbb{Z}_{3}$-invariant material.

