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ABSTRACT

Context. Morphological parameters are the estimators for the dynamical state of clusters of galaxies. Surveys performed at different
wavelengths through their selection effects may be biased toward, different populations of clusters. For example, X-ray surveys are
biased to detecting cool-core clusters as opposed to Sunyaev-Zel’dovich (SZ) surveys being more biased toward non-cool-core systems.
Understanding the underlying population of clusters of galaxies in surveys is of the utmost importance when these samples are to be
used in astrophysical and cosmological studies.
Aims. We present an in-depth analysis of the X-ray morphological parameters of the galaxy clusters and groups detected in the
eROSITA Final Equatorial-Depth Survey (eFEDS). The eFEDS, completed during the performance verification phase of the Spectrum-
Roentgen-Gamma(SRG)/eROSITA telescope, is designed to provide the first eROSITA X-ray selected sample of galaxy clusters and
groups.
Methods. We studied the eROSITA X-ray imaging data for a sample of 325 clusters and groups that were significantly detected in
the eFEDS field. We characterized their dynamical properties by measuring a number of dynamical estimators: concentration, central
density, cuspiness, centroid shift, ellipticity, power ratios, photon asymmetry, and the Gini coefficient. The galaxy clusters and groups
detected in eFEDS cover a luminosity range of more than three orders of magnitude and a wide redshift range out to 1.2. They provide
an ideal sample on which the redshift and luminosity evolution of the morphological parameters can be studied and the underlying
dynamical state of the sample can be characterized. Based on these measurements, we constructed a new dynamical indicator, the
relaxation score, for all the clusters in the sample.
Results. We find no evidence for a bimodality in the distribution of the morphological parameters of our clusters. We instead observe
a smooth transition from the cool core to non-cool core and from relaxed to disturbed states, with a preference for skewed distributions
or log-normal distributions. A significant evolution in redshift and luminosity is also observed in the morphological parameters we
examined after taking the selection effects into account.
Conclusions. We determine that in contrast do ROSAT-based cluster samples, our eFEDS-selected cluster sample is not biased toward
cool-core clusters, but contains a similar fraction of cool-cores as SZ surveys.

Key words. galaxies: clusters: intracluster medium – galaxies: clusters: general – X-rays: galaxies: clusters

1. Introduction

Clusters of galaxies are the most massive virialized systems in
the Universe. They are located at the densest nodes of the cos-
mic web. Most of the cluster mass is in the form of a dark matter
halo, whose mass ranges from ∼1013 M� (low-mass groups) to
∼1015 M� (high-mass clusters). The baryonic mass is dominated
by the so-called intracluster medium (ICM), which is a diffuse
gas that is heated up to tens of millions of degrees Kelvin (∼keV

scale) by the deep gravitational potential well, and therefore
emits X-rays mainly through bremsstrahlung.

According to the hierarchical structure formation scenario,
clusters form from and evolve through multiple accretion and
merging processes that frequently take place during their life-
times (see Kravtsov & Borgani 2012, for a review). These
processes leave their imprints on the dynamical state of a
cluster and often manifest themselves as a disturbed ICM
morphology with observing features such as shocks (e.g.,
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Markevitch et al. 2002, 2005; Russell et al. 2010), cold fronts
(Vikhlinin et al. 2001; Markevitch & Vikhlinin 2007) and sub-
structures or clumps (Eckert et al. 2015; Parekh et al. 2015;
Ghirardini et al. 2018). These features have been observed and
studied mostly in recent years, enabled by the growth in the
volume and depth of X-ray cluster surveys and the good spa-
tial resolution of focusing X-ray telescopes. In addition to these
prominent features, the elongated shape of a relaxed cluster can
simply serve as an immediate indication of past mergers. There-
fore, ICM morphology and its evolution with cosmic time and
cluster mass can be used as a tracer for the formation history
of clusters, and consequently place constraints on the evolution
of the large-scale structure (e.g., Evrard et al. 1993; Mohr et al.
1995; Suwa et al. 2003; Ho et al. 2006; Weißmann et al. 2013).
On smaller scales, feedback activities of the central active galac-
tic nuclei (AGN) can also affect the morphology of the ICM
by producing X-ray cavities and regulating the core properties
(Fabian 1994; McNamara & Nulsen 2007; Fabian 2012). Several
morphological parameters, such as the concentration and cen-
tral gas density, have been widely used as indicators for cool
cores and non-cool cores (CCs and NCCs) (e.g., Hudson et al.
2010; Santos et al. 2008). Because the measurements of other
thermodynamic observables rely on much more expensive X-
ray spectroscopic data, cluster morphology is a practical and
effective probe for tracing the evolution of cool cores up to high
redshifts (see, e.g., Santos et al. 2008, 2010, 2012). It therefore
provides important clues to reveal the cycle of baryons in the
centers of galaxy clusters.

Many attempts have been made to study galaxy clusters mor-
phologically by introducing various morphological parameters
(see, e.g, Santos et al. 2008; Rasia et al. 2013; Lovisari et al.
2017; Yuan & Han 2020). However, because the X-ray emis-
sion of a cluster can extend up to several megaparsec, different
morphological parameters evaluate the cluster dynamical state
at different scales and reflect different physical properties. For
example, concentration, central density, and cuspiness are most
sensitive to core properties; ellipticity characterizes the distri-
bution of the ICM at large scales and can be used to estimate
how long it will take for the main halo to virialize; the power
ratio and Gini coefficient reflect the fluctuation in the surface
brightness distribution, related to the level of stochastic gas
motions; symmetry or asymmetry and the separation between
the X-ray center and the brightest central galaxy (BCG) mainly
indicate the offset of the cluster core with respect to the center
of the gravitational potential well, which is usually associated
with features such as core-sloshing that is induced by off-center
mergers.

Studies of morphological parameters that investigate how
these parameters evolve with cluster mass and redshift, or
whether these parameters follow a relaxed vs disturbed or cool-
core vs non-cool-core bimodal distribution, are obviously depen-
dent on selection effects of the cluster sample. Early studies
based on X-ray selected cluster samples mainly focused their
attention on the possible presence of two distinct cluster pop-
ulations, cool cores and non-cool cores. While first results did
indeed find that clusters can be divided into two populations
(e.g., Sanderson et al. 2009; Cavagnolo et al. 2009; Hudson
et al. 2010), following works did not observe this bimodal dis-
tinction (e.g., Santos et al. 2010; Pratt et al. 2010; Ghirardini
et al. 2017; Yuan & Han 2020). In the past decade, the detec-
tion of the Sunyaev-Zel’dovich (SZ; Sunyaev & Zeldovich 1972)
effect of galaxy clusters opened a new window for observing
and studying the morphological properties of clusters. The sig-
nal is largely independent of redshift, therefore recent SZ surveys

conducted by Planck (Planck Collaboration VIII 2011; Planck
Collaboration XXIX 2014; Planck Collaboration XXVII 2016),
the South Pole Telescope (SPT; Bleem et al. 2020), and the
Atacama Cosmology Telescope (ACT; Hilton et al. 2021) in par-
ticular have increased the volume of ICM-based cluster samples
at high redshift. Because X-ray and SZ signals depend differently
on cluster thermodynamic properties, X-ray and SZ samples
may not represent the same underlying cluster population. In
particular, X-ray surveys preferentially detect more relaxed clus-
ters, while SZ surveys detect more disturbed clusters (see, e.g.,
Rossetti et al. 2016, 2017; Andrade-Santos et al. 2017; Lovisari
et al. 2017). On the other hand, other works reported no signif-
icant difference between X-ray and SZ samples in their mor-
phology distribution (Nurgaliev et al. 2013, 2017; Mantz et al.
2015; McDonald et al. 2017). The quantitative comparison of
these results is not possible because the samples and morpho-
logical parameters used in these works differ from each other.
Therefore, a coherent picture describing the morphological evo-
lution of clusters is still lacking. The best approach to establish
such a picture is through a more unified investigation of a more
complete cluster sample that spans a wide range in mass and
redshift.

Recently, the extended ROentgen Survey with an Imaging
Telescope Array (eROSITA, Predehl et al. 2021) on board the
Spectrum-Roentgen-Gamma (SRG) mission started its X-ray all-
sky survey with unprecedented sensitivity (Sunyaev et al. 2021).
eROSITA has been designed to provide unique survey science
capabilities that will enable key cosmological studies with clus-
ters of galaxies. With its large effective area (1365 cm2 at 1 keV),
good spatial resolution (half-energy width of 26 arcsec averaged
over the field of view at 1.49 keV), good spectral resolution
(∼80 eV full width at half maximum at 1 keV), and large field of
view (1 deg diameter), it is able to quickly and efficiently scan
large areas of the sky (Predehl et al. 2021).

The eROSITA Final Equatorial Depth Survey (eFEDS) is
uniquely designed to test and demonstrate these survey capa-
bilities. Covering an area of ∼140 deg2, it has been observed
during the performance verification (PV) phase at a depth of
∼2.2 ks (non-vignetted), which is slightly deeper than the expo-
sure of the final all-sky survey in equatorial fields. eFEDS will
enable calibration of key mass scaling relations by combining X-
ray properties with weak-lensing masses of detected groups and
clusters that were obtained from the detailed analysis of Hyper-
Suprime-Camera (HSC) data on the Subaru telescope (Chiu
et al. 2022).

In this work, we study the morphological properties of the
clusters and groups detected by eROSITA in the eFEDS field. We
measure multiple morphological parameters using the eROSITA
X-ray imaging data, we study the correlations in these param-
eters, and investigate their possible evolution with cosmic time
and cluster luminosity after accounting for the selection effects
of the sample. The paper is organized as follows. In Sect. 2
we briefly introduce our eFEDS cluster sample and eROSITA
data analysis. In Sect. 3, we describe the morphological param-
eters that are studied in this work. In Sect. 4, we present our
results regarding the dependence of the morphological param-
eters on redshift and luminosity, we introduce a new metric to
measure morphological properties, and provide the comparison
with previous literature results. Our conclusions are summarized
and discussed in Sect. 5. Throughout this paper, we assume a
concordance ΛCDM cosmology with H0 = 70 km s−1 Mpc−1,
Ωm = 0.3, and ΩΛ = 0.7. Error bars correspond to the 1σ
(68%) confidence level unless noted otherwise. In cases of an
asymmetric error distribution, it corresponds to the difference
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between the median and the 16th and 84th percentiles of the
distribution.

2. Data analysis

2.1. Source detection pipeline

The eROSITA Standard Analysis Software System (eSASS,
Brunner et al. 2022) was used to process the eFEDS data. The
eSASS (eSASSusers_201009) software consists of a pipeline
whose end products are calibrated event lists for each eROSITA
telescope module (TM). Pattern recognition and energy cali-
bration are applied, good time intervals (GTI) and dead times
are calibrated, and corrupted events, frames, and bad pixels are
flagged. Celestial coordinates (i.e., equatorial RA and Dec) are
assigned to each reconstructed event using star-tracker and gyro
data. This allows us to project the photons onto the sky, and thus
enables the production of images and exposure maps. In this
work, we selected all valid pixel patterns, namely, single, dou-
ble, triple, and quadruple events, and we removed events in the
corners of the square CCDs. These events are detected with off-
axis angles &30 arcmin, where the vignetting and point spread
function (PSF) calibration is currently less accurate.

The source detection procedure is performed on the merged
data from all seven eROSITA telescope modules. The detection
is based on a sliding-cell method. In a first step, the algo-
rithm scans the X-ray image with a local sliding window, which
identifies enhancements above a certain threshold. The detected
candidate objects are then excised from the images. The result-
ing source-free images are used to create background maps via
adaptive filtering. The sliding window detection is then repeated,
but this time using the background map that was created to
search for signal excess with respect to this map. This produces
another candidate source list. For each source candidate, a max-
imum likelihood PSF fitting algorithm determines the best-fit
source parameters, detection, and extent likelihoods (Brunner
et al. 2022). We applied this algorithm to the eFEDS data using
images in the 0.2–2.3 keV energy band, an extent likelihood
threshold of 6, a detection likelihood threshold of 5, and source
extension threshold of 60 arcsec and detected 542 extended
sources in total. For further details on the construction of the
cluster catalog and some of the properties of the detected clusters
from the eFEDS survey, we refer to Liu et al. (2022a).

In the full extent-selected catalog, our dedicated realistic
simulations of the field, presented in Liu et al. (2022b), predict
a contamination level of ∼20%. To obtain a cleaner sample, we
further applied selection criteria of extent likelihood and detec-
tion likelihood values higher than 12. This selection reduces the
fraction of spurious clusters to ∼14% in the eFEDS sample while
decreasing the sample size to a total of 325 clusters. Figure 1
shows the luminosity (in the 0.5–2.0 keV energy band, see Bahar
et al. 2022) versus redshift distribution of this sample. The lumi-
nosity covers a range from 9 × 1040 erg s−1 to 4 × 1044 erg s−1,
and the redshift of the sample ranges from 0.017 out to 1.1
(Klein et al. 2022) using the recently developed code called
Multi-Component Matched Filter (MCMF; Klein et al. 2018,
2019).

2.2. eROSITA imaging analysis

We applied the procedure presented in Ghirardini et al. (2021a)
and Liu et al. (2022a) to all clusters in our sample in order to
recover surface brightness and density profiles. While we refer
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Fig. 1. Luminosity redshift distribution of the eFEDS clusters subsam-
ple. As a background color reference, we show the eFEDS selection
function with the same cuts according to extent and detection likeli-
hoods.

to Ghirardini et al. (2021a) for details, we provide a short sum-
mary of the main steps of the analysis here. We start from the
clean event files. We extracted images and exposure maps in
the 0.5–2.0 keV energy band using the eSASS tasks evtool
and expmap, respectively, with sizes as large as four times
R500

1 in arcmin (Chiu et al. 2022) around each cluster position.
We directly fit the 2D distribution of the X-ray photons in the
produced images of these clusters, allowing for multiple cluster
fits at the same time (when more than one cluster is present in the
image), to fit cluster centers and model detected point sources.
As in our previous works, we modeled only bright point sources
(with more than 0.1 counts per second) because modeling all
of them would be too expensive computationally. These point
sources were modeled as delta functions convolved with the
PSF, that is, they take effects caused by PSF wings into account.
Faint point sources were masked by removing a circular region
around them with a radius large enough to ensure that the point
source signal outside is consistent with the background level.
The clusters were modeled in 2D using the Vikhlinin et al. (2006)
model,

n2
e(r) = n2

0 ·

(
r
rc

)−α
·

1 +

(
r
rc

)2−3β+α/2

·

1 +

(
r
rs

)3−ε/3 , (1)

where the priors on our parameters are ε < 5 (as suggested
by Vikhlinin et al. 2006), β > 1/3, and α > 0, and we froze
rs = rc. When more clusters were present in the image, then
this model was also used for these other clusters. The center
of the clusters was not fixed, but was allowed to vary using
a Gaussian prior centered on the detection location and σ of
20 arcsec. The resulting model cluster images were convolved
with the PSF of eROSITA. The instrumental background model
(particle-induced background and camera noise), see Freyberg
et al. (2020), folded with the un-vignetted exposure map, and the
sky background model (including the cosmic X-ray background
and the soft background component from the galactic halo and
local bubble) folded with the vignetted exposure map were added
to the total model.

We then fit the image obtained from the eROSITA observa-
tions with the model image in 2D using the Monte Carlo Markov

1 R500 is defined as the region within which the mean cluster density is
500 times the critical density of the Universe.
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chain (MCMC) code emcee (Foreman-Mackey et al. 2013) to
find the best-fit model parameters. We assumed a Poisson log-
likelihood function

∑
Ni − µi log Ni, where Ni are the model

predicted counts, and µi are the observed counts in each pixel
of the image.

The fitting of the images can be interpreted as a true density
when we consider the emissivity of the gas, which is determined,
as in our previous works, by making use of the spectral infor-
mation. Similarly as in Ghirardini et al. (2021a) and Liu et al.
(2022a), we fit cluster spectra within R500 to obtain the con-
version factor from count rate to emissivity. We determined the
physical properties of the clusters in this way. We used only the
products of imaging data, which are only density profiles, sur-
face brightness profiles, and the luminosity within R500. The final
luminosities we used in this work are provided in Bahar et al.
(2022).

3. Description of the morphological parameters

In this section, we describe the different morphological param-
eters we used, which are the concentration parameter, central
density, cuspiness, centroid shift, ellipticity, power ratios, pho-
ton asymmetry, and the Gini coefficient. We also provide details
about how they were measured, and how instrumental factors
affects these parameters. All these parameters were used in
previous works to characterize the dynamical states of the under-
lying cluster samples in X-ray and SZ surveys (e.g., Santos et al.
2010; Rossetti et al. 2017; Nurgaliev et al. 2017; Lovisari et al.
2017).

For each of the computed parameters, we calculated the pos-
terior distribution, from which we computed the median value
and asymmetric errors using the 16th, 50th, and 84th percentiles
of the distribution. We further point out that the entire distribu-
tion we calculated was used in both the fitting processes and the
error propagation. When the parameter was computed directly
from a previous MCMC, such as concentration, central density,
ellipticity, and cuspiness, the distribution was computed directly
by randomizing the choice of the parameter set in the second
half of the chain. When parameters were computed directly
from the images, however, such as the Gini coefficient, power
ratios, centroid shift, and photon asymmetry, their distribution
was computed by using a Monte Carlo process, by randomizing
the pixel values of the observed cluster images.

We recall that some morphological parameters, such as
power ratios (see Weißmann et al. 2013), are affected by low
count statistics. However, we note that our main results are based
on a number of different morphological parameters. To avoid
being dominated by the core-properties, we retained the param-
eters that are more affected by low count statistics. Even though
they add only a small weight, they account for the large-scale
morphology of the detected clusters.

3.1. Central density

The central value of the gas density, n0, is another indicator of the
relaxation state of clusters because relaxed systems are expected
to have higher central densities (Hudson et al. 2010). We used the
value of the electron density computed at 0.02 R500. This value
is quite close to the center, and for the vast majority of eFEDS
clusters, this is well within the field-of-view (FoV) averaged PSF
value of eROSITA. However, as we also specified for the concen-
tration parameter, the electron density profile was deconvolved
by the eROSITA PSF, see Sect. 2.2. Therefore, the n0 we present
is almost independent of PSF and can be used for a comparison

with previous results. We did not consider the self-similar evolu-
tion of the density profile (McDonald et al. 2017; Ghirardini et al.
2021b) as a redshift correction for this morphological parameter
because we modeled it separately in order to identify the actual
evolution of the central density with redshift.

3.2. Concentration

The concentration parameter, cSB, has been introduced by Santos
et al. (2008) as an indicator of a peaked X-ray surface brightness.
This has been shown to correlate with the relaxation state of clus-
ters. It is defined as the ratio of the integrated surface brightness
in two different circular apertures. We used two definitions: the
original definition introduced by Santos et al. (2008),

cSB, 40−400 kpc =
S B(< 40 kpc)
S B(< 400 kpc)

, (2)

and a definition scaled with R500 (Maughan et al. 2012),

cSB, R500 =
S B(< 0.1R500)

S B(< R500)
. (3)

When we calculated the concentration parameter for our
sample, the effects caused by the eROSITA PSF were fully taken
into account. The concentration is not simply the count ratio
in the two apertures, but comes from the 2D image fitting we
described in Sect. 2.2, which produces PSF-deconvolved sur-
face brightness profiles. This also means that the concentration
we measure here, which is corrected for instrumental effects,
can be directly compared with previous results with different
instruments.

3.3. Centroid shift

The centroid shift parameter, defined as the variance of the
centroid of the emission measured in increasing apertures,

w =

 1
N − 1

N∑
i=1

(∆i − ∆̄)2


1
2 1

R500
, (4)

has been studied many times in the literature (e.g., Mohr et al.
1993; Poole et al. 2006; Cassano et al. 2010; Lovisari et al. 2017).
Disturbed systems are expected to have high centroid shift val-
ues. We recall that because centroid shift is computed directly
on eROSITA images, this parameter is affected by instrumental
PSF, which prevents a direct comparison with literature results.

3.4. Ellipticity

The ellipticity parameter, ε, is defined as the ratio of the minor
and major axes. In contrast to several past studies, we did not
compute the two axes using the second-order moments (vari-
ance) of the flux distribution in the cluster image because
statistically, the variance is the width of the distribution only
when the distribution is Gaussian. It is instead known that the
photon distribution in cluster images is not Gaussian, but is
similar to a β-model. Therefore, we measured the ellipticity by
extending the analysis described in Sect. 2.2, allowing the den-
sity profile to be elliptical and rotated on the plane of the sky.
This was accomplished by introducing a rotation angle and the
ellipticity in the model construction of the image. In short, the
2D density profile along the x-axis was squeezed by changing
the core radius as rc,x = ε × rc,y, and then it was rotated by an
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angle θ. The best-fitting parameter ε is the ellipticity we adopted
in this work. We note that we placed a uniform prior between
0 and 1 on the ellipticity and a uniform prior between 0 and π
on the rotation angle and not priors between 0 and 2π to avoid
problems caused by the π rotational symmetry of the ellipse.

3.5. Cuspiness

The cuspiness parameter, α, introduced by Vikhlinin et al.
(2007), measures the slope of the density profile at a specific
radius. We used the value of the slope at 0.04 R500 as

α = −
d log ρg(r)

d log r

∣∣∣∣∣∣
r=0.04R500

, (5)

where ρg(r) is the gas-mass density profile. This particular radius
has previously been used in the literature (e.g., Lovisari et al.
2017) because it is close enough to the core for cooling to
play an important effect, and it is far enough away to avoid
the flattening of the profile caused by the AGN outflows. By
following the procedure highlighted in Sect. 2.2, we recovered
the PSF-deconvolved value for this slope in this case as well.
Its value can therefore be directly compared with results in the
literature.

3.6. Power ratios

The power ratios Pm consist of a 2D decomposition of the sur-
face brightness distribution within a specific aperture, of R500,
and they account for radial fluctuations because the higher the
order of the power ratio, the higher the sensitivity to smaller fluc-
tuations. They were introduced by Buote & Tsai (1995) and are
defined as Pm0 = Pm/P0, where

P0 = [a0 log(R500)]2, (6)

and

Pm =
1

2m2R2m
500

(a2
m + b2

m). (7)

The values of am and bm are calculated as

am(R) =

∫
r<R

S B(x)rm cos(mφ)d2x, (8)

bm(R) =

∫
r<R

S B(x)rm sin(mφ)d2x, (9)

where the X-ray surface brightness S B(x) is calculated at the
position expressed in polar coordinates x = (r, φ). In this work,
we included only the power ratios up to order 4, that is, P10, P20,
P30, and P40. We recall that power ratios can only be directly
computed from the images, therefore it is not possible to cor-
rected for the eROSITA PSF. Because the results will be affected
by the PSF, a comparison with the literature will be challeng-
ing due to instrumental differences. For this reason, we did not
compare our values with those of previous studies.

3.7. Photon asymmetry

Introduced by Nurgaliev et al. (2013), the photon asymme-
try, Aphot, quantifies the degree of rotational symmetry in the
emission of an object. Interestingly, Nurgaliev et al. (2013) inves-
tigated the evolution of the photon asymmetry when a cluster is

moved to a different redshift. They reported that this parame-
ter is insensitive (in the absence of instrumental effects) to the
redshift of the cluster. It is therefore quite useful in determining
the cluster morphology for cluster samples spanning a wide red-
shift range. It has been introduced to study SPT-selected clusters,
which span a wide redshift range, from 0.2 to 1.2, and there-
fore need a cluster morphological parameter that is independent
of redshift. To compute it, we first used Watson’s test (Watson
1961), which compares two cumulative distributions (similarly
to the Kolmogorov–Smirnov test) by evaluating the distance
between the two:

U2
N[FN ,G] = N ·min

φ0

∫
(FN −G)2dG, (10)

where N is the total counts in an annulus, FN is the observed
cumulative distribution of the angle of all the photons located
in a given annulus, G is the expected cumulative distribution
assuming an axis-symmetric cluster, and φ0 is the starting angle
for the cumulative distribution. In short, U2

N is the minimum
value of the integrate squared difference between the observed
and expected cumulative distribution over all possible starting
points for the starting angles. If C is the number of cluster
source counts in the annulus, then the distance between the two
distribution is

d̂N,C =
N
C2

(
U2

N −
1

12

)
. (11)

Finally, we can write the photon asymmetry as

Aphot = 100
4∑

k=1

Ckd̂Nk ,Ck/

4∑
k=1

Ck, (12)

where the sum is performed over a set of annuli, which have
edges of 0.05, 0.12, 0.2, 0.3, and 1 in units of R500. Because
this parameter is calculated directly from the images, it is sen-
sitive to the eROSITA PSF. It should therefore not be directly
compared with previous works in the literature because the PSF
might affect the redshift evolution.

3.8. Gini coefficient

The Gini coefficient is a standard measure of income inequality
in economy. It was introduced in astronomy by Abraham et al.
(2003). However, here we use the definition in Lotz et al. (2004)
to measure the X-ray flux inhomogeneities in galaxy clusters,

G =
1

|K̄|n(n − 1)

∑
i

(2i − n − 1)|Ki|, (13)

where Ki is the pixel value of the image in the ith pixel2, n
is the total number of pixels, and K̄ is the mean of the abso-
lute values of all the pixels in the image. We point out that the
Gini coefficient depends only little on surface brightness and
does not require a precise center. Similarly, because it is calcu-
lated directly from images, it depends on the eROSITA PSF, and
therefore cannot be compared directly with previous works.

In Fig. 2, we show the parameter-parameter planes, and in
Fig. 3 we show the correlation matrix between the parameters.
As observed in previous works (e.g., Lovisari et al. 2017), the
correlation between core-sensitive parameters such as central
density and concentration and between core-insensitive param-
eters such as power ratios and photon asymmetry is strong.
2 The pixel values Ki we used to compute the Gini coefficient were
sorted.
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Fig. 2. Distribution of morphological parameters for the eFEDS clusters.

4. Results

The eFEDS galaxy cluster and group sample covers the widest
range in luminosity and redshift of the current X-ray and SZ
selected samples and provides a unique opportunity to investi-
gate the evolution of the several morphological parameters with
redshift and luminosity. In this section, we provide the results of
the evolution analysis and compare our result with similar studies
in the literature that were based on different selections. How-
ever, these results must be compared with caution as the recently
launched eROSITA detector properties, for example, PSF and
effective area in particular, are quite different from those of the
other instruments that were launched more than 20 yr ago, such
as Chandra and XMM-Newton. A direct comparison with previ-
ous works on the morphological properties of clusters needs to
be carefully interpreted, and a fair comparison is only possible
for those parameters for which the instrumental effects have been
corrected, namely concentration, central density, and cuspiness.

4.1. Analysis of the redshift and luminosity quartiles

In order to investigate the redshift dependence of the mor-
phological parameters, we first divided our sample into four
homogeneous subsamples. We selected the cluster population
according to their quartile in the redshift distribution, z < 0.23,
0.23 < z < 0.35, 0.35 < z < 0.46, and z > 0.46, that is, with
same number of clusters in each bin.

It must be noted that the detection (or nondetection) of a sig-
nificant redshift evolution of samples covering a wide redshift
and luminosity span can be caused by the significant corre-
lation between luminosity and redshift. Therefore, the redshift
and luminosity evolution should be modeled simultaneously.
Figure 1 shows that we observe a clear trend: at higher redshifts,
we observe a larger number of luminous clusters because of
the eROSITA selection function. Therefore, we further divided
the samples based on their luminosity: L500 < 1.1 × 1043 erg s−1,
1.1× 1043 erg s−1 < L500 < 2.6× 1043 erg s−1, 2.6× 1043 erg s−1 <
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Fig. 3. Covariance between the morphological parameters in the eFEDS
cluster sample.

L500 < 5.9 × 1043 erg s−1, and L500 > 5.9 × 1043 erg s−1. We used
the quartile of the distribution in this case as well to have approx-
imately the same number of clusters in each bin. The cumulative
distributions of the morphological parameters for the sample of
eFEDS clusters, split based on the above criteria, are shown in
Figs. 4 and 5.

We performed the Kolmogorov–Smirnov statistical test (KS
test) to check whether the morphological parameters in each
redshift (and luminosity) bin are drawn from the same parent
distribution as the unbinned cluster sample and whether there
are clear indications for evolution with redshift. We compute the
p-value from the KS test, which gives the probability for clus-
ters in each redshift quartile to be indistinguishable from the
unbinned cluster sample. Small value indicates that the morpho-
logical parameters in a specific redshift bin are clearly different
than the unbinned distribution, while large values indicate they
are indistinguishable. We find that the central density and the
Gini coefficient have very small p-values, indicating that these
two parameters might significantly evolve with redshift, while for
the other parameters, with large p-values, such evidence is not
present. On the other hand, all the morphological parameters,
except for the cuspiness, centroid shift, ellipticity, and concen-
tration, show a significant luminosity dependence. However,
we recall that this dependence might be mimicked by or can-
celed out by the degeneracy between luminosity and redshift. A
conclusive analysis of the redshift evolution or luminosity depen-
dence can therefore only be derived when we model the two
dependences simultaneously, considering the eROSITA selec-
tion function and luminosity function. In the next section, we
provide the detailed analysis of this modeling.

4.2. Constraining the morphological parameters and their
evolution with redshift and luminosity

The great survey capabilities of eROSITA allow us to reach lumi-
nosities as faint as 1041 erg s−1 (corresponding approximately
to a group-scale mass of 1013 M�), which allows us to study
high-redshift clusters up to z = 1.2. For the first time, we are
able to constrain the evolution of luminosity and redshift of

Table 1. Best-fit values for the luminosity and redshift dependence.

Parameter γ P(γ , 0) β P(β , 0)

n0 0.17 ± 0.04 4.5 1.5 ± 0.5 3.2
cSB, R500 −0.04 ± 0.03 1.1 −0.2 ± 0.4 0.6

cSB, 40–400 kpc −0.23 ± 0.04 6.2 0.7 ± 0.5 1.5
w −0.10 ± 0.03 3.0 2.1 ± 0.4 5.2
α −0.03+0.02

−0.01 1.8 0.5 ± 0.2 2.6
ε −0.012 ± 0.009 1.3 0.25 ± 0.09 2.9

P10 −0.67 ± 0.07 10.2 6.9 ± 0.8 8.7
P20 −0.79 ± 0.06 12.6 8.5 ± 0.7 11.5
P30 −0.87 ± 0.06 13.5 9.6 ± 0.8 12.5
P40 −0.90+0.06

−0.07 14.0 9.5+0.8
−0.7 12.8

G 0.064 ± 0.003 21.2 −0.32 ± 0.05 6.7
Aphot −0.53 ± 0.05 11.6 4.3 ± 0.6 7.8

Notes. γ and β, respectively represent the best-fit values for the luminos-
ity and redshift dependence. We also indicate the significance of these
values being inconsistent with 0 in terms of the number of σ.

the morphological parameters simultaneously. To understand the
underlying evolution in both redshift and luminosity simulta-
neously in morphological parameters, we modeled a power-law
relation between each parameter M, luminosity L500, and red-
shift z. We took the selection function (probability of detecting
a cluster with a given luminosity and redshift) and the luminos-
ity function (the probability of detecting a cluster with a given
luminosity and redshift at a fixed cosmology) into account, that
is, we took the observed distribution in luminosity and redshift
space of our clusters into account. We note that the scaling rela-
tion we used to connect intrinsic morphological parameters M
with luminosity and redshift is written as

M =M0 ·

(
L500

Lpiv

)γ (
E(z)

E(zpiv)

)β
, (14)

where Lpiv = 2.6 × 1043 erg s−1 and zpiv = 0.35 are the median
luminosity and redshift, respectively, of the eFEDS sample.
γ represents the luminosity-dependent slope, and β represents
the slope of the redshift evolution. The likelihood derivation
is provided in detail in Appendix B. The final likelihood for
each cluster is written in Eq. (B.13). The best-fit values of all
morphological parameters are given in Table 1. We show the
morphological parameters as a function of luminosity and red-
shift, while the best-fit models are shown in the gray shaded
regions in Fig. 6. We highlight a few important results we
obtained from our joint modeling below.

Central density (n0). The evolution of the central density
with luminosity is slightly significant at a 4.5σ level with a best-
fit value of 0.17± 0.04. Overall, the central density evolves with
redshift, in agreement with the self-similar evolution. The best-
fit value of β is 1.5± 0.5. The expected value of the slope is 2
in the self-similar model. On the other hand, the significance
of our measured evolution is only 3.2σ, therefore our result is
marginally consistent with no redshift evolution.

The observed increase in central density values with lumi-
nosity can be easily explained: first we note that the gas density
does not scale with mass according to the self-similar model.
Results in the literature (Pratt et al. 2009; Lovisari et al. 2015)
show, however, that the gas-mass fraction increases with clus-
ter mass, and the only way to obtain a higher gas-mass fraction
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Fig. 4. Cumulative distribution of the morphological parameters divided into four redshift bins. We indicate the p-value of the probability to be
drawn from the same underlying distribution.

at a fixed scaled radius is by increasing the gas density pro-
file, and therefore increasing the central density as well. On the
other hand, McDonald et al. (2017) reported a lack of evolution
in the distribution of the central density by combining the fol-
lowing three cluster samples: 49 low-z X-ray selected clusters
(Vikhlinin et al. 2009), 90 SPT-selected clusters from z = 0.2
to z = 1.2 (McDonald et al. 2013), and the eight most massive
clusters in the SPT cluster survey (Bleem et al. 2015) above
z = 1.2. They interpreted this as lack of evolution in the core
properties of clusters in the last ∼10 Gyr. A similar result was
later reported in Ghirardini et al. (2021b), who compared the
core properties of the same eight most massive clusters in SPT
(Bleem et al. 2015) above z = 1.2, and a Planck -selected sam-
ple of 12 low-redshift (z < 0.1) clusters (X-COP, Eckert et al.

2017). In contrast, Sanders et al. (2018) analyzed a sample of
83 SPT-selected clusters from z = 0.2 to z = 1.2 and found no
significant difference with respect to the self-similar evolution
model. One important remark is that McDonald et al. (2017)
selected clusters in order to satisfy evolutionary requirements,
meaning that clusters at low redshift where chosen in a mass
range expected from the evolutionary scenario (Fakhouri et al.
2010). They might therefore not be representative of the cluster
population, but of how single clusters are expected to evolve.

Concentration parameter (cSB). Interestingly, concentra-
tion computed in terms of R500, cSB, R500 as defined in Maughan
et al. (2012) is consistent with no evolution with both luminos-
ity, with a slope of −0.04± 0.03), and redshift, with a slope
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Fig. 5. Same as Fig. 4, but the cluster sample is divided into four luminosity bins.

of −0.2± 0.4. However, when we use the concentration defined
with physical distances instead, cSB, 40–400 kpc as defined
in Santos et al. (2008), we measure a significant luminosity
dependence, (−0.23± 0.04), and no redshift evolution, (0.7±
0.5). This might be a selection effect, where at low luminos-
ity we tend to detect mostly cool-core clusters that present a
peaked surface brightness. However, we argue that because the
same trend is not observed for the concentration computed using
apertures with respect to R500, cSB, R500, this is not the case,
and this trend is caused by the relative ratio of 400 kpc with
R500. At low luminosity, R500 becomes smaller than 400 kpc, and
this means that a larger fraction of cluster flux will be naturally
concentrated within a fixed physical region. The concentra-
tion computed at a fixed physical radius will therefore increase
significantly.

Centroid shift. This parameters shows a 3σ indication of a
luminosity dependence and a 5.2σ significant redshift evolution.
Interestingly, this parameter increases with redshift, which seems
to indicate that at high redshift, clusters are more disturbed.
However, we argue that at fixed luminosity, clusters at high red-
shift have significantly fewer detected photons, and thus make
centroid position vary strongly from one aperture to the next.

Ellipticity (ε) and cuspiness (α). Ellipticity does not
show any significant dependence on luminosity (the slope is
−0.012± 0.009) and redshift with a slope of 0.25± 0.09. The
change in ellipticity in the sample with luminosity and red-
shift is mild (∼2σ). The cuspiness of the ICM changes with
luminosity with a slope of −0.03+0.02

−0.01 and evolves with red-
shift with a slope of 0.5± 0.2. Similarly, the dependence of
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Fig. 6. In all four main panels, top left subpanel: distribution of morphological parameters vs. luminosity, color-coded with redshift. The black
line shows the best-fitting line (see Sect. 4.2). In the bottom left subpanel, we show the distribution of morphological parameters vs. redshift,
color-coded with luminosity. The black line again shows the best-fitting line. The gray shaded area represent the scatter around the best-fit line. The
red data point shows (when a direct comparison can be made) the result value obtained by Lovisari et al. (2017), which can be directly compared
with the blue data point, which shows our results when we restricted the luminosity and redshift range to the same range as in Lovisari et al. (2017).
The orange data point represents the average morphological parameter values obtained in luminosity or redshift quintiles. We show parameters
corrected for redshift and luminosity evolution against luminosity (in the top right subpanel) and redshift (in the bottom right subpanel).

cuspiness on luminosity and redshift is moderate, <2σ and 2.6σ,
respectively.

Power ratios (P10, P20, P30, and P40). All the power ratios
indicate a significant luminosity and redshift dependence, which
indicates that these parameters are difficult to interpret with-
out a clear understanding of their evolution. We find that more
luminous clusters have a lower power ratio and are therefore clus-
ters that look more relaxed, and that clusters at higher redshift
have higher power ratios and are therefore less relaxed-looking
clusters.

Gini coefficient (G). The Gini coefficient shows a clear
luminosity dependence with a formal significance of 21σ, where
more luminous clusters have higher Gini values. Interestingly, we
observe an anticorrelation of G with redshift at a 8σ confidence
level, going in the direction of decreasing with increasing red-
shift, which indicates the possible presence of more disturbed
clusters at high redshift. This is particularly interesting because
the eROSITA PSF is expected to produce smoother cluster
images at higher redshift: they appear smaller on angular scales,
and smoother images should result in higher Gini coefficients.
This shows the great potential of eROSITA in understanding
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Fig. 6. continued.

the larger fraction of more disturbed clusters at high redshift,
as found in Santos et al. (2010). As a side note, we point out that
at first glance, the Gini coefficient in Fig. 6 seems to increase
with redshift, and the best-fit line shows the opposite trend.
This is because we detect only the brightest clusters at high
redshift, therefore the trend of an increase with redshift is only
apparent, and at fixed luminosity, the Gini coefficient decreases.
This is nicely captured by our best-fit line through the selection
function.

Photon asymmetry (Aphot). The photon asymmetry shows
a clear dependence on luminosity with a slope of −0.53± 0.05,
indicating that more luminous clusters tend to be more spher-
ically symmetric. In other words, larger gravitational potential
wells generate rounder objects. Furthermore, it shows a sig-
nificant evolution with redshift with a slope of 4.3± 0.6. In

particular, the plot shows that our analysis is able to disentan-
gle an apparent redshift independence. Evolutions in redshift
and luminosity conspire to produce an overall unevolving dis-
tribution, which starts to become clear when the color-coding is
added to the figure.

Nurgaliev et al. (2017) compared a sample of 36 ROSAT-
selected clusters (400 d, Burenin et al. 2007) in the redshift
range 0.35 < z < 0.9 with a sample of 90 clusters selected from
the SPT survey in the redshift range 0.25 < z < 1.2. Measur-
ing the photon asymmetry, they reported no statistical difference
between the morphological properties of their X-ray and SZ-
selected cluster samples. Furthermore, they reported an absence
of mass or redshift evolution in the photon asymmetry. They
also studied a sample of 85 simulated clusters, applying X-ray
and SZ selection. The measured X-ray morphology was indistin-
guishable, therefore they concluded that X-ray and SZ surveys
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Fig. 6. continued.

probe the same cluster population. They interpreted this lack of
evolution in the morphological properties as a lack of a direct
correlation between the dynamical state of the clusters and these
properties. Their results were confirmed by theoretical stud-
ies that found that substructure statistics can vary significantly
on very short timescales during cluster mergers. The authors
claimed that this absence of a difference between the X-ray and
SZ cluster samples indicates that high-resolution (1 arcmin) SZ
surveys are not biased toward selecting preferentially merging
clusters, while other SZ instruments with lower resolution might
still have a bias because it is more likely that multiple clusters
along the line of sight contribute to the integrated signal.

In summary, it is difficult to properly quantify the effect of
the PSF on the measured evolution with redshift for some param-
eters (Gini coefficient, photon asymmetry, and power ratios).
The reduction in angular size of clusters at high redshift should
imply that cluster images become smoother at higher redshift,
and smoother images will result in larger Gini coefficients and
lower photon asymmetry values. The fact that we observe the

opposite trend implies that the underlying evolution of these
parameters should be even stronger than the measured values.
The same logic can then be applied to the power ratios because
their evolution should in this case also be stronger than the mea-
sured ratios. The only parameter that would indicate the opposite
trend, with more cool cores at high redshift, is the central
density. However, in this case the expected evolution is not very
significant, and is marginally consistent with no evolution at 3σ.

4.3. Redshift- and luminosity-independent morphological
parameters

The fitting procedure we applied on our data to recovered the
redshift evolution and luminosity dependence of our clusters, see
Sect. 4.2. It can be also exploited to define new morphological
parameters that are constructed from the original distributions
after the luminosity and redshift dependence are factored out,

Mnew =M ·

(
L

Lpiv

)−γ (
E(z)

E(zpiv)

)−β
, (15)
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using γ and β from the corresponding row of Table 1. By
construction, these newly defined parameters lack any redshift
evolution or luminosity dependence and can therefore be used
to properly and correctly investigate the presence or absence of
bimodality in our parameter distribution. In Fig. 7, we show
the changes in the distribution of the corrected morphological
parameters when this correction is applied. Some correlations
become tighter, while others become more loose. In particu-
lar the correlation between core properties, central density, both
concentrations, and cuspiness become tighter, indicating that all
these four parameters measure just the cluster core properties.
Therefore, the connection among them is almost one to one. On
the other hand, the correlation between parameters that are sen-
sitive to large-scale fluctuations, power ratios, Gini coefficient,
and photon asymmetry in particular, become much less signif-
icant, indicating that these parameters measure complementary
properties of the large-scale emission of clusters.

4.4. New relaxation score

In the literature, morphological parameters are commonly used
to characterize the physical state of the ICM, determining which
clusters are relaxed and which are disturbed. Lovisari et al.
(2017) used a morphological parameter that was previously
introduced in Rasia et al. (2013). This parameter combines the
concentration and centroid shift values and was then used to dis-
tinguish between the relaxed and disturbed systems. The authors
measured the deviation from the mean value of concentration
and centroid shift, adding these together, but changing the sign
of the centroid shift deviation to take the anticorrelation between
these two parameters into account. However, one important issue
is that this parameter does not take the strength of the anticorre-
lation into account, and because the correlation between these
parameters is very strong, this parameter is likely affected by
double-counting issues.

We here introduce a new parameter, the relaxation score, or
Rscore . It contains the information that is stored in all the mor-
phological parameters by taking the sign (positive or negative) of
the correlations of the morphological parameters with respect to
concentration and the strength of these correlations into account.
The definition of Rscore is

Rscore =

∫ M1

−∞

· · ·

∫ Mn

−∞

MN(µ,Σ)dM1 . . . dMn, (16)

where MN(µ,Σ) is the multivariate normal PDF in n-
dimensional space of our parameter distribution, where µ is
an array containing the mean values for all the morphological
parameters M1 . . .Mn, and Σ is the covariance matrix com-
puted from our data. In other words, we computed the cumulative
distribution function (CDF) in n-dimensional space. For the
quantities that are anticorrelated with concentration, such as
power ratios and photon asymmetry, we considered their recip-
rocal in the calculation of this quantity, Eq. (16), in order to
build this parameter from quantities that are correlated, not from
a mix of correlating and anticorrelating quantities. As noted
before, to avoid being biased toward redshift and luminosity
dependence in our parameters, we considered the corrected mor-
phological parameters as introduced in Eq. (15) to compute the
means and covariance matrix, and to compute the Rscore itself.
By construction, the Rscore should be higher for objects with high
concentration, central density, ellipticity, cuspiness, or Gini coef-
ficient, and lower for objects with high photon asymmetry, high
centroid shift, or high power ratios. This is reflected in Fig. 7.

We show the distribution of this newly introduced parameter
in Fig. 8. At first glance, it looks unimodal, but we refer to the
next section for an appropriate investigation of the best-fitting
distribution for this new parameter. It is worth pointing out that
this parameter was constructed with redshift- and luminosity-
corrected morphological parameters. By construction, it there-
fore does not depend on redshift or luminosity.

Figure 9 shows the correlation between the concentration
computed using the Maughan et al. (2012) definition with R500
and the relaxation score. The correlation between the two param-
eters is clear: the relaxation score increases with concentration.
The correlation becomes insignificant above cSB,R500 = 0.27,
which is the threshold adopted by Lovisari et al. (2017) to iden-
tify relaxed clusters. We interpret this as an indication that the
concentration is a good indicator for probing the very central
state of clusters, but it does not correlate well with the relax-
ation state. A relaxed cluster will generally have a cool core in
its center, while the opposite may not be true: a merger along the
line of sight (e.g., Dupke et al. 2007), or a merger in its initial
stage might have a centrally peaked density profile. The mergers
whose axis is along the line of sight might still not be visible
from the cluster center prospective, while they are visible on a
larger scale. Therefore we claim that clusters with a high concen-
tration can still be disturbed clusters. This is supported by recent
theoretical papers (e.g., Rasia et al. 2015; Biffi et al. 2016). On
the other hand, by construction, the relaxation score is able to
capture the ICM dynamics from small to large scales, and it can
therefore be used to identify the cases in which a cool core is still
existing in a disturbed cluster. Furthermore, Fig. 9 shows that the
thresholds for disturbed clusters adopted by Lovisari et al. (2017)
agree with the median of the log-normal best fit shown with the
horizontal black line. This means that almost all the clusters to
the left of the dashed line are also below the horizontal line.
Therefore, we used this line to establish a threshold in terms of
relaxation score: we define clusters as relaxed if Rscore > 0.0019,
while they are defined as disturbed if the opposite holds.

This definition allows us to compute the fraction of relaxed
clusters as a function of redshift by dividing the cluster sam-
ple into five redshift bins. In each bin, we counted the clusters
based on their relaxation score. We had to add a further compli-
cation to this analysis: the relaxation score distribution for most
clusters is wide and quite skewed, and computing the fraction
using just the median values will therefore bias our results. We
counted the number of clusters that satisfied our threshold by first
randomizing the relaxation score values by using the MCMC
obtained when estimating it. In other words, we performed
10 000 bootstrap iterations of the relaxation score for each clus-
ter, and each time calculated the fraction of clusters that are
relaxed.

The evolution of the fraction of objects that we classify as
relaxed is shown in Fig. 10. The fraction of relaxed clusters is
about 60–70% in the lowest redshift bin, and at the higher red-
shift bins, it becomes about 40–50%. This is consistent with
the cool-core fraction estimated in previous works (e.g., Rossetti
et al. 2017; Sanders et al. 2018). We therefore find an indication
(slightly more than 1σ) of a possible evolution with redshift of
the fraction of relaxed clusters. We might argue, however, that
the difference in the first bin might also not be a consequence
of redshift evolution in the fraction of relaxed clusters, but
might be caused by the incompleteness due to our source-finding
and confirmation technique in the detection of very extended
galaxy groups or clusters at low redshift with low surface bright-
ness, similarly as was shown in a focused reanalysis of ROSAT
observations (Xu et al. 2018).
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Fig. 7. Morphological parameter distribution in eFEDS clusters after the redshift and luminosity correction were applied. We color-code the points
according to their relaxation score to show the performance of the new parameter in identifying relaxed clusters.

For future works using this newly introduced parameter, we
remark that the exact value obtained for the relaxation score is
dependent upon the parameters and the instrument used. When
a subset of the parameters used in this work is employed or an
entirely different set of parameters, the resulting absolute values
of the relaxation score will differ from the value we presented
here. We suggest that future users compute this parameter using
a large set of morphological properties that are sensitive in a
variety of different scales, similar to the purpose of the parameter
introduced by Rasia et al. (2013) that wa used by Lovisari et al.
(2017). The instrument used changes both the number of pho-
tons used to determine some parameters. Weißmann et al. (2013)
showed for the case of P40 that it can bias the resulting mor-
phological parameters that are calculated, but the instrumental
PSF also smooths the cluster images and biases some parameters
toward relaxed clusters.

4.5. Investigating the bimodality

We investigated whether we observe an indication for bimodal-
ity in the morphological parameter distribution in our eFEDS
cluster subsample, and we studied this for the relaxation score
as well. Our strategy consisted of fitting a normal, a log-normal,
a double normal, a double log-normal, a skewed normal, and a
skewed log-normal distribution to our data. For each distribu-
tion we estimated the Bayesian evidence. This quantity is widely
used in Bayesian statistic to compare models, and thus it is a very
good indicator in our specific case. In particular, we computed
the Bayes factor, which was obtained as the difference between
the Bayesian evidence of the compared models. This quantity
directly relates to the relative odds of the two models that are
compared by indicating the more likely model, and by determin-
ing the probability of this higher likelihood. We used the Jeffreys
scale (Jeffreys 1961) to estimate the model preference and its
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Fig. 10. Evolution of the fraction of cool-core clusters as a function of
redshift. Each bin consists of 65 clusters.

relative odds. In particular, a model was strongly preferred if
the Bayes factor was at least 5; it was weakly preferred if the
Bayes factor was higher than 2.5 but lower than 5. These dif-
ferences in Bayesian evidence correspond approximately to 3σ
and 2σ significance level. We recall that because the Bayesian
evidence, which is defined as the integral of the likelihood
over the prior, by construction takes the size of the parame-
ter space into account, the Bayes factor by definition penalizes
a model with more parameters or with a larger parameter
space.

However, we cannot apply this fitting to the observed mor-
phological parameters because they are affected by redshift and
luminosity dependence, as characterized in Sect. 4.2. We there-
fore first corrected these parameters for this evolution, and then
characterized their best-fitting parent distribution. Additionally,
we note that the low photon statistics in our data naturally cause
large uncertainties in the measured morphological parameters.
Therefore we need to consider these uncertainties when fitting
the data distribution. We built a likelihood as

P(M̂|θ,D) =

∫
P(M̂|M) · D(M|θ)dM, (17)

where P(M̂|M) takes the uncertainties in the morphological
parameter estimation into account, and D represents the dis-
tribution fitted to the data (normal, log-normal, double normal,
double log-normal, skewed normal, or skewed log-normal) that
depends on the parameters θ. As stated above, we are interested
in the value of the Bayesian evidence E,

E = P(M̂|D) =

∫
P(M̂|θ,D)P(θ|D)dθ, (18)

with which it is easy to derive the model posterior because it is
linked to the previous equation by the Bayes theorem,

P(D|M̂) =
P(M̂|D)P(D)

P(M̂)
. (19)

The fit of the model to the data and the evidence estimation
were performed using the Bayesian nested sampling algorithm
MultiNest (Feroz et al. 2009). We compare the values of the
Bayes factor for the six fitted distributions against the best-fitting
distribution in Table 2. Overall, a skewed distribution is always
preferred by our data, except for concentration, cuspiness, and
P10, which favor a log-normal distribution.

We point out that a bimodal distribution, either double nor-
mal or double log-normal, is never the preferred model to our
data. On the other hand, the Bayes factor difference with respect
to the best-fitting model for a double log-normal is always
smaller than 5, hence we cannot exclude the possibility that
the observed preference for a single-peaked distribution is due
to random fluctuation. Interestingly, for the concentration, we
find that the best-fitting distribution is log-normal, as was found
in a previous study using a Planck -selected sample (Rossetti
et al. 2017). This analysis has been performed on the Rscore as
well, and the best-fitting distribution is the skewed log-normal
distribution.

It is worth pointing out that none of the morphological
parameters we analyzed significantly prefers a skewed distribu-
tion (the Bayes factor of the best non-skewed distribution versus
best skewed distribution is always smaller than 5). As an exer-
cise, we removed the fit performed using a skewed distribution
from our analysis, and compared single- versus double-peaked
distributions in order to understand whether there would be a
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Table 2. Bayes factor with respect to the best-fit model.

Parameter ∆BN ∆B2N ∆BSN ∆BLN ∆B2LN ∆BSLN

n0 36.00 5.84 6.47 2.25 3.69 0.00
cSB,R500 40.83 1.28 7.41 0.00 0.59 0.75

cSB, 40–400 kpc 58.91 7.69 16.06 5.45 2.77 0.00
w 80.18 8.28 22.12 7.38 2.41 0.00
α 1.71 2.63 0.81 0.00 2.63 0.72
ε 2.99 0.54 0.00 3.53 0.52 0.29

P10 48.81 7.70 14.58 0.00 1.51 1.26
P20 12.55 2.42 0.00 1.99 0.34 2.11
P30 14.36 4.84 1.95 7.28 0.00 6.26
P40 7.58 5.83 0.00 7.91 1.71 4.27
G 0.00 1.30 0.87 0.19 1.43 0.99

Aphot 49.30 2.79 16.28 3.88 0.00 2.62

Rscore 176.68 22.14 113.24 0.00 2.17 0.47

Notes. The Bayes factor are computed for the single normal distribution
(N) fit, the double normal distribution (2N), the skewed normal distri-
bution (SN), the log-normal distribution (LN), the double log-normal
distribution (2LN), and the skewed log-normal distribution (SLN). A
zero indicates that it is the best-fitting model, and a value higher than 5
indicates a strongly disfavored model.

clear preference toward a double-peaked distribution. This is the
case only for P30 and P40, and it is almost 3σ significant for
the centroid shift parameter. This indicates that these parameters
prefer a symmetric distribution. We can conclude our eFEDS
cluster subsample shows no indication of bimodality in the distri-
bution of our morphological parameters. Even for the Rscore, the
parameter that should have separated the two cluster populations
best, the best-fitting distribution is log-normal.

In past years, several studies have indicated that the observed
cluster population can be split into two categories, cool-core and
non-cool core clusters (e.g., Sanderson et al. 2009; Cavagnolo
et al. 2009; Hudson et al. 2010; Liu et al. 2020). These studies
reported that some morphological indicators have a characteris-
tic bimodal distribution. They therefore concluded that clusters
can be easily divided into two distinct populations, cool cores
and non-cool cores, sometimes with an intermediate class, for
instance, weak cool cores (Hudson et al. 2010). According to the
particular trends in cluster research in the past two decades, clus-
ters as observed by Chandra and XMM-Newton typically tend to
be extreme clusters and are not representative of the cluster pop-
ulation in the Universe. These clusters have been observed either
to constrain AGN feedback, therefore the AGN contribution to
ICM is quite strong, or they are clusters with a major merger with
significant nonthermal pressure support. Therefore, it is clear
that a selection like this would bias the cluster population toward
the atypical clusters, and the observed bimodality can easily
be explained by the sample selection. For instance, Cavagnolo
et al. (2009) studied a cluster sample of 239 objects. Selection
was based purely on the presence of clusters in the Chandra
archive (ACCEPT; see Donahue et al. 2006), therefore they stud-
ied a large variety of clusters that spanned a very wide redshift
and mass range. They reported that the distribution of the val-
ues of the central entropy is bimodal, and they interpreted the
results by stating that this indicates a clear dichotomy between
cool-core and non-cool core clusters. Sanderson et al. (2009)
investigated a sample of 20 clusters at very low redshift (z < 0.1)
selected from HIFLUGCS (Reiprich & Böhringer 2002). They
studied the entropy slope distribution at fixed radius, which is

a morphological parameter that is quite useful in understanding
cooling in the cores of galaxy clusters. We cannot compute this
parameter because it requires a higher data quality than eFEDS
provides to compute the temperature profiles needed for entropy
profile estimation. Sanderson et al. (2009) find a significant
bimodal distribution, which they attributed to the presence of
two distinct cluster populations, cool cores and non-cool cores.
We argue that this sample was quite limited in the number of
clusters involved, and therefore the bimodal distribution is not
statistically significant, or that the cluster population studied is
not the same as we studied here, given the high flux used in
HIFLUGCS to select the cluster sample. Hudson et al. (2010) fol-
lowed up Sanderson et al. (2009) by enlarging the cluster sample
that they used for the analysis: they also selected clusters from
the HIFLUGCS cluster sample, but more than tripled the number
of studied clusters, reaching 64. They also doubled the redshift
range, reaching up to z < 0.2, but only three clusters in the red-
shift range between z = 0.1 and z = 0.2 were included in this
study. They took advantage of 4.5 Ms clean Chandra data with
good photon statistics to study several more morphological indi-
cators, including central density, central entropy, cuspiness, and
core temperature. They reported an indication of bimodality in
several of these parameters. Similarly to Sanderson et al. (2009),
this sample could either be affected by low numbers statistics,
or, being based on clusters with very high fluxes, the authors
selected an entirely different cluster population.

On the other hand, several other studies (e.g., Pratt et al.
2010; Santos et al. 2010; Ghirardini et al. 2017; Yuan & Han
2020) investigated similar morphological indicators, but did not
find bimodality. This is consistent with our results. For instance,
Santos et al. (2010) studied the distribution of the concentra-
tion parameter in three different cluster samples: a low- and
an intermediate-redshift subsample of the 400 Square Degree
ROSAT PSPC survey (Burenin et al. 2007) with a median red-
shift of z = 0.08 (28 clusters) and z = 0.59 (20 clusters), 15
high-redshift clusters from the ROSAT Deep Cluster Survey
(RDCS; Rosati et al. 1998), and the Wide Angle ROSAT Pointed
Survey (WARPS; Jones et al. 1998) with a median redshift of
z = 0.83 (15 clusters). Their cluster sample was one of the first
on which cluster morphological parameters from low to high
redshifts were studied. The authors found no indication of a
bimodal distribution in the concentration parameter and there-
fore refuted claims of a bimodality of cool cores and non-cool
cores. They concluded that a cluster population cannot be eas-
ily divided into two populations because the transition between
cool cores and non-cool cores occurs smoothly: the observed dis-
tribution is unimodal. Nevertheless, they reported indications of
an evolution of the concentration parameter, which similarly to
our results, indicates that there are fewer cool cores at high red-
shift than at low redshift. Pratt et al. (2010) studied the entropy in
the REXCESS cluster sample (Böhringer et al. 2007), which is a
local luminosity-limited cluster sample comprised of 33 clusters
at z < 0.2 drawn from the REFLEX cluster sample (Böhringer
et al. 2001). They observed two peaks in the distribution of the
central entropy value and slope, but even though they estimated
that a single Gaussian is the worst description of their data, they
were unable to distinguish between a skewed normal distribu-
tion and a bimodal Gaussian distribution. Yuan & Han (2020)
analyzed the entire Chandra archive, which contains 964 clus-
ters up to z = 1.5. They studied the concentration distribution
and P30, finding an absence of bimodality in the distribution of
these morphological indicators. Ghirardini et al. (2017) investi-
gated the population of clusters observed by Chandra at z > 0.4,
selecting only clusters with at least 20 ks observing time. They
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found no indication for a preference for a bimodal distribution in
the central entropy distribution.

Recently, great efforts have been made to characterize the
role of the selection effects in determining the distribution of
the objects using morphological parameters because it has
become increasingly important to separate the selection bias
from the measurements. In particular, it was proposed that
X-ray cluster samples that select clusters according to their
flux were affected by a cool-core bias (Hudson et al. 2010;
Eckert et al. 2011; Mittal et al. 2011). Andrade-Santos et al.
(2017) compared the fraction of cool-core clusters, esti-
mated using a threshold in concentration, cuspiness, and
central density, in the Planck ESZ cluster sample (Planck
Collaboration VIII 2011) of 164 clusters, with a flux-limited X-
ray selected sample (Voevodkin & Vikhlinin 2004) that is a
subsample of the HIFLUGCS (Reiprich & Böhringer 2002) clus-
ter sample. They reported that X-ray selected clusters contain a
significantly larger fraction of cool-core clusters compared to the
sample of SZ selected clusters. Rossetti et al. (2017) studied the
evolution and mass dependence of the concentration parameter
in the Planck cosmology sample (Planck Collaboration XXIX
2014), containing 189 clusters, and compared their results with
same properties measured in ME-MACS X-ray selected sample
(Mann & Ebeling 2012), containing 103 clusters. They investi-
gated the cool-core fraction by dividing their sample into two
different redshift bins and into two mass bins. They found a
1.5σ indication that low-mass systems have a smaller cool-core
fraction, and they found no evolution with redshift. Further-
more, they investigated a possible bimodal distribution in the
concentration parameter. Interestingly, they reported that Planck
-selected clusters do not show any indication of a bimodal distri-
bution, and the best-fitting distribution is a log-normal. However,
the X-ray selected ME-MACS cluster sample is best fit by a
bimodal distribution. Assuming that the Planck sample is a rep-
resentative sample of the cluster population, they simulated the
detection of a mock ME-MACS-like sample, and observed the
appearance of a double-peaked distribution when the ME-MACS
selection criteria were applied.

It is quite challenging to compare our results with the results
of most of the studies mentioned above because the eFEDS clus-
ter sample we used is different in luminosity, mass, and redshift
with respect to these works. It is possible to extrapolate our
best-fitting results, but this would ignore the possible real dif-
ference in the underlying cluster population between low- and
high-luminosity clusters. The only study that provides an oppor-
tunity for a comparison is Lovisari et al. (2017). The authors
studied a sample of 150 clusters selected from the Planck early
cluster catalog (Planck Collaboration VIII 2011). These clusters
extend in redshift up to z = 0.55 and have a median luminos-
ity of 2.5+1.8

−1.4 × 1044 erg s−13. In comparison, the eFEDS sample
involving 325 clusters extends out to redshifts of z = 1.2 with a
median luminosity of 2.6+4.9

−1.8 × 1043 erg s−11. It is clear that our
redshift range is twice as wide and our median luminosity is fac-
tor 10 lower than in L17. They investigated the thresholds that
yield the most complete and the most pure sample of relaxed
and disturbed clusters. However, they used the visual inspec-
tion method with only a few astronomers to classify relaxed and
unrelaxed clusters. This method might obviously be biased and
is very difficult to reproduce or apply in our sample, where the
photon statistic is low and the number of clusters is higher. They

3 The numerical values after the median value are not its errors,
but indicate the difference with the 16th and 84th percentiles in the
distribution.

reported that it is generally better to use more than one single
parameter to categorize clusters as relaxed and disturbed. In par-
ticular, they mentioned that the use of a new parameter obtained
as a combination of concentration and centroid shift (Rasia et al.
2013) is very powerful in discriminating cool cores and non-cool
cores, as we suggest in this work. They find that central density
and Gini coefficient distribution are statistically different when
they split their sample into two according to the luminosity, such
that more luminous objects tend to be more concentrated, have
a higher Gini coefficient, and have higher central gas densities,
similarly to our results. In Fig. 6, we add the median value and
the scatter observed in L17 for central density, concentration
(the one defined with respect to R500), and cuspiness because
for these parameters, a direct comparison can be made. We also
calculated the median morphological parameters for the eFEDS
clusters that fall within the L17 luminosity and redshift range.
We note that for concentration and central density, the median
value and the scatter of the parameters agree very well, indicat-
ing that eROSITA and Planck – selected clusters have similar
morphological properties. For the cuspiness, we instead gen-
erally measure density profiles that are far steeper on average.
However, we recall that cuspiness is a morphological parameter
with a very large and skewed uncertainty in our work, therefore
this difference is not very significant.

5. Conclusions

We have characterized the distribution of the morphological
parameters in a sample of galaxy clusters and groups detected
in the eROSITA Final Equatorial-Depth Survey (eFEDS). The
great survey science capabilities of eROSITA enabled us to
map these properties in a parameter space region that was pre-
viously unexplored, from low-mass and low-redshift groups to
high-redshift clusters.

The eFEDS survey includes 542 candidate clusters and
groups of galaxies, down to the flux limit of ∼10−14 erg s−1 cm−2

in the soft band (0.5–2 keV) within 1′ (see Liu et al. 2022a). We
applied a selection cut on the extent and detection likelihoods of
12 to reduce the total contamination in the sample. This selec-
tion reduces the contamination to 14%, and 325 clusters remain
in the final sample. This sample covers a luminosity range from
9×1040 erg s−1 to 4×1044 erg s−1 and a redshift range from 0.017
out to 1.2. The conclusions we obtained from this analysis are
summarized below.

Our work covers a wide range in luminosity and redshift.
Our sample allows us to constrain the evolution of a morpholog-
ical parameter with redshift and luminosity. The evolution in the
central density is slightly significant for luminosity and redshift.
Overall, the central density evolves with redshift in agreement
with the self-similar model, and it is consistent with previous
studies. Similarly, most morphological indicators, in particular
the Gini coefficient, power ratios, and photon asymmetry, show
significant evolution with redshift and luminosity.

The evolution we constrained in these parameters was then
modeled to convert the evolution-independent morphological
parameters into a new morphological parameter, the relaxation
score. Using this new parameter, we searched for an indication
of a bimodal distribution in our parameters, but we found that
a skewed distribution, a single-peaked normal, or a log-normal
distribution represent our observations better. By defining a
threshold in relaxation score, we were able to determine whether
a cluster is relaxed, and we found that the fraction of relaxed
objects does not evolve with redshift. Based on the correlation
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between concentration and relaxation score, we defined a thresh-
old to distinguish relaxed clusters from disturbed clusters by
converting the concentration threshold used in Lovisari et al.
(2017) into a threshold in relaxation score. Using this threshold
on a redshift independent parameter, we find that at low red-
shift, the fraction of relaxed clusters is about 50%. This fraction
decreases to 30–35% at higher redshifts at z > 0.2. However,
we argue that the high fraction of relaxed clusters at the lowest
redshift bin could be explained by the incompleteness in the
sample. Our detection strategy means that we are more sensi-
tive to detecting relaxed groups and clusters with beta model
profiles. The surface brightness distributions of disturbed clus-
ters tend to be different than beta model profiles. They are flatter
and more extended, and therefore the detection algorithm might
miss these nearby objects. Another challenge is to confirm the
redshifts of these groups and cluster using optical surveys. Dis-
turbed clusters and groups at low redshifts (z < 0.2) are likely
to be more extended than relaxed clusters and groups. As they
appear to be so extended on the sky, algorithms based on the red
sequence struggle to select the correct optical center and the cor-
rect member galaxies. Therefore, the optical incompleteness in
the low-redshift regime might affect the disturbed clusters more
than relaxed clusters. In our eFEDS cluster sample, however, we
did not select our clusters based upon any optical properties,
therefore this deficit of disturbed clusters is not caused by the
optical cleaning of the sample.

This work bridges the gap between the characterization of
cluster samples detected by previous flux-limited X-ray sur-
veys and sets the stage for the upcoming eROSITA all-sky
survey. Cluster surveys performed with ROSAT (Voges et al.
1999), REXCESS (Böhringer et al. 2007), HIFLUGCS (Reiprich
& Böhringer 2002), and ME-MACS (Mann & Ebeling 2012)
have successfully covered clusters with high luminosities > 5 ×
1044 erg s−1 out to redshifts of 0.5. Ground-based SZ-selected
cluster surveys with SPT (Bleem et al. 2020) and ACT (Hilton
et al. 2021), on the other hand, which are sensitive to the most
massive and highest-luminosity clusters, extended our knowl-
edge of underlying cluster populations out to high redshifts of
1.7 (Nurgaliev et al. 2017). For instance, the highest luminos-
ity we reach in the eFEDS sample is about 4 × 1044 erg s−1. The
eRASS1 will explore the cluster samples with luminosities down
to ∼1040 erg s−1 and redshifts out to 1.5, probing a completely
new cluster population with eROSITA that is complementary
to previous flux-limited X-ray surveys and mass-limited SZ
surveys.
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Appendix A: PSF profile
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Fig. A.1: eROSITA profile for the FoV-averaged PSF.

Appendix B: Likelihood derivation

The likelihood is the probability distribution of the data given the parameters in the model we used when seen as a function of the
parameters,

L(θ|data) = P(data|θ) = P(L̂, M̂, ẑ, t̂exp,M, L, z, texp, det = 1|θ,C), (B.1)

where x̂ indicates the measured quantities, and x represents the intrinsic quantities. Here x can be the morphological parameter of
interestM, the luminosity L, the exposure time texp, or the redshift z. With det = 1,we indicate that the cluster is detected. θ indicates
the scaling relation parameters: the normalization µ, the luminosity slope γ, the redshift dependence β, and the intrinsic scatter σ.
We further point out that our model depends on cosmology C, but a cosmology fit is not one of the goals of this paper, hence the
cosmology is assumed to be fixed to a concordance cosmology with H0 = 70 km/s, Ωm = 0.3, and ΩΛ = 0.7.

Furthermore, we assumed that the exposure time texp and the redshift z are perfect measurements, meaning that no uncertainty
is associated with them (in principle, they have extremely small uncertainties, but including them in our fit will only slow down the
computation without any significant improvement in the quality of the fit). This is mathematically expressed as

P(ẑ|z) = δ(z − ẑ)
P(t̂exp|texp) = δ(texp − t̂exp), (B.2)

where δx(y) is Dirac’s delta function. This means that we can marginalize over texp and z, thus our likelihood becomes the marginal
likelihood as follows:

L(θ|data) = P(L̂, M̂, ẑ, t̂exp,M, L, det = 1|θ,C) =

∫
P(L̂, M̂, ẑ, t̂exp,M, L, det = 1|z, texp, θ,C)P(z|C)P(texp)dz dtexp

=

∫
P(L̂, M̂,M, L, det = 1|z, texp, θ,C)P(z|C)P(texp)P(ẑ|z)P(t̂exp|texp)dz dtexp

=

∫
P(L̂, M̂,M, L, det = 1|z, texp, θ,C)P(z|C)P(texp)δ(z − ẑ)δ(texp − t̂exp)dz dtexp

= P(L̂, M̂,M, L, det = 1|ẑ, t̂exp, θ,C) · P(ẑ|C) · P(t̂exp). (B.3)

Then we broke the likelihood into several pieces (selection function, errors on data, scaling relation, and cosmology dependence)
by exploiting the Bayes theorem P(A, B) = P(A|B)P(B) = P(B|A)P(A)

L(θ|data) = P(L̂, M̂, ẑ, t̂exp,M, L, det = 1|θ,C) = P(det = 1|L̂, M̂, ẑ, t̂exp,M, L, θ,C) · P(L̂, M̂,M, L|ẑ, θ,C) · P(ẑ|C) · P(t̂exp) (B.4)

even further, where we note that the selection function is the only term that depends on exposure time, and the selection function
was isolated from this equation. The selection function is written as

fsel = P(det = 1|L̂, M̂, ẑ, t̂exp,M, L, θ,C) = P(det = 1|L, ẑ, t̂exp,C) . (B.5)
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In this equation we have assumed that the selection function is independent of the measured quantity L̂, but depends only on the
corresponding intrinsic quantity L, and that morphological parameters do not enter the selection function directly.
Next we split the errors on the data from the intrinsic quantities,

L(θ|data) = fsel · P(L̂, M̂,M, L|ẑ, θ,C)P(ẑ|C)P(t̂exp) = fsel · P(L̂, M̂|M, L, ẑ, θ,C) · P(M, L|ẑ, θ,C) · P(ẑ|C) · P(t̂exp) (B.6)

thus defining the modeling of our data as

ferr = P(L̂, M̂|M, L, ẑ, θ,C) = P(L̂, M̂|M, L) , (B.7)

where in the last equation, we assume independence of the errors in our data from redshift, scaling relation parameters, and
cosmology.
Then we isolate the dependent quantityM from the independent quantity in the scaling relation,

L(θ|data) = fsel · ferr · P(M, L|ẑ, θ,C) = fsel · ferr · P(M|L, ẑ, θ,C) · P(L|ẑ,C) · P(ẑ|C) · P(t̂exp), (B.8)

thus defining

fsr = P(M|L, ẑ, θ,C) = P(M|L, ẑ, θ) = LN
(
µ · (L/Lpiv)γ · (ẑ/ẑpiv)β, σ

)
, (B.9)

where we have assumed that the intrinsic morphological parameters are cosmology independent, and we have explicitly written the
scaling relation in terms of the parameters θ.
Finally, we can write

L(θ|data) = fsel · ferr · fsr · P(L|ẑ,C) · P(ẑ|C) · P(t̂exp) , (B.10)

where we can assume a scaling relation between mass and luminosity, which allows us to compute P(L|ẑ,C) directly from the cluster
mass function because

fc = P(L|ẑ,C) = P(M|ẑ,C)
dM
dL

. (B.11)

Therefore we can summarize our likelihood as

L(θ|data) = P(L̂, M̂, ẑ, t̂exp,M, L, det = 1|θ,C) = fsel · ferr · fsr · fc · P(ẑ|C) · P(t̂exp) . (B.12)

We finally point out that the P(t̂exp) and P(ẑ|C) terms are only a function of the data, and because we do not fit the cosmology, this
is just a multiplicative factor in our likelihood. It can therefore be removed because the fit is insensitive to multiplicative factors that
are independent of the model parameters.
As a last step, we can marginalize over the intrinsic properties L andM because we are not interested in estimating them. Therefore

L(θ|data) ∝ P(L̂, M̂, det = 1|ẑ, t̂expθ,C) =

∫
M

∫
L

P(L|ẑ,C) · P(M|L, ẑ, θ) · P(L̂, M̂|L,M) · P(det = 1|L, ẑ, t̂exp)dMdL . (B.13)

We point out that this is an improper likelihood because it is not normalized. We therefore have to normalize it by calculating the
denominator D by integrating the previous equation over L̂ and M̂. However, we immediately realize that such an integral applies
only to the ferr term, which is built to be normalized,

∫
P(L̂, M̂|L,M)dL̂dM̂ = 1 . (B.14)

This simplification of the likelihood allows us to isolate in the denominator the integral overM,

D =

∫
P(L̂, M̂, det = 1|ẑ, t̂expθ,C)dL̂dM̂ =

∫
L

P(L|ẑ,C) · P(det = 1|L, ẑ, t̂exp) ·
(∫
M

P(M|L, ẑ, θ)dM
)

dL

=

∫
L

P(L|ẑ,C) · P(det = 1|L, ẑ, t̂exp)dL . (B.15)

Therefore our denominator does not depend on the scaling relation parameters θ. This implies that we do not need to compute this
because it would just be a multiplicative constant in the likelihood, to which our fit is insensitive.
To conclude, in the previous calculation, we have omitted the fact that this is the likelihood for a single cluster with observed
quantities L̂, M̂, ẑ = L̂i, Q̂i, ẑi, where i is a running index that goes through all detected clusters. Therefore the total likelihood is

L =

Nclusters∏
i=1

Li(θ|L̂i, Q̂i, ẑi) . (B.16)
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