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Abstract

Poly(ornithine-co-citrulline)s are ureido-based polymers which were shown to ex-

hibit tunable upper critical solution temperature (UCST) behavior, a property that can

be exploited to develop thermoresponsive nanoparticles for controlled drug delivery sys-

tems. To gain insight into the driving forces that govern the formation and dissolution

processes of poly(ornithine-co-citrulline) nanoparticles, a molecular dynamics (MD)

simulation study has been carried out using MARTINI-based protein coarse-grained

models. Multi-microsecond simulations at temperatures ranging from 280 to 370 K

show that the fully reparametrized version 3.0 of MARTINI force field is able to cap-

ture the dependence on temperature of poly(ornithine-co-citrulline) aggregation and
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dissolution, while version 2.2 could not account for it. Furthermore, the phase separa-

tion observed in these simulations allowed to extrapolate a phase diagram based on the

Flory-Huggins theory of polymer solution which could help in future rational design of

drug delivery nanoparticles based on poly(amino acid)s.

1 Introduction

The use of stimuli-sensitive nanoparticles as drug delivery systems is of great interest in

pharmaceutical sciences for the selective drug targeting of diseased organs. The main strat-

egy is to encapsulate drugs into stealth nanocarriers which will distribute them through

blood capillaries in the body, and then to locally apply a physical stimulus which will specif-

ically trigger the drug release in organs needing treatment only. Drug delivery can thus

be controlled by using nanoparticles responding to various stimuli such as light, magnetic

field, ultrasound, or temperature.1,2 Among these stimuli, hyperthermia is very promising

since it can be easily locally induced using several techniques including ultrasound,3 radiofre-

quency,4 light,5 or simply a water bath. The prerequisite for applying these techniques is to

design thermoresponsive drug nanocarriers sensitive to mild hyperthermia (that is having a

transition temperature in the 40-45 ◦C range).

Nanoparticles based on thermoresponsive polymers have been developed for this appli-

cation.6,7 Two types of thermoresponsive polymers can be used: those which are soluble in

water below a lower critical solution temperature (LCST) and insoluble above, and those

which are insoluble in water below an upper critical solution temperature (UCST) and sol-

uble above. So far, most of the thermoresponsive nanocarriers have been developed based

on LCST polymers, and much less effort has been devoted to UCST counterparts.6,8 Yet,

UCST polymers enable the development of much more efficient drug delivery systems com-

pared to LCST nanocarriers which release drugs through polymer collapse, often leading to

entrapment of part of the drugs.6 In contrast, UCST nanocarriers are expected to completely

release their drug payloads above their transition temperature by polymer dissociation and
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dissolution. Moreover, full solubility in water of UCST polymers above their critical tem-

perature may facilitate excretion through renal filtration as compared to insoluble LCST

nanoparticles. Thus, UCST polymers provide great opportunities of innovation in the field

of ”smart” drug delivery systems.

Yet, only a few UCST polymers with a transition temperature in water relevant for

biomedical applications have been developed and used as effective thermoresponsive drug

delivery systems.6,9 These include polymers based on N -acryloylglycinamide (PNAGA),10,11

acrylamides (notably poly(acrylamide-co-acrylonitrile) (PAAm)),9,12,13 ureido-based poly-

mers such as poly(allylurea) (PAU),14,15 and imidazole-based polymers.16,17 However, the

lack of biodegradability of most of those synthetic polymers is a major concern which must

be addressed in view of bench-to-bedside translations.

In the last decade, some proteins have been shown to undergo soluble-to-insoluble phase

separation in vivo to fulfil their biological function.18,19 Many of these proteins are charac-

terized by low complexity sequences (i.e. with fewer amino acid types compared to protein

average composition) or repeating patterns of short segments, and have an intrinsically

disordered structure.18,20 It was even demonstrated that proteins composed of repeats of

P–Xn–G sequences, where n varies from 0 to 4 and X is either an apolar or charged residue,

exhibited tunable LCST or UCST transitions, respectively.21 Given their biocompatibility

and biodegradability, these proteins paved the way to the design and the development of

thermoresponsive drug delivery systems based on synthetic UCST poly(amino acid)s.22

To assist chemists to rationally design new USCT polymers and physicists to characterize

their self-organization properties, molecular simulation techniques can provide precious infor-

mation on structures of polymer assemblies as well as on the physical forces that govern their

dynamics behavior.23–25 Nevertheless, all-atom simulations of several polymers composed of

about 100 repeat units (monomers) in explicit solvent are computationally expensive and

too time consuming for exploring exhaustively their conformational space. Thus, they can

hardly yield quantitative information about polymer thermodynamic equilibrium states and
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a fortiori about their phase transitions. To capture the self-assembly process of several poly-

mer chains, it is more appropriate to use coarse-grained models which typically describe a

polymer repeat unit by only few beads instead of all its atoms.26–28 Among the most pop-

ular coarse-grained models, the MARTINI force fields were parameterized by targeting the

partition free energies between water and octanol of biomolecule building blocks.29–35 Since

self-assemblies are largely driven by hydrophobic and polar interactions, MARTINI models

are particularly well suited to study these processes.

Nonetheless, among the known limitations of MARTINI models, several studies reported

that MARTINI force fields tend to overestimate some inter-biomolecular interactions, leading

to excessive aggregation propensity of proteins.36–39 Regarding the UCST polymers that we

aim at studying, this shortcoming could result in incorrect simulations of polymer aggregation

or dissolution upon heating. To address this concern, we conducted extensive molecular

dynamics (MD) simulations of the aggregation and dissociation processes of poly(ornithine-

co-citrulline) chains described with MARTINI models.

Poly(ornithine-co-citrulline)s are ureido-based polymers which were shown to exhibit tun-

able UCST behavior by Shimada et al.14,15,40 Ornithine and citrulline are non-proteinogenic

amino acids bearing a pendant primary amine and an ureido moiety, respectively. Under

physiological conditions of pH and ion concentration, ureido groups have the peculiarity of

being able to form strong hydrogen bonds between them, strengthening polymer-polymer

interactions. On the other hand, primary amine groups which are protonated at physio-

logical pH, repel each other by electrostatic forces, favoring polymer dissociation. Thus, it

is possible to control the transition temperature of poly(ornithine-co-citrulline)s by tuning

the proportion of primary amines relative to ureido groups. The objective of this work is

to assess the capability of MARTINI-based force fields to correctly capture the fine balance

between polymer-polymer and polymer-water interactions which determine the UCST be-

havior of poly(ornithine-co-citrulline)s with the view to use them as thermoresponsive drug

delivery nanoparticles.
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2 Methods

2.1 MARTINI coarse-grained models

Since its first release in 2007,29 the MARTINI force fields have continuously evolved to

improve the agreements with experimental observations. Regarding lipids and proteins, ver-

sion 2.2 was released in 2012 and a major upgrade (version 3.0) has just been published

in March 2021. Thanks to the transferable building block philosophy of MARTINI force

fields, we based our coarse-grained models of poly(ornithine-co-citrulline) on existing pa-

rameters, first, of version 2.2 and, thereafter, on the open beta version 3.0.b.3.2 available

from the MARTINI web site.41,42 It should be noted that MARTINI coarse-grained models

do not include any chirality center. Therefore, the poly(amino acid)s simulated in this study

should be regarded as racemic poly(DL-ornithine-co-DL-citrulline)s (PDLOC) with random

coil conformations.40

The coarse-grained description of ornithine and citrulline is specified in Fig. 1. As for all

amino acids, their backbone atoms NH-CαHα-CO were mapped into one bead of type P5 in

MARTINI 2.2 or P2 in MARTINI 3.0. Ornithine side chain can be considered as a lysine with

one less carbon. Thus, its four heavy atoms can be mapped into one single bead of type Qd

or Qp in version 2.2 or 3.0, respectively. It should be noted that, at physiological pH, each

of the two latter grains bears one positive charge.43,44 Citrulline side chain is very similar

to the one of arginine, except for its terminal uncharged ureido group. In MARTINI 2.2,

its four heavy atoms Cβ, Cγ, Cδ, and Nε were mapped into one bead of type N0, and its

three terminal atoms Cζ, Nω, and Oω into one bead of type P4 like uncharged arginine.30 In

MARTINI 3.0, the three carbons Cβ, Cγ, and Cδ of the propane fragment are grouped into

one bead of type SN2d, while the atoms of the whole ureido moiety are grouped in one bead

of type SP4 (Fig. 1). This new mapping is more consistent with the guidelines of MARTINI

developers which recommend to avoid dividing chemical groups between two beads.42

Regarding the bonded interactions, the parameters for the springs connecting citrulline
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Figure 1: Mapping of amino acids ornithine and citrulline in MARTINI 2.2 (left) and MAR-
TINI 3.0 (right) coarse-grained models. The parameters for the Lennard-Jones potentials
between all the poly(ornithine-co-citrulline) bead types are detailed in Table S1.

coarse grains were taken from those of arginine without modification.30 For ornithine, since

its side chain is composed of four heavy atoms linearly connected, we used the bonded

parameters of methionine (Table S2). The bonded parameters for backbone beads were

taken from Ref.30 for MARTINI 2.2 and Ref.41 for MARTINI 3.0. It should be mentioned

that the adoption for citrulline and ornithine side-chains of bonded parameters from similar

amino acids without recalibration could induce overestimated non-bonded interactions and

distort their packing in polymer aggregates.45 To estimate this risk, we compared the solvent

accessible surface area (SASA) of isolated citrulline and ornithine in 10 ns MD simulations

at the all-atom and coarse-grained levels. As displayed in Fig. S1, the amino acid SASA

computed with both MARTINI models are lower than values from all-atom calculations.

The largest difference is observed for the SASA of citrulline modeled with MARTINI 3.0,

but the deviation remains lower than 10% of the all-atom value. This suggests that the

bonded parameters adopted for citrulline and ornithine will cause minor distortions in their

side chain interactions and packing.

Furthermore, with the intent of comparing random coil versus helical polymers, we simu-

lated poly(ornithine-co-citrulline)s with add-on elastic networks between the backbone beads

(but not the side chain ones) of residues that we wanted to keep in helical conformation. In
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practice, we used the option -elastic of the martinize script with an upper elastic bond cutoff

of 0.6 nm and a spring force constant of 500 kJ/mol/nm2 (default value). Finally, it should

be mentioned that the coarse-grained non-polarizable models of water, sodium, and chloride

ions of each MARTINI version were used in this study. Notably, when using MARTINI 2.2,

10% of the water beads W were replaced by antifreeze particles WF to prevent freezing of the

coarse-grained water.29 The new non-polarizable water model WN in MARTINI 3.0 avoids

the use of antifreeze particles.

2.2 Free energy calculations

Before running simulations of poly(ornithine-co-citrulline) aggregation, we verified the hy-

drophilicity character of the coarse-grained amino acids by computing their octanol-water

partition coefficient logPow. To this end, we employed the umbrella sampling technique46 to

calculate the octanol-water transfer free energy ∆Gow of citrulline and ornithine described

with MARTINI force fields. In practice, a biphasic system is built within a 24×12×12 nm3

rectangular box, half of which is filled with coarse-grained water and the other one with

octanol. For each amino acid, a serie of initial configurations was created by pulling the

solute along a ξ axis from the center of the water phase (ξ = 0 nm) to the center of the

octanol box (ξ = 12 nm) with a 0.2 nm spacing. For each solute position, which is restrained

by a 1 000 kJ/mol/nm2 harmonic force, the system was shortly equilibrated during 100 ps

and then submitted to a 5 ns production run. The solute free energy profile along the ξ axis

was retrieved by using the weighted histogram analysis method (WHAM) implemented in

the GROMACS utility gmx wham 47 and displayed in Fig. S2.

The free energy profiles were used to calculate the octanol-water transfer free energy

∆Gow = ∆Go − ∆Gw and the associated partition coefficient logPow = −∆Gow/(2.303RT)

which are both reported in Table 1. It can be observed that umbrella sampling calculations

generally underestimated the transfer free energies and hydrophilicities of the two amino

acids when compared to experiments. The largest discrepancies are observed for the charged
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ornithine calculations, irrespective of the coarse-grained force field. Regarding citrulline,

the difference with experiment is decreased from 4.0 to 2.7 kJ/mol when upgrading from

MARTINI 2.2 to 3.0, which can be fairly considered as acceptable. It could be noted that

the transfer free energy of citrulline computed with MARTINI 3.0 remains lower than exper-

imental measurement even though the bead type SN2d chosen for its alkane segment (based

on the arginine parameterization) is usually devoted to weakly polar chemical groups. The

choice of a hydrophobic SC2 bead type for this alkane moiety would probably result in a

larger discrepancy.

Table 1: Comparison between umbrella sampling calculations and experimental measure-
ments of octanol-water transfer free energy ∆Gow and partition coefficient logPow of citrulline
and ornithine. Experimental values of logPow were retrieved from the PubChem database.48

∆Gow (kJ/mol) logPow
MARTINI 2.2 MARTINI 3.0 Exp. MARTINI 2.2 MARTINI 3.0 Exp.

Ornithine 19.0 17.8 24.2 -3.31 -3.10 -4.22
Citrulline 14.3 15.6 18.3 -2.49 -2.72 -3.19

Umbrella sampling simulations were also used to compute the potential of mean force

(PMF) of the citrulline-citrulline and citrulline-ornithine pairs in water. In that case, two

coarse-grained amino acids were placed in a cubic box of 5.3 nm side and solvated with water

beads. For each pair, a serie of initial configurations was created with an intermolecular

distance ξ increasing from 0.30 to 1.80 nm by an increment of 0.05 nm. Then each system

was submitted to a 100 ns MD simulation with the intermolecular distance restrained by a

force constant of 1 000 kJ/mol/nm2. The free energy profile (PMF) for each amino acid pair

was computed as a function of the distance ξ by using gmx wham.47 It should be noted that

restraints were applied to the distance between amino acids, but not to their positions. Thus

each pair of amino acids is free to rotate. The number of rotational configurations being

proportional to the surface of the sphere of radius ξ, the configuration entropy increases and

the PMF decreases when ξ increases.49 Therefore, the computed potentials of mean force

were corrected by adding the term RTln(4πξ2) to cancel out the PMF decrease and obtain

a flat PMF at large separation distances ξ.
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2.3 MD simulation procedures

The molecular system that serves as a benchmark for testing the ability of MARTINI models

to simulate the UCST behavior of poly(ornithine-co-citrulline)s is composed of 24 chains at

the concentration of 2.5 mM (0.031 g/mL), 150 mM of sodium chloride, and about 300 000

water beads. Each chain possesses 8 ornithine and 72 citrulline residues with random or-

nithine positions in the sequence. Thus, citrullines represent 90% of the sequence length,

close to the ureido ratios of the L30K92.4 and DL32K93.5 polymers experimentally studied by

Kuroyanagi et al.40 It should also be noted that both N-terminal and C-terminal extremities

were considered as methylated and accordingly modeled by two neutral backbone beads.

Initial pure random coil conformations of PDLOC were generated using the statistical

coil generator software Flexible-Meccano.50 Conformations with helical structures at specific

positions of the sequence were built by using the YASARA program51 and homemade python

scripts. Then, all individual structures were converted into coarse-grained models using

the martinize.py script.52 For the study of polymer aggregation process, the PACKMOL

program53 was used to generate starting configurations in which 24 chains were separated and

randomly placed and oriented in a simulation box. Then, simulation boxes were subsequently

filled with water and ion beads using GROMACS tools gmx solvate and gmx genion.

All simulations were performed with version 2018.7 of GROMACS.54 The non-bonded

cut-off scheme Verlet was used with a pair-list update periodicity of 20 steps. Lennard-Jones

and Coulomb potentials and forces were shifted to zero at the cut-off distance of 1.1 nm.

Short-range electrostatic interactions were screened with a relative dielectric constant εr = 15

and long-range ones were treated using the reaction-field method with a relative dielectric

constant εrf =∞.55 Temperature and pressure were kept constant using the velocity rescal-

ing technique56 with the time constant τT = 1 ps and the Parrinello–Rahman algorithm57

with the coupling constant τP = 12 ps, respectively. The Newton’s equations of motion were

integrated using the leap-frog algorithm with a time step of 20 fs. After a minimization of

50 000 steps and an equilibration of 10 ns, each system was simulated during 7 µs at each
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studied temperature and P = 1 bar. MD trajectory frames were saved every 2 ps for subse-

quent analysis. It should be noted that, for calculating average physical quantities, only the

last 5µs of the trajectories were used.

MD trajectories were analyzed using homemade routines or GROMACS tools. In partic-

ular, the polymer aggregation states were monitored using the g aggregates program58 which

can compute the number of aggregates and their size as a function of time. In this study,

the threshold distance used to classify two chains as part of the same aggregate is set to

0.6 nm. The gmx sasa tool was used to calculate the polymer aggregate solvent accessible

surface area and volumes from which the concentrations of diluted and condensed phases

were determined for calculating the polymer phase diagram.

2.4 Phase diagram calculation

When a polymer solution undergoes a phase separation under some conditions, it is possible

to ”extrapolate” its phase diagram from the polymer concentrations in the dilute and con-

densed phases determined under these conditions. This calculation, described here, is based

on the Flory-Huggins theory of polymer solution:59,60 At constant temperature and pressure,

the dimensionless Gibbs free energy change for mixing a polymer with N repeating units

(here, N = 80 residues) and a solvent for which each molecule occupies the same volume as

one repeating unit is

g(φ) =
∆Gm

kBT
= φ(1− φ)χ+

φ

N
ln(φ) + (1− φ)ln(1− φ) (1)

The polymer volume fraction φ is calculated as φ = c/ρ where c and ρ are respectively

the polymer mass concentration and density. In this study, the average density of PDLOC

was estimated using the molecular-weight-dependent function ρ(M)(g/mL) = 1.41+0.145×

exp(−M(kDa)/13.4) from Fisher et al.61 which yields the density ρ = 1.47 g/mL for a chain

of 8 ornithines and 72 citrullines (M = 12.25 kDa).
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The Flory-Huggins parameter χ describes the polymer-solvent interactions. Empirically,

χ depends on the temperature as χ(T ) = A+B/T where A and B are two parameters to be

determined experimentally62 or using simulations. Indeed, if for some discrete temperatures

Ti a phase separation is observed, then the Flory-Huggins parameters χi can be calculated

from the polymer volume fractions in dilute (φid) and condensed (φic) phases and the equality

of the chemical potentials µd and µc of the two phases in equilibrium:

µd = µc ⇐⇒ g′(φid) = g′(φic) ⇐⇒

(1− 2φid)χi + 1
N
lnφid − ln(1− φid) = (1− 2φic)χi + 1

N
lnφic − ln(1− φic)

=⇒ χi = [ 1
N
ln(φ

i
c

φid
)− ln( 1−φic

1−φid
)]/[2(φic − φid)] (2)

Thus, using a linear regression of data points (χi, 1/Ti), we can determine the two parameters

A and B of the Flory-Huggins parameter for the studied polymer and solvent. Subsequently,

knowing the function χ(T ) = A+B/T , the dimensionless Gibbs free energy can be calculated

at any temperature for all polymer volume fraction φ.

At a given temperature, if the curve of function g(φ) has a local concave curvature, then

the derivative function g′(φ) is non-monotonic and there are two different volume fractions

φd and φc for which the chemical potentials are equal, indicating a possible phase separation

(Fig. 2).63 The concave curvature of g(φ) also implies the existence of two volume fractions

φs1 and φs2, called spinodal points, such as g′′(φs1) = g′′(φs1) = 0.64 A polymer solution with

an initial volume fraction φ0 between φs1 and φs2 will phase separate into two coexisting

phases with φd < φs1 and φs2 < φc.
63

However, the equality of chemical potentials g′(φd) = g′(φc) is not sufficient to determine

φd and φc. A second condition is that the free energy of the two coexisting phases g0 =

λg(φd)+(1−λ)g(φc), where λ is the fraction of polymers in diluted phase, must be minimum.

Since φ0 = λφd + (1 − λ)φc, we can write that φd = φ0 − (1 − λ)∆φ and φc = φ0 + λ∆φ,
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Figure 2: Curves of dimensionless functions g(φ) (top) and g′(φ) (bottom) obtained from
Eq. (1) with parameters N = 80 and χ = 0.68. In the top graph, the function g(φ)+0.36φ is
plotted to accentuate the concave curvature of g(φ) which is less visible without this artefact.
The unaltered curves are displayed in the inset graphs. The red and green points are the
two spinodal points for which g′′(φs1) = g′′(φs1) = 0. The brown point represents a polymer
solution with an initial volume fraction φ0 which will separate into two phases represented
by orange and cyan points and characterized by the volume fractions φd and φc, respectively.

where ∆φ = φc − φd, and it appears that g0 is a function of λ:

g0(λ) = λg(φ0 − (1− λ)∆φ) + (1− λ)g(φ0 + λ∆φ) (3)

At the minimum of g0(λ), the condition g′0(λ) = 0 leads to g(φd) + λ∆φg′(φd) − g(φc) +

(1 − λ)∆φg′(φc) = 0. Since g′(φd) = g′(φc), this yields the relation g(φd) − φdg
′(φd) =

g(φc)−φcg′(φc). Graphically, this means that the tangents to the curve g(φ) at the points φd

and φc are the same (Fig. 2). In conclusion, for a polymer solution demixing into two phases,
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the dilute and condensed volume fractions can be determined using the two conditions:

g′(φd) = g′(φc) (4)

g(φd)− φdg′(φd) = g(φc)− φcg′(φc) (5)

There is no simple analytical solution of these two equations. But it is possible to determine

φd and φc using numerical methods, such as the one described in Supporting Information.

3 Results

3.1 Simulations with MARTINI 2.2

At the start of this study, we wished to ascertain whether random coil poly(DL-ornithine-co-

DL-citrulline) (PDLOC) described with MARTINI 2.2 force field exhibited a UCST behavior

in MD simulations. To this end, we simulated the aggregation process of 24 chains, initially

separated, at the temperatures of 280, 310, and 370 K. As displayed in the left column of

Fig. 3, when the citrulline ureido group has the default type P4 (Fig.1), the 24 chains rapidly

aggregates into one cluster at all temperatures, even before the end of equilibration runs at

280 and 370 K. Clearly, no temperature effect is observed with this bead type.

Since polymer UCST property is generally related to a fine balance between polymer-

polymer and polymer-solvent interactions, we attempted to improve the PDLOC coarse-

grained model by deepening the Lennard-Jones potential of citrulline ureido bead from type

P4 (εLJ = 5.0 kJ/mol) to P5 (εLJ = 5.6 kJ/mol).29 We even tested an original bead type

P6 (εLJ = 6.0 kJ/mol) not present in MARTINI 2.2. As observed in Fig. 3, the ureido bead

type P5 induces more fluctuations in the polymer aggregation state, but no UCST behavior

could be detected, since large polymer aggregates are observed at all temperatures (Fig. 3

and Table S3). Unexpectedly, bead type P6 did not improve the model but yielded similar

results as with type P4.
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Figure 3: Influence of the citrulline ureido bead type on the aggregation of PDLOC random
coil chains at 280, 310, 370 K (from bottom to top rows). Left, middle, and right columns
show results for MARTINI 2.2 type P4, P5, and P6, respectively. Blue and red lines indicate
the number of aggregates and the number of chains in the largest aggregate, respectively.

When using type P5 for the citrulline ureido bead, a possible explanation for the absence

of UCST behavior is the weakness of the repulsive forces between the ornithine charged

side chains. To test this hypothesis, we run simulations of the PDLOC aggregation with de-

creased values of the solvent dielectric constant which screens the electrostatic interactions.

However, for both values εr = 5 and εr = 10, instead of the default εr = 15, the polymer

aggregation behavior does not seem to rationally respond to temperature (Fig. S4 and Ta-

ble S4 of Supporting Information). Altogether, in line with previously observed stickiness of

protein models based on MARTINI 2.2,36–39 our simulations with this force field were not

able to reproduce the dissolution of PDLOC in water at high temperature. Our attempts to

improve the model with small modifications were unfruitful and probably disrupted the co-
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herence of the force field.45 We thus decided to switch to the fully reparametrized MARTINI

version 3.0.b.3.2.41,65

3.2 Simulations with MARTINI 3.0

Figure 4: Simulation with MARTINI 3.0 of the aggregation (left column) and dissolution
(right column) of PDLOC random coil chains at 280, 300, 310, 340, and 370 K (from bottom
to top rows). Blue and red lines indicate the number of aggregates and the number of chains
in the largest aggregate, respectively.

In contrast to results obtained with MARTINI 2.2, a clear effect of temperature on the
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aggregation of PDLOC could be observed by using the new MARTINI force field (Fig. 4).

Starting from separated chains, the aggregation process is quite slow at 280 K and reaches an

equilibrium after about 3 µs, whereas aggregation already occurred during the equilibration

steps at 300 and 310 K. Importantly, at high temperatures (340 and 370 K), no formation

of large aggregations could be observed. To confirm the UCST behavior of PDLOC in our

simulations with MARTINI 3.0, we extracted an aggregate of 24 chains from the aggregation

trajectory at 280 K (at time t = 3547 ns) and defined it as the starting point for simulations

of the dissolution process as a function of temperature. As displayed in right column of

Fig. 4, the aggregate rapidly dissolves in water at 340 and 370 K but remains more and more

stable when decreasing temperature.

To quantitatively measure the influence of temperature upon polymer aggregation states

at equilibrium, the distributions of the number of aggregates and of the size of the largest

one were computed over the last 5 µs of both aggregation and dissolution simulations. As

seen in Fig. 5 and Table S5, the average number of aggregates and the size of the largest one

increases and decreases upon heating, respectively. Distributions of the biggest aggregate

size have a larger width at 300 and 310 K than at the other temperatures, suggesting that

phase transition between dissolved and aggregated states occurs around these temperatures.

It could be noted that the term ”dissolved state” may be improperly used here since none of

the systems showed monodisperse polymers completely isolated and aggregates continuously

form and split, even at high temperature. Given the small number of chains in our simulated

systems, we can intuitively consider that the polymers are in a dissolved state when more

than half of them are not assembled in the largest aggregate. Conversely, polymers are in

an aggregated state when more than 50% of them are assembled in the largest aggregate.

This being said, a definite delimitation between dissolved and aggregated states can be

obtained by determining the temperature of transition between the two phases. To this end,

the average number of aggregates and the average number of chains that are not in the

largest one were plotted as a function of the temperature and fitted with a sigmoidal curve
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Figure 5: Distributions of the number of aggregates (left column) and of the size of the
largest one (right column) computed over aggregation and dissolution simulations of PDLOC
at the five studied temperatures. Vertical dashed lines indicate average values.

characteristic of phase transitions. The latter parameter which is the complementary of the

size of the largest aggregate was considered just by convenience because it exhibits a growing

curve with temperature like experimental transmittance measurements of UCST polymers.40

As shown in Fig. 6, one can discern an increase of these numbers at low temperature followed

by a saturation at high temperature. Both sets of data can be very well fitted with sigmoidal

functions y(x) = a0/[1 + exp(−a1(x − a2))] with very close values for parameter a2 which

indicates a phase transition temperature at 288 K.
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Figure 6: Temperature dependence of the average percentages of number of aggregates (blue
circles) and of number of chains that are not in the largest one (red squares) in simulations
of random coil PDLOC. Solid lines represent sigmoidal functions y(x) = a0/[1+exp(−a1(x−
a2))] that fit data from simulations (weighted by 1/σ2

i , where σi is the standard deviation
of each point). Fit parameters and their standard error (bottom right table) were obtained
by using the optimize.curve fit function from the python module SciPy .66 Vertical dashed
line indicates the transition temperature found by the two fitting curves. Representative
snapshots of PDLOC aggregation states are displayed for the three temperatures 280, 300,
and 340 K. Blue, yellow, and red balls indicate backbone beads, citruline side chains, and
ornithine side chains, respectively.

3.3 Polymer aggregation as a function of their helical content

In their recent experimental study of poly(ornithine-co-citrulline) UCST properties, Kuroy-

anagi et al. demonstrated that racemic and homochiral chains had different phase separation

behaviors.40 The authors showed that solubilized racemic PDLOC possess random coil con-
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formations and form liquid droplets upon cooling below their transition temperature. In

contrast, solubilized homochiral poly(L-ornithine-co-L-citrulline)s (PLOC) are structured in

α-helices and aggregate into solid hexagonal packings below critical temperature.

Figure 7: Distributions of the number of aggregates (left column) and of the size of the largest
one (right column) computed over the last 5 µs of helical PLOC simulations at 280 K. H1, H3,
H4a, H4b, H6, H7, H8a, H8b chains contain 1 helix of 72 residues, 3 helices of 24 residues, 4
helices of 18 residues, 4 helices of 16 residues, 6 helices of 10 residues, 7 helices of 8 residues,
8 helices of 8 residues, and 8 helices of 6 residues, respectively. Data for random coil PDLOC
simulations are recalled in the bottom row for comparison. Vertical dashed lines indicate
average values.

Unfortunately, coarse-grained models of poly(ornithine-co-citrulline)s cannot account for

chirality of amino acids. However, using elastic networks, it is possible to impose helical
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conformations to specific segments of coarse-grained polymers. Thus, using MD simulations

at low temperature (280 K), we investigated here the effect of PLOC helical patterns on

their aggregation process to compare with that of random coil chains. We considered 8

different polymer systems of 24 initially separated chains (each of them being composed

of 72 citrullines and 8 ornithines randomly located in the sequence). In each system, all

polymers have the same helical pattern which is 1 helix of 72 residues (H1), 3 helices of 24

residues (H3), 4 helices of 18 residues (H4a), 4 helices of 16 residues (H4b), 6 helices of 10

residues (H6), 7 helices of 8 residues (H7), 8 helices of 8 residues (H8a), or 8 helices of 6

residues (H8b). Helices are connected by 4 residues in random coil conformation, except in

systems with 4 helices of 18 residues or 8 helices of 8 residues whose linkers are composed of

only 2 random coil residues (see top of graphs in Fig. S5).

MD simulations with MARTINI 3.0 show that PLOC with long helical segments (longer

than 10 residues) do not form stable large aggregates. In contrast, polymers with shorter

helices (less than 8 residues) can assemble into larger aggregates (Fig. S5 and Table S6).

However, it seems that the length of the random coil segments connecting the helices is

also important. Indeed, PLOC chains with helices connected by only 2 random coil residues

are less prone to form large aggregates than polymers with the same number of helices but

connected by 4 random coil residues. The helical polymer system which exhibits the highest

propensity to aggregate is composed of chains with 7 helices of 8 residues. However, when

we compare the maximal size of the aggregates for helical PLOC versus random coil PDLOC

(Fig. 7), it can be observed that the distribution is wider and the average is lower for H7

than for random coil polymers, suggesting that aggregates of H7 chains seem less stable

than those of random coil at 280 K. In addition, a visual inspection of the MD trajectory of

H7 chains could not allow to identify hexagonal packing of PLOC helices as experimentally

observed by Kuroyanagi et al.40 This indicates that simulations did not reach the equilibrium

aggregation states of helical PLOC chains.

Nevertheless, we still wanted to study the effect of polymer helicity upon their UCST
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Figure 8: Distributions of the number of aggregates (left column) and of the size of the
largest one (right column) computed over the last 5 µs of both aggregation and dissolution
simulations of PLOC chains with 7 helices of 8 residues (H7) at the five studied temperatures.
Vertical dashed lines indicate average values.

property. Thus, we simulated the influence of temperature upon the aggregation and disso-

lution of PLOC chains composed of 7 helical segments of 8 residues. As displayed in Fig. 8,

these helical polymers also exhibit a slight UCST property: Simulations generated polymer

aggregates of decreasing size when temperature increases from 280 to 370 K (Table S7).

However, when the average number of aggregates and the average number of chains that are

not in the largest one are plotted as a function of the temperature and fitted with sigmoidal
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Figure 9: Temperature dependence of the average percentages of number of aggregates (cyan
circles) and of number of chains that are not in the largest one (orange squares) in simulations
of PLOC chains with 7 helices of 8 residues (H7). Solid lines represent sigmoidal functions
y(x) = a0/[1+exp(−a1(x−a2))] that fit data from simulations (weighted by 1/σ2

i , where σi is
the standard deviation of each point). Fit parameters and their standard error (right table)
were obtained by using the optimize.curve fit function from the python module SciPy .66

Vertical dashed line indicates the transition temperature found by the two fitting curves.

curves (Fig. 9), the phase transition appears less sharp than for random coil PDLOC. More-

over, unlike what was observed for random coil chains (Fig. 6), the two fitting functions did

not yield the same value for the transition temperature (299 K for the number of aggregates

and 266 K for the number of polymers not in the largest aggregate). This did not allow to

unambiguously determine a theoretical transition temperature that could be compared to

experimental measurement. Again, we could not obtain conclusive results for this system,

and for this reason, we did not calculate the phase diagram of helical PLOC.

3.4 Polymer phase diagram

From the PDLOC aggregates observed in MD simulations at low temperatures (280-310 K),

it is possible to calculate the concentration of dilute and condensed phases under these

conditions and then to extrapolate the polymer phase diagram using the Flory-Huggins

theory.59,60 The concentration of the condensed phase was calculated by considering that

it is composed of aggregates with at least 12 chains, which is about the average size of
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Figure 10: Temperature versus volume fraction phase diagram of PDLOC calculated using the
Flory-Huggins theory. Red circles represent temperatures and volume fractions calculated
from MD simulations. Red square is the critical temperature and volume fraction predicted
by the Flory-Huggins theory (also indicated by green dashed lines). Black dashed line rep-
resents the volume fraction of MD simulations. The inset graph displays the Flory-Huggins
parameter χ as a function of 1/T. Blue circles are data calculated from MD simulations
and solid line represents the linear function χ(T ) = A + B/T that fit the data weighted by
1/σ2

i , where σi is the standard deviation of each point (Table S8). The fit parameters A
and B and their standard errors were obtained by using the optimize.curve fit function of
python module SciPy .66 The thin solid and dashed lines represent the χ(T ) functions and
coexistence curves obtained with the four extreme symmetric values of parameters (A, B)
for which it is possible to calculate a phase diagram.

23



the largest aggregates at 310 K (Fig. 5), a temperature around which the phase transition

occurred . The volume of these aggregates was estimated by using the GROMACS tools gmx

sasa with a solvent probe radius of 0.26 nm which is the Lennard-Jones radius of MARTINI

water beads.67 The volume of the dilute phase is calculated by subtracting the volume of the

condensed phase from the simulation box volume. Finally, the concentrations and volume

fractions φd and φc of the dilute and condensed phases were calculated from their computed

volumes and averaged over the last 5 µs of each trajectory.

PDLOC phase separation occured only at low temperatures 280, 300, and 310 K. There-

fore, only data from simulations at these three temperatures were used to estimate the

polymer phase diagram. Using the volume fractions φd and φc of the dilute and condensed

phases calculated from MD trajectories, the Flory-Huggins parameter χ can be estimated

at these temperatures. Then a linear regression of the three points allows to determine the

two parameters A and B of the function χ(T ) = A+B/T (see inset graph of Fig. 10).

The two regression parameters A and B are then input in the algorithm described in

Supporting Information to compute the coexistence curve that delineates the conditions

for which two phases can be observed (under the bell-curves) from those for which the

polymers are in only one phase (Fig. 10). As expected from the Flory-Huggins theory, this

curve is asymmetrical and sharply increases when φ increases from 0 to the critical volume

fraction φcrit = (1 +
√
N)−1 = 0.101. At this point, the critical Flory-Huggins parameter

is χcrit = 0.5 × (1 + 1/
√
N)2 = 0.618, and the critical temperature Tcrit, also referred to

as UCST, is equal to 320 K. For a polymer concentration of 1 mg/mL corresponding to a

volume fraction of φ = 0.0007, the temperature transition is estimated at 282 K in agreement

with experimental measurements on similar systems.40

To provide an approximate uncertainty on the computed phase diagram, we proceeded

as follows: For parameter A fixed to its mean value (A = −0.363), B is increased (and

decreased) by an increment of one unit from its mean value until no phase diagram could

be computed. Similarly, for parameter B fixed to its mean value (B = 314.3), A is increased
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(and decreased) by an increment of 0.002 from its mean value, until no phase diagram could

be computed. This way, we obtained four extreme symmetric values of parameters (A,

B) for which it is possible to calculate a phase diagram: (−0.363, 309.3), (−0.363, 319.3),

(−0.373, 314.3), and (−0.353, 314.3). The associated functions χ(T ) and phase diagrams are

plotted in Fig. 10. The critical temperatures found with these for couples of parameters are

314.9, 325.4, 316.8, and 323.5 K, respectively, indicating that the uncertainty on the polymer

UCST (320 K) is about 5 K.

4 Discussion

We reported here a study on the ability of MARTINI coarse-grained force fields to model the

UCST behavior of poly(ornithine-co-citrulline)s. To this end, we performed MD simulations

of 24 initially separated random coil PDLOC chains and monitored their aggregation process

at five temperatures from 280 to 370 K. In simulations with MARTINI 2.2, heating had no

effect upon the formation of polymer aggregates which occurred at all temperatures. Using

MARTINI version 3.0.b.3.2, PDLOC chains could aggregate at low temperatures (280, 300,

and 310 K) but not at higher ones (340 and 370 K). The polymers are no longer too sticky

and fluctuations of their aggregation states can be observed regardless of temperature.

These results should be explained by different balances between polymer-polymer and

polymer-water interactions in the MARTINI 2.2 and MARTINI 3.0 models. To provide

more in-depth analyses on the modeled water-mediated polymer-polymer interactions, we

computed the citrulline-citrulline and citrulline-ornithine potentials of mean force (PMF)

and compared the results yielded by the two force fields. As shown in Fig. 11, the Lennard-

Jones potentials of MARTINI 2.2 result in deeper and longer range PMF than those yielded

by MARTINI 3.0. This is particular noticeable for the citrulline-citrulline pair which requires

1.5 kJ/mol to be separated with MARTINI 2.2 instead of 1.0 kJ/mol with MARTINI 3.0

at low temperature. Moreover, in contrast to the other three PMF calculations, citrulline-
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Figure 11: Potential of mean force (PMF) between two citrulline amino acids (top row)
and between one citrulline and one ornithine (bottom row). The PMF were computed by
using either the MARTINI 2.2 (left column) or MARTINI 3.0 (right column) force field, at
temperatures 280, 310, and 370 K.

citrulline PMF computed with MARTINI 3.0 is more sensitive to temperature, since the

energy cost to separate two citrullines is reduced to 0.5 kJ/mol at high temperature. Al-

together, these potentials of mean force confirm that polymer models with MARTINI 2.2

are too sticky and explain why simulations with this force field generated very stable ag-

gregates at all temperatures. In contrast, PMF generated with MARTINI 3.0 are less deep

and citrulline-citrulline interactions more sensitive to temperature, accounting for the UCST

property of PDLOC polymers.

We also investigated the influence of the polymer helical content upon their aggregation

property. Starting from 24 initially separated PLOC chains with various patterns of α-helices
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maintained by elastic networks, no clear phase separation was observed at 280 K, except for

polymers composed of no less than 7 helical regions connected by flexible linkers of at least 4

residues in random coil. It appears that helical PLOC chains can self-assemble provided that

they have a sufficient number of linkers of at least 4 random coil residues, probably to be

sufficiently flexible in order to ”catch” a neighbouring chain. However, our simulations did

not reach the formation of hexagonal packing of PLOC helices as reported by Kuroyanagi

et al.40 This might be due to a characteristic time of forming highly ordered solid from

solubilized polymers which is probably much longer than the duration of the simulations

presented herein. Also, inaccuracy in the coarse-grained amino acid side chain SASA and

volume could prevent an optimal hexagonal packing of the helical chains. Finally, the lack

of global electric dipole in the coarse-grained models of the α-helices could also explain that

anti-parallel helix-helix structures are not stabilized in simulations.

Nevertheless, PLOC chains composed of 7 helical segments exhibit a slight and smooth

UCST property in our simulations. But contrary to random coil chains, the two metrics used

to monitor the helical polymer phase transition (the number of aggregates and the number

of polymers not in the largest one) did not yield the same transition temperature. To better

understand this difference, we analyzed the average size of the ”small aggregates”, i.e. the

average number ns of chains per aggregate excluding the largest one. Indeed, the latter links

the number of polymer chains that are not in the largest aggregate (nb) to the number of

aggregates (na) as: nb = (na−1)×ns. When the size of the largest aggregate decreases upon

heating, meaning that nb increases, the number of aggregates na also increases (Figs. 6 and

9). But the average number ns of polymer chains per small aggregate has a different behavior

for random coils than for helical chains (Fig. S7): ns remains rather constant in random coil

systems, meaning that the chains, which unbind the largest aggregate upon heating, form

new small aggregates of the same size as existing ones. In contrast, ns decreases in helical

systems, meaning that both the largest and the smaller aggregates lose some chains upon

heating. In the first case, it results that the two functions nb(T ) and na(T ) have a similar
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temperature of transition. In the second one, nb(T ) has a lower transition temperature than

na(T ).

The two different transition temperatures identified in the case of helical polymers were

not expected since both the number of aggregates and the size of the largest one are two

metrics related to the transmittance of a polymer solution measured in experiments.40 Thus

the two transition temperatures should be in principle very close. We are convinced that our

simulations of helical chains did not succeed in retrieving this unique transition temperature

because helix-helix interactions were not sufficiently attractive to drive the formation of

stable hexagonal packing at low temperatures, as discussed above. Otherwise, the size of

the largest aggregate would be significantly larger and the number of chains not assembled

to it would be much lower, particularly at 280 K. This would result in a transition curve

with a transition temperature higher than 266 K and closer to the transition temperature

obtained from the number of aggregates (299 K). Further investigations and developments

are certainly required to better reproduce the helix-helix interactions in hexagonal packing.

5 Conclusion

Our theoretical study shows that MARTINI 3.0.b.3.2 force field clearly improves the fine

balance between the polymer-polymer and polymer-water interactions, notably by decreas-

ing the size of citrulline side chain beads which lower the energy barrier of their associ-

ation/dissociation.45 These improvements now allow to qualitatively reproduce the UCST

behavior of random coil PDLOC. Nonetheless, their phase transition temperature seems to be

too low (around 300 K) for using them in thermoresponsive drug delivery systems. The next

stage of our research project will be to investigate whether PEGylated poly(ornithine-co-

citrulline)s can form more stable aggregates at low temperature with a sharp phase transition

temperature above 320 K in the perspective of biomedical applications.
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properties of three alanine-based peptides containing acidic and basic side chains: Com-

parison between theory and experiment. Biopolymers 2008, 90, 724–732.

(45) Alessandri, R.; Souza, P. C. T.; Thallmair, S.; Melo, M. N.; de Vries, A. H.; Mar-

rink, S. J. Pitfalls of the Martini Model. Journal of Chemical Theory and Computation

2019, 15, 5448–5460.

34
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