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Using the Bethe ansatz, we calculate the whole large-deviation function of the
displacement of particles in the asymmetric simple exclusion process (ASEP) on
a ring. When the size of the ring is large, the central part of this large deviation
function takes a scaling form independent of the density of particles. We suggest
that this scaling function found for the ASEP is universal and should be charac-
teristic of all the systems described by the Kardar�Parisi�Zhang equation in
1+1 dimension. Simulations done on two simple growth models are in
reasonable agreement with this conjecture.

KEY WORDS: KPZ equation; Bethe ansatz; ASEP; Burgers equation; directed
polymers; growth models; large-deviation function.

1. INTRODUCTION

The Kardar�Parisi�Zhang (KPZ) equation describes the large scale
behavior of a number of systems ranging from growing interfaces to directed
polymers in a random medium.(1�4) A main difficulty with the KPZ equa-
tion is that it is controlled, in all dimensions, by a strong disorder (or
strong coupling) fixed point and tools are missing to calculate the expo-
nents or other universal properties (scaling functions, amplitudes . . .).

In one dimension, the exponents are known(1, 2) but many properties,
including the distribution function of the height of a growing interface,
have so far been measured only in numerical simulations.
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In a recent paper, (5) it has been shown that for one particular model
of the KPZ class, the asymmetric exclusion process (ASEP), the whole dis-
tribution of the displacement of particles could be calculated for a finite
geometry by the Bethe ansatz. The displacement in the ASEP is equivalent,
through a change of variables, to the height of a growing interface or to the
free energy of a directed polymer in a random medium, so that the results
of ref. 5 could be reinterpreted in several different contexts.

The expression obtained in ref. 5, which is rederived here in Section 2,
gave only the probability distribution of the displacement in a certain
range. Here we extend the results of ref. 5 and find analytic continuations
which determine the probability distribution of the displacement everywhere.
Although the existence of these continuations was doubtless, explicit
expressions were so far missing. In Sections 4 and 5, we analyse the limit
of a large system size. In its central part, the large deviation function takes
a scaling form which we conjecture to be universal and characteristic of all
the models belonging to the KPZ universality class (Section 4). In Section 5,
we calculate the large deviation outside its central part and we show that
the positive and the negative sides verify different scalings as argued in
ref. 5. To test whether the central part of the large deviation function is
universal, we use a Monte Carlo procedure to measure ratios of cumulants
of the height for several models of growing interfaces. Although we were
not able to determine these ratios with a high accuracy, the results
presented in Section 6 are consistent with the claim that the ratio
considered is universal.

2. BETHE ANSATZ FOR THE ASEP MODEL

In the ASEP, one considers a system of p particles moving on a ring
of N sites. During every time interval dt, each particle jumps to the next
site on its right with probability dt, if this site is empty. Otherwise, it does
not move.

We are interested in the probability distribution P(Yt) of the total dis-
tance Yt covered by all the particles between time 0 and t. It is known that
the one dimensional ASEP is equivalent to a model of growing interface,
so Yt can also be considered as the space averaged height of a growing
interface.(6�8)

The knowledge of the generating function (e:Yt) determines the whole
probability distribution P(Yt) of Yt . In particular all the cumulants of Yt

are given by

(Yn) c=
d n ln(e:Yt)

d:n }:=0

(1)
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It was shown in ref. 5 that for large t, the generating function (e:Yt)
increases exponentially with t

(e:Yt)te*max(:) t (2)

where *max(:) in (2) is the largest eigenvalue of a matrix

M(:)=M0+e:M1 (3)

constructed from the transition matrix: M1(C, C$) dt is the probability to
go from a configuration C$ to a configuration C, during the infinitesimal
time interval dt, by increasing Yt by one. For the ASEP model, all possible
moves increase Yt by one, so M1 is equal to the usual transition matrix
except for the diagonal terms M1(C, C)=0. M0 is a diagonal matrix
representing the probability of escaping from a given configuration C, i.e.,

M0(C, C)=& :
C${C

M1(C$, C) (4)

For large t, one expects the distribution P(Yt) to take the form

P(Yt)te tf (Yt�t) (5)

Then the asymptotic behavior (2) of (e:Yt) determines the large deviation
function f

f (v)= lim
t � �

ln P(vt)
t

(6)

Indeed, writing that the generating function

(e:Yt) = :
�

Yt=0

P(Yt) e:Yt

is dominated by the largest term Yt=vt of the sum gives from (2) and (5)

max
v

[ f (v)+:v]=*max(:)

This allows one to obtain the large deviation function f in the parametric
form from the knowledge of *max(:)

v=
d*max

d:
(7)

f (v)=*max(:)&:
d*max

d:
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The calculation of *max(:) for arbitrary N and p can be done using the
Bethe ansatz.(5) From the Bethe ansatz equations (a derivation is given
in Appendix A), one can show that for any solution [ yj ] j=1 to p of the p
equations

(1+ yj )
&N y p

j =e:N(&1) ( p&1) `
p

k=1

yk (8)

one gets an eigenvalue *(:) of the matrix M(:)

*(:)=& :
p

j=1

yj

1+ yj
(9)

It is in general not easy to decide which solution [ yj ]j=1 to p of (8)
corresponds to the largest eigenvalue. Here, however, one can use the
Perron Frobenius theorem because the matrix M(:) of (3) is irreductible
and has all its off-diagonal elements positive or zero, so that by adding a
matrix proportional to the identity matrix, it satisfies the conditions of the
Person Frobenius theorem.(9) Thus, as : varies, the largest eigenvalue has
no crossing and so *max(:) can be followed continuously starting from
*max(0)=0 at :=0 (at :=0, *max(0)=0 is just a consequence of the fact
that M(0) is a probability matrix).

Solving a system of p coupled non linear equations as in (8) is usually
a non trivial task. To decouple these equations, we use the fact that (8) can
be written as

y p
j =B(1+ yj )

N (10)

which is a polynomial equation for a single variable yj . The price to pay
is that one has to be sure that B coincides with the right hand side of (8),
that is

B=e:N(&1) ( p&1) `
p

k=1

yk (11)

In practice we use (11) to calculate : as a function of B

:=
1
N

ln _B(&1) ( p&1)< `
p

k=1

yk& (12)
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and we take the solution [ yj ] j=1 to p of (10) obtained by continuity from
the solution

yj&B1�pe2i?j�p for 1� j�p (13)

for small positive B. In this way, *max(:) and : are both functions of B and
so this gives *max as a function of : in a parametric form. This procedure
which is reproduced in appendix B leads to the following expression of
*max(:) already given in ref. 5

*max(:)=&p :
�

q=1

Bq (Nq&2)!
( pq)! (Nq& pq&1)!

(14)

:=& :
�

q=1

Bq (Nq&1)!
( pq)! (Nq& pq)!

(15)

valid for arbitrary N and p.
Clearly when B � 0, both *max(:) and : vanish and this justifies choice

(13) for the largest eigenvalue *max of M(:) when : � 0. When B varies, the
eigenvalue given by (14)�(15) changes continuously with B. As the Perron
Frobenius theorem insures that the largest eigenvalue of M(:) has no
crossing, expressions (14)�(15) keep giving the largest eigenvalue *max(:)
as long as the series converge.

The radius of convergence of (14)�(15) is

Bc=
p p(N& p) (N& p)

NN (16)

and therefore (14)�(15) give *max(:) only for

:&<:<:+ (17)

where

:&=& :
�

q=1

(Bc)
q (Nq&1)!

(qp)! (qN&qp)!
(18)

:+=& :
�

q=1

(&Bc)q (Nq&1)!
(qp)! (qN&qp)!

(19)

It is easy to check from (14)�(15) that *max and : are singular functions
of B as B � Bc . However from the Perron Frobenius theorem, we know
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that *max(:) as a function of : has no singularity for any real : and there-
fore is not singular as : � :\ . This means the function *max(:) can be
analytically continued beyond the region (17). We will give in the next
section two different expressions of *max(:) valid in the two regions :<:&

and :>:+ .
To illustrate the fact that the singularities in B of *max and of : dis-

appear when one considers *max as a function of :, it is instructive to
consider the simple example p=1 and N=2, for which the two series
(14)�(15) can be summed easily. One finds the following expressions valid
for B<Bc=1�4

*max(:)=&
1
2

(1&(1&4B)1�2) (20)

:=ln \1+(1&4B)1�2

2 + (21)

which both have a singularity as B � Bc . In this simple example, it is
however clear that

*max(:)=e:&1 (22)

remains regular even when : � :\ .

3. ANALYTICAL CONTINUATION OF *max(:) OUTSIDE THE
REGION : &<:<:+

In this section, we present two alternative expressions of *max(:) which
give the analytic continuation of (14)�(15) outside the region (17).

For :<:& we choose the solution [ yj ]j=1 to p of the equation (10)
obtained by continuity from the solution

yj &B1�pe2i?j�p for 1� j�p&1
(23)

yp&B&1�(N& p)

for small positive B. For 0<B<Bc , if we denote by a(B) and b(B) the two
positive real roots yj of (10) with the convention that a(B)�b(B), the only
difference between choices (13) and (23) is that yp which was equal to a(B)
in (13) has now become b(B) in (23). Therefore the expression of the eigen-
value *(:) for choice (23) is almost identical to the expression (14)�(15)
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except that we have replaced the contribution of a(B) by the contribution
of b(B) in (9), (B7). This leads to

*max(:)=
a(B)

1+a(B)
&

b(B)
1+b(B)

& p :
�

q=1

Bq (Nq&2)!
(qp)! (qN&qp&1)!

(24)

:=
ln[1+a(B)]&ln[1+b(B)]

p
& :

�

q=1

Bq (Nq&1)!
(qp)! (qN&qp)!

(25)

The fact that (24)�(25) is still the largest eigenvalue of M(:) follows from
the fact that as B � Bc , the eigenvalues given by (24)�(25) and (14)�(15)
become identical (because (10) has a double root a(Bc)=b(Bc) when
B=Bc) and from the known fact that there is no crossing of the largest
eigenvalue. For small B, the contributions of a(B) and b(B) in (24)�(25)
dominate the sums and

*max(:)& &1+B1�p+B1�(N& p)+ } } }

:&
ln B

p(N& p)
+ } } }

so that as B varies between 0 and Bc , : takes all possible real values
between &� and :& .

The range :>:+ is given by the analytic continuation of (14)�(15) to
the range B<&Bc . When B becomes negative and very large, the N roots
yj of (10) approach &1 on a circle of radius |B |&1�N. The solution we select
(to give the largest eigenvalue) is such that for large negative B

yj & &1+|B |&1�N ei?( p+1&2j )�N for 1� j�p (26)

and is B varies from &� to &Bc , the eigenvalue obtained by continuity
from this solution is (see Appendix B)

*max(:)=\ p
N

&1+ :
�

k=&1

1 (( pk�N )+1)
(k+1)! 1 (( pk�N )&k+1)

1
|B |k�N (&)k sin( pk?�N )

sin(k?�N )

(27)

:=
1
N

ln( |B | )&
1
N

:
�

k=1

1 ( pk�N )
k! 1 (( pk�N )&k+1)

1
|B |k�N (&)k sin( pk?�N )

sin(k?�N )

(28)
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To illustrate that (24)�(25) and (27)�(28) do give the analytic con-
tinuation of (14)�(15), one can look again at the example p=1 and N=2.
In this case,

a(B)=
1

2B
(1&2B&(1&4B)1�2)

b(B)=
1

2B
(1&2B+(1&4B)1�2)

and the analytic continuation (24)�(25) gives

*(:)=&
1
2

(1+(1&4B)1�2)

:=ln \1&(1&4B)1�2

2 +
instead of (20)�(21). As B varies between 0 and 1�4, one recovers (22) for
the range :<:&=&ln 2.

It is even simpler to check in this example that (27)�(28) is the right
analytic continuation for :>:+ , because it simply gives, when p=1 and
N=2, the expansion of (20)�(21) for large negative B.

4. SCALING OF THE LARGE DEVIATION FUNCTION

The expression (14)�(15) is valid in the range :&<:<:+ which
includes :=0 and therefore describes the large deviation function f (v) in
the infinite time limit for v close to its average value

(Yt)
t

=
p(N& p)

N&1

When N � � keeping the ratio p�N=\ fixed, one can show using Stirling's
formula that (14)�(15) takes the scaling form(5)

*max(:)&:N\(1&\)=�\(1&\)
2?N3 G(: - 2?\(1&\) N 3) (29)
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where the scaling function G is independent of the parameters of the model
(here N and \) and has the following parametric form

;=& :
�

q=1

(&C )q q&3�2 (30)

G(;)=& :
�

q=1

(&C )q q&5�2 (31)

where C=&B�Bc . Up to a simple factor, these expressions are identical to
those of the pressure (for G(;)) and the density (for ;) of an ideal Fermi
gas when C>0 and of an ideal Bose gas when C<0 (in fact ln |C | is just
the chemical potential).

As C crosses the value 1, the function G(;) can be analytically con-
tinued easily using the analogy with the Fermi gas for which it is known
that there is no phase transition as the chemical potential C varies. One
can for example replace (30)�(31) by

;=
2

- ? |
�

0
=1�2 Ce&= d=

1+Ce&= (32)

G(;)=
4

3 - ? |
�

0
=3�2 Ce&= d=

1+Ce&= (33)

These two expressions coincide with (30)�(31) in the range &1<C<1 and
so provide an analytic continuation to the range C>1.

As C approaches &1, one could expect to observe the Bose�Einstein
condensation (which would mean that for ;<;&# &�q�1 q&3�2, the
function G(;) would remain constant taking the value &�q�1 q&5�2).
Instead, as the function G(;) can be analytically continued beyond ;& ,
one finds that the analytic continuation is given by

;=&4 - ? [&ln(&C )]1�2& :
�

q=1

(&C )q q&3�2 (34)

G(;)= 8
3 - ? [&ln(&C )]3�2& :

�

q=1

(&C )q q&5�2 (35)

and as C varies between 0 and &1, this gives the function G(;) for all
;<;& . There are several ways of deriving (34)�(35). One of them is to
start from (24)�(25) and to choose B=&CBc . When C is negative and of
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order 1 and N is large, the two positive roots a(B) and b(B) of (10)
(obtained by taking the ln of (10)) are given by

a(B)=
\

1&\ _1& \&2 ln(&C )
\(1&\) N +

1�2

+O \ 1
N 3�2+&

b(B)=
\

1&\ _1+ \&2 ln(&C )
\(1&\) N +

1�2

+O \ 1
N 3�2+&

and one finds, using (24)�(25) and (29) for large N, that G(;) is given by
(34)�(35). Alternatively, one can try to find directly the analytic continua-
tion of expressions (30)�(31) to ;<;& and this leads to the same expres-
sion (34)�(35).

The behavior of G(;) for small or large ; can be easily extracted from
the three expressions (30)�(31), (32)�(33), (34)�(35). By eliminating C (for
|C | small) in the expansions (30)�(31), one finds that for small ;

G(;)=;+
- 2
8

;2+
27&16 - 3

216
;3+

18+15 - 2&16 - 6
192

;4+O(;5) (36)

By looking at the large C behavior of (32)�(33), one finds that ;&
4(ln C )3�2�(3 - ?) and G(;)&8(ln C )5�2�(15 - ?) and this gives for ; � �

G(;)&
1
5 \

9?
2 +

1�3

;5�3 (37)

Lastly, by choosing C small and negative one obtains from (34)�(35) that
when ; � &�

G(;)& &
;3

24?
(38)

From (7) and (29), it follows that f (v) defined by (6) has also a scaling
form

v=N\(1&\)+\(1&\)
dG(;)

d;
(39)

f (v)=�\(1&\)
2?N 3 _G(;)&;

dG(;)
d; & (40)
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Fig. 1. Scaling form H(V ) of the large deviation function given by (30)�(35), (42), (43).

This shows that for large N and arbitrary \, all the large deviation func-
tions f (v), once properly rescaled, have the same shape

f (v)=�\(1&\)
?N 3 H \v&N\(1&\)

\(1&\) + (41)

where the scaling function H(V ) is directly obtained from the function
G(;) as

V=G$(;) (42)

H(V )=
1

- 2 _G(;)&;
dG(;)

d; & (43)

As we know from (30)�(35) the function G(;) for all ;, this determines the
scaling function H(V ) for all V and its shape is shown in Fig. 1.

The knowledge (36)�(38) of G(;) for small and large ; gives also the
limiting behaviors of H(V ) for small and large V

H(V )=&(V&1)2+O(V&1)3 for |V&1|<<1 (44)

H(V )& &[2 - 3�(5 - ?)] V 5�2 for V � +� (45)

H(V )& &[4 - ?�3] |V | 3�2 for V � &� (46)
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These results were already presented in ref. 5 except for mistakes or mis-
prints in (25), (26) and (31) of ref. 5 which have been now corrected in
(35), (38), (46).

As the scaling form H(V ) is independent of N and \, one can conjec-
ture, in the spirit of Krug, (10) that it is universal and that one should
recover it for all models belonging to the KPZ universality class.

5. LARGE DEVIATION FUNCTION OUTSIDE THE
SCALING REGION

In the previous section, we have seen that f (v) has the scaling form
(41) for large N as long as the difference v&N\(1&\) is of order 1, i.e. for
deviations of order 1 of the Yt�t from its average.

One can also try to calculate f (v) when the difference v&N\(1&\)
is of order N. In ref. 5, it was argued that depending on the sign of this
difference, f (v) for large N has two possible forms

f (v)&NH+(v�N ) for
v
N

&\(1&\)>0 (47)

f (v)&H&(v�N ) for
v
N

&\(1&\)<0 (48)

With the help of the explicit expressions of Section 3, we can now justify
this claim and give explicit expressions of the functions H+ and H& .

Let us first consider the case :<:& and B<<Bc where the parametric
form (24)�(25) can be used. In this case, both : and the difference
*max(:)&:N\(1&\) are dominated by the contributions of the two roots
a(B) and b(B). This means that (24)�(25) can be replaced by

*max(:)&
a(B)

1+a(B)
&

b(B)
1+b(B)

(49)

:&
ln[1+a(B)]&ln[1+b(B)]

p
(50)

Using the fact that a(B) and b(B) satisfy (10), one can see that

\a
b+

p

=\1+a
1+b+

N

(51)
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and eliminating b(B) between (50) and (51) yields in terms of :

a(B)=
1&e:p

e:( p&N )&1
(52)

and

*max(:)&
&(1&e:\N)(1&e:(1&\) N)

(1&e:N)
(53)

As a consequence, we see that in the whole range where : is of order 1�N,
the large deviation function f (v) in the large N limit obtained from (53) by
use of (7) scales as

f (v)&H& \ v
N+ (54)

where the function H&(W ) is given in a parametric form by

W=
dF(')

d'
and H&(W )=F(')&'

dF(')
d'

and the function F(') by

F(')=&
(1&e\')(1&e(1&\) ')

1&e'

The fact that F(') � &1 as ' � &� and that F(')&\(1&\) '&
\2(1&\)2 '3�12 as ' � 0 implies the following behaviors of H&(W )

H&(W ) � &1 for W � 0 (55)

H&(W )& &
4[\(1&\)&W]3�2

3\(1&\)
for 0<\(1&\)&W<<1 (56)

These two limiting behaviors are expected. In the limit W � 0, the easiest
way to achieve the fact that no particle moves is that a single particle does
not move (and this particle prevents of course all the other particles from
moving). When v � N\(1&\) we see by comparing (56) with the results of
the previous section that the expression (54), (56) of f (v) for 0<
(N\(1&\)&v)�N<<1 obtained here agrees with the expression (41), (46)
of f (v) for N\(1&\)&v>>1 and so this common expression is certainly
correct in the whole range 1<<N\(1&\)&v<<N.
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Let us now consider the expression (27)�(28) valid for :>:+ . In the
large N limit, using the identity 1 (z) 1 (1&z)=?�(sin ?z), they become

:=&ln(#)+ :
�

k=1

1 (\k) 1 (k&\k)
k!

(sin k\?)2

k?2 #k

and

*max(:)=N(1&\) _ sin \?
?(1&\)

1
#

&\

+ :
�

k=1

1 (\k+1) 1 (k&\k)
(k+1)!

(sin k\?)2

k?2 #k&
where #=|B |&1�N. Under this form it is easy to see, using (7), that when-
ever v&N\(1&\) is positive and of order N

f (v)&NH+\ v
N+ (57)

Taking the limit # � 0 or # � \&\(1&\)&(1&\) leads to the following
limiting behaviors for H+

H+(W )& &W ln W for W � � (58)

H+(W )& &
2 - 3 [W&\(1&\)]5�2

5?(\(1&\))2 for 0<W&\(1&\)<<1 (59)

and here again the expression of f (v) (57), (59) derived for 0<
(v&\(1&\) N )�N<<1 coincides with (7), (45) derived for v&N\(1&\)
>>1, so that this common expression is valid for the whole range
1<<v&N\(1&\)<<N.

6. UNIVERSAL RATIO OF CUMULANTS

It is not easy to measure the large deviation function f (v) defined by
(6) in a Monte Carlo simulation because f (v) corresponds to a large t limit
where the probability P(vt) is exponentially small. If the time t used to
measure P(Yt) is too small, the large t limit is not reached. On the other
hand, if t is large enough, the statistics are often very bad because there are
too few events.

The scaling form (44)�(46) is even harder to confirm numerically
because on top of making the simulations for large enough t, the system
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size N has also to be large enough. Moreover because the scaling form
(44)�(46) is valid only for v&N\(1&\) of order 1, it is hard to decide in
simulations done for finite and relatively small N where v&N\(1&\)t1
is supposed to hold.

In order to test the universality of the scaling form of Section 4, we
have measured the following ratio of cumulants of Yt

Rt=
[(Y 3

t ) c]2

(Y 2
t ) c (Y 4

t ) c
(60)

According to (1), (2), (29), (26), for N sufficiently large,

lim
t � �

(Y 2)&(Y) 2

t

&N 3�2[\(1&\)]3�2 - ?
2

(61)

lim
t � �

(Y 3)&3(Y2)(Y) +2(Y) 3

t

&N 3[\(1&\)]2 \3
2

&
8

33�2+ ? (62)

lim
t � �

(Y 4)&3(Y2) 2&4(Y3)(Y) +12(Y 2)(Y) 2&6(Y) 4

t

&N 9�2[\(1&\)]5�2 \15
2

+
9

21�2&
24
31�2+ ?3�2 (63)

and for large enough N and t (one has to take the limit t � � first), the
ratio Rt is independent of N and \ and becomes a number characteristic of
the scaling function G(;)

lim
t � �

Rt=
[G(3)(0)]2

G"(0) G(4)(0)
=2

(3�2&8�33�2)2

(15�2+9�- 2&24�- 3)
&0.41517. . . (64)

As we expect the scaling function G(;) to be universal, the ratio Rt in the
limit t � � should be the same for all the growth models belonging to the
KPZ universality class. In this section we perform Monte Carlo simula-
tions for several growth models including the ASEP to measure the ratio
Rt and to test the validity of (64).

15Universal Large-Deviation Function of KPZ Equation



6.1. The ASEP

In Section 2, we gave the exact expression (14)�(15) of *(:) for the
ASEP in its continuous time version. Therefore we know from (1) and (60)
the exact values of limt � � Rt for all N and p (see Table 1). Simulations are
always done with a discrete time. This has the effect of changing the values
of Rt (for finite N and p). We are now going to see that one can also
extract from (14)�(15) the exact values of limt � � Rt for all N and p for
discrete dynamics.

In our simulations described below, at each time step 2t=1�p, we
choose at random one particle among the p particles. We move it to the
next site on its right if this site is empty and leave it unchanged otherwise.
As in (2), one expects, in the discrete time version, the generating function
of Yt to grow exponentially for large t

(e:Yt) te +(:) t

It is easy to relate the eigenvalues *(:) and +(:) for the continuous and dis-
crete time versions. In the continuous case, the evolution equation for the
probability Qt(C) of having a configuration C of the particles on the ring
at time t is

d
dt

Qt(C)=:
C$

[M0(C, C$)+M1(C, C$)] Qt(C$)

Table 1. Exact Values of limt � � Rt for Various System Sizes for Continuous
or Discrete Time Versions of the ASEP, for a Density \=p�N=1�2

N p Continuous time Discrete time

10 5 0.00028554 0.64059215
20 10 0.20750073 0.48515157
40 20 0.32450840 0.45703829
80 40 0.37306198 0.44690072

160 80 0.39488281 0.44028506
320 160 0.40521261 0.43481181
640 320 0.41023726 0.43019816

1280 640 0.41271517 0.42643972
2560 1280 0.41394560 0.42348782
5120 2560 0.41455869 0.42123614

10240 5120 0.41486471 0.41955540
+� +� 0.41517037 0.41517037
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while for the discrete time version it reads

Qt+2t(C)=Qt(C)+
1
p

:
C$

[M0(C, C$)+M1(C, C$)] Qt(C$)

where the matrices M0 and M1 have already been introduced in (3). This
shows that

+(:)= p ln _1+
*(:)

p & (65)

The cumulants in the discrete case are obtained from the derivatives of the
eigenvalue +(:) as in (1), i.e.,

lim
t � �

(Yn) c

t
=

d n+(:)
d:n }:=0

(66)

and therefore the knowledge of +(:) through (14), (15), (65) gives the large
t limit of Rt for all system sizes. In Table 1, we give the exact limiting
values limt � � Rt for different system sizes, both for the continuous and
discrete time versions. In the infinite system size limit, limt � � Rt converges
towards the same value (64) for both the continuous and discrete versions.

In numerical simulations, we can compute the cumulant ratio Rt only
for finite t and in the long time limit this ratio Rt should converge towards
the values given in Table 1 for each size N.

We show in Figure 2 the ratios Rt versus t measured in a Monte Carlo
simulation for three system sizes N=10, 20 and 40 at density p�N=1�2.
We averaged over 5_1010 time steps per particle, so that the total number
of updates was 5p_1010. Despite these rather long simulations, the fluctua-
tions are visible. They are consistent with the limiting values expected in
Table 1 (shown as dashed lines) although for N=40, the measured value
is systematically below at a distance of about one or two error bars. Error
bars were estimated from 50 independent subsets of the data (each corre-
sponding to 109 time steps). Our first simulations (not shown here) gave
results which were in strong disagreement with the exact expected values of
Table 1. We took a ``better random number generator'' and the results were
greatly improved but we cannot exclude that our simulation results shown
in Figure 2 are not biased at all by the random number generator. We tried
to simulate larger sizes N=80, 160,... but the long time limit of Rt takes
longer and longer to reach(11, 12) as N increases and we were not convinced
that our data gave a good estimate of this long time limit.
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Fig. 2. Ratio Rt versus t for different system sizes, measured for the ASEP model. The den-
sity of particles is \= p�N=1�2. The horizontal dashed lines give the long time limits of Rt

for each system size and the horizontal semi dashed line indicates the expected asymptotic
value 0.41517 . . . predicted in (64) (large N and t with the limit t � � first).

6.2. Other Growth Models

We used also the Monte Carlo method to measure the ratio Rt for two
other growth models which are expected to belong to the KPZ universality
class.(1) For both models, a configuration at time t is specified by the height
hi (t) at site i on a one dimensional lattice of L sites with periodic boundary
conditions (so that sites L+i and i are identified).

In the first model (that we will call a brick model ), at each time step
2t=1�L, a brick of width 2 is dropped at a random location (i0 , i0+1)
and the new heights at these sites become

ht+2t(i0)=ht+2t(i0+1)=max[ht(i0), ht(i0+1)]+1 (67)

All the other heights h(i) remain unchanged for i{i0 , i0+1.
In the second model (called ballistic deposition), (1, 6) at each time step

2t=1�L, a sticking square is dropped at a random location i0 and it sticks
to the first square it touches on the existing surface. Therefore, at each time
step, all heights h(i) remain unchanged except for the height h(i0) which
becomes

ht+2t(i0)=max[ht(i0)+1, ht(i0&1), ht(i0+1)] (68)
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For both models, Yt is defined by

Yt= :
L

i=1

ht(i) (69)

For these two growth models, we have measured (see Figs. 3 and 4)
the ratio Rt for L=20, 40, 80, 160, 320. The cumulants of Yt were averaged
over a time ranging from 108 for the largest size L=320 up to 1010 for
L=20. As for the ASEP, the fluctuations are still visible and it is clear that
as L increases, Rt takes longer and longer to reach its asymptotic value,
making the simulation of larger systems problematic. For these two growth
models, the convergence as L increases to the value 0.41517 . . . predicted in
(64) seems to be better than for the ASEP model (see Figs. 3 and 4). We
have however to admit that the results are less convincing than what we
hoped when we started these simulations. In particular the distance
between successive curves corresponding to different L does not seem to
decrease when L increases as it should for the curves to accumulate to
the asymptotic value when the system size increases. The fact that the
accumulation is not visible here can be explained as follows. We have
observed that the ratio R� is not a monotonous function of the system size
but reaches a maximum around L=20 (this is not shown on the Figs. 3

Fig. 3. Ratio Rt for the fist growth model (brick model). The horizontal line indicates the
expected asymptotic value 0.41517. . .
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Fig. 4. Ratio Rt for the second growth model (ballistic deposition). The horizontal line
indicates the expected asymptotic value 0.41517. . .

and 4 to keep them readable). We think that this is why curves seem more
or less equally spaced for the system sizes we were able to simulate.

7. CONCLUSION

In this work, we have calculated exactly the large deviation function
of the displacement of the ASEP (asymmetric simple exclusion process) by
using an extension of the Bethe ansatz of Gwa and Spohn.(11, 12) The cen-
tral part of the large deviation function had already been obtained recently
in ref. 5 and here we have obtained explicit expressions of the large devia-
tion function (or more precisely of its generating function in the large t
limit) valid everywhere. The analytical continuations of Section 3 have
allowed us to obtain explicit expressions for the tails of the distribution.

For the ASEP, when the system size is large, the central part of the
large deviation function takes a scaling form (Section 4) independent of the
microscopic details of the model (here it is independent of the density of
particles), suggesting that this scaling function is universal and should be
visible for all growth models belonging to the KPZ class.

In Section 6, we tried to check this conjecture by measuring a ratio of
cumulants of the height for a few growth models by a Monte Carlo method.
For the ASEP as well that the two other growth models we considered, our
numerical results look consistent with the conjectured universal value of the
ratio of cumulants. The agreement is however far from being excellent.
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As the ASEP is expected to belong to the KPZ universality class, the
scaling function of Section 4 should be observable in a large class of
systems (growing interfaces, directed polymers in 1+1 dimension, noisy
Burgers equation). It would be worth to try on other growth models such
as the RSOS, (13) the Eden model, (14) or polynuclear growth models.(15, 16)

As in ref. 5, we have considered here the large deviation function for
a finite system in the long time limit (in technical words, we have
calculated the largest eigenvalue of the matrix M(:)). This means that we
take the limit t � � first, and then we take the limit of a large system. This
makes difficult the direct comparison with the results of simulations which
were done, in particular for directed polymers, in an infinite geometry (so
where the limits t � � and N � � were exchanged).(1, 17�19) It is interesting
to note however that, though the order of limits is interchanged, our
predictions of Section 4 for the tails of the large deviation function in the
scaling region agree with the numerical results done in the infinite
geometry, (17) with a similar non-gaussian shape i.e. f (v)t&|v| 3�2 on one
side and f (v)t &|v|5�2 on the other side (Note that for the infinite system,
the f (v)t &|v|3�2 tail can also be understood from replica calculations(20)

or from heuristic arguments (16)). The structure of the large deviation func-
tion for finite times may thus not be so different from the one found in the
present paper in the infinite time limit. Note that the calculation at finite
time would imply a calculation including the contribution of all the eigen-
values, similar to the thermodynamic Bethe ansatz.(21)

APPENDIX A: BETHE ANSATZ EQUATIONS

In this appendix, we calculate the largest eigenvalue of the matrix
M(:)=M0+e:M1 using the Bethe ansatz.(5, 11, 12, 22, 23)

A configuration C of the particles on the ring can be characterized by
the p positions of particles, 1�x1<x2< } } } <xp�N. In the Bethe Ansatz,
we choose a function of the form

9(x1 , x2 ,..., xp)=:
Q

A(Q) `
p

k=1

[zqk
]xk (A1)

for 0�x1�x2� } } } �xp�N, where the sum is taken over all the possible
permutations Q=(q1 , q2 ,..., qp) of the first p integers. We then try to deter-
mine the amplitudes A(Q) and the wavenumbers zk for (A1) to give an
eigenvector of the matrix M(:) when 1�x1<x2< } } } <xp�N

*(:) 9(C)=:
C$

M(C, C$) 9(C$) (A2)
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For configurations C where no particles are nearest neighbors, (A2)
becomes

*(:) 9(x1 , x2 ,..., xp)=&p9(x1 , x2 ,..., xp)+e: :
p

j=1

9(x1 ,..., xj&1,..., xp)

(A3)

(we exclude, for the moment, the case x1=1 to avoid dealing with bound-
ary conditions). Using (A1), the sum gives

:
p

j=1

9(x1 ,..., xj&1,..., xp)=9(x1 , x2 ,..., xp) \ :
p

j=1

1
zj+ (A4)

and (A3) becomes

*(:)=&p+e: \ :
p

j=1

1
zj+ (A5)

We now consider configurations C where only two particles j0 and j0+1
are nearest neighbors, i.e., xj0+1=xj0

+1. Equation (A2) becomes

*(:) 9(x1 , x2 ,..., xp)

=&( p&1) 9(x1 , x2 ,..., xp)+e: :
p

j=1
j{j0+1

9(x1 ,..., xj&1,..., xp) (A6)

meaning that all particles can move except the one in xj0
. Using the expres-

sion (A5) of *(:) and (A4) yields

e:9(x1 ,.., xj0
, xj0

,..., xp)=9(x1 , x2 ,..., xj0
, xj0

+1,..., xp) (A7)

or, replacing 9 by its expression (A1),

:
Q

A(Q) \ e:

zqj0+1

&1+ `
p

k=1

(zqk
)xk=0 (A8)

where we have used that xj0+1=xj0
+1. The products > p

k=1 (zqk
)xk for dif-

ferent permutations Q are independent functions of the xk 's except when
the permutations differ only in the exchange of qj0

and qj0+1 (because xj0

and xj0+1 are not independent). We write that the coefficient in front of
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each independent function vanishes in (A8) and find that for any
q1 , q2 ,..., qp ,

A(q1 ,..., qj0+1 , qj0
,..., qp)

A(q1 ,..., q j0
, qj0+1 ,..., qp)

=&
e:&zqj0+1

e:&zqj0

(A9)

Successive uses of (A9) lead to a first relation between A(q1 , q2 ,..., qp) and
A(q2 ,..., qp , q1)

A(q1 , q2 ,..., qp)
A(q2 ,..., qp , q1)

=(1&)( p&1)(e:&zq1
) ( p&1) `

p

k=2

(e:&zqk
)&1 (A10)

Due to periodic boundary conditions, the relation

9(0, x2 ,..., xp)=9(x2 ,..., xp , N ) (A11)

has to be satisfied for (A1) to be a solution of (A2) even when x1=1. This
leads to another independent relation between the A(q1 , q2 ,..., qp) and
A(q2 ,..., qp , q1)

A(q1 , q2 ,..., qp)=zN
q1

A(q2 ,..., qp , q1) (A12)

Combining (A12) with (A10) finally gives the Bethe Ansatz equations

z&N
j (e:&z j )

p=(&1) ( p&1) `
p

k=1

(e:&zk) (A13)

that the zj should satisfy for (A1) to be an eigenvector of M(:).
If we make the change of variables yj=(zj e&:&1), equation (A13)

reduces to (8)

(1+ yj )
&N y p

j =e:N(&1) ( p&1) `
p

k=1

yk (A14)

and the expression *max(:) becomes

*(:)=& :
p

j=1

yj

1+ yj
(A15)

where the [ yj ]1� j�p is a solution of the p equations (A14).
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APPENDIX B: CALCULATION OF *max(:)

In this appendix, we establish expressions (14, 15) and (27, 28) of *max

as a function of :, for the two choices (13) and (26).

Derivation of (14)�(15)

First we consider choice (13). Let yj be the solution of

yj=B1�pe2i?j�p(1+ yj )
N�p (B1)

which vanishes as B � 0. For any function g( y) analytic in the neighbor-
hood of y=0, g( yj ) can be written, using Cauchy's theorem, as

g( yj )=
1

2?i � dy _1&
Ny

p(1+ y)&
1

y&B1�pe2i?j�p(1+ y)N�p g( y) (B2)

where the contour surrounds the single root yj of (B1). For small |B|, we
can choose for the contour a circle of radius =, with |B|1�p<<=<<1, cen-
tered in y=0.

Thus the contribution of yj to * in (9) is

& yj

1+ yj
=&

1
2?i � dy _ y

1+ y
&

Ny2

p(1+ y)2& 1
y&B1�pe2i?j�p(1+ y)N�p (B3)

We expand the integrand in powers of B1�p for small B and for each term
in the expansion, we perform the integral over y. This gives

& yj

1+ yj
=\1&

N
p + :

�

k=1

(B1�pe2i?j�p)k 1 ((Nk�p)&1)
(k&1)! 1 ((Nk�p)&k+1)

(B4)

When we sum, as in (9), over the p roots yj , (i.e. over j for 1� j�p), all
the terms for which k is not a multiple of p vanish and the non-vanishing
terms of the form k= pq give

*max(:)=&p :
�

q=1

Bq (Nq&2)!
( pq)! (Nq& pq&1)!

(B5)

which is (14).
The expression of yj itself can also be obtained from (B2) in the same

way, using g( y)= y,

yj= :
�

k=1

(B1�pe2i?j�p)k 1 ((Nk�p)+1)
k! 1 ((Nk�p)&k+2)

(B6)
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To calculate : with the same method, we transform (12) in order to
avoid that the contour of integration would cross the branch cut of the
logarithm. From (B1), it is easy to see that

`
p

j=1

y j=(&1) p&1 B `
p

j=1

(1+ yj )
N�p

and (12) becomes

:=&
1
p

:
p

j=1

ln(1+ yj ) (B7)

Now the contribution of each root yj in (B7) can be calculated using (B2)
for g( y)=ln(1+ y)

ln(1+ yj )=
1

2?i � dy _1&
Ny

p(1+ y)&
1

y&B1�pe2i?j�p(1+ y)N�p ln(1+ y)

(B8)

Expanding again in powers of B1�p, the coefficient of Bk�p is

&
1
k

ln(1+ y)
d

dy
[(1+ y)Nk�p y&k]

and the integral over y can be done easily by integration by parts. The rest
is exactly the same as in (B4) and one finds

ln(1+ yj )= :
�

k=1

(B1�pe2i?j�p)k 1 (Nk�p)
k! 1 ((Nk�p)&k+1)

(B9)

After summation over j as in (B7), we obtain

:=& :
�

q=1

Bq (Nq&1)!
( pq)! (Nq& pq)!

(B10)

which is (15).

Derivation of (27), (28)

Let us now consider the case of large negative B, when the solutions
of (10) are selected as in (26) in the limit B � &�. If we make the change
of variable

yj=&1&xj (B11)
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the solution yj of (10) we have selected in (26) becomes the solution of

xj=Dj (1+xj )
p�N (B12)

where

Dj=&|B|&1�N ei?( p+1&2j)�N (B13)

Equation (B12) is identical to (B1) (up to a change of notations) and we
can proceed as in the small B case. For any function g(x) analytic around
x=0, one can write g(xj ) as

g(xj )=
1

2?i � dx _1&
px

N(1+x)&
1

x&Dj (1+x) p�N g(x) (B14)

when xj is the solution of (B12) the closest to zero (here also the integra-
tion contour is small enough around x=0 to encircle only xj ).

In terms of the x j , the expression (9) of * becomes

*=& :
p

j=1

1+xj

xj
(B15)

As the function g(x)=&(1+x)�x has a pole at x=0, expression (B14) has
to be slightly modified (the contribution of the pole at x=0 has to be
removed) and one can show that

&
1+xj

xj
=&

1
Dj

&
1

2?i � _1+x
x

&
p
N & dx

x&D j (1+x) p�N (B16)

After expanding in powers of Dj and integrating over x one gets

&
1+xj

xj
=&\1&

p
N + :

�

k=&1

(Dj )
k 1 (( pk�N )+1)

(k+1)! 1 (( pk�N )&k+1)
(B17)

or by replacing Dj by its expression (B13)

&
1+xj

xj
=&\1&

p
N+ :

�

k=&1

1 (( pk�N )+1)
(k+1)! 1 (( pk�N )&k+1)

_|B|&k�N (&1)k ei?( p+1&2j) k�N (B18)

26 Derrida and Appert



Summing (B18) over the p roots selected in (26), as in (B15), yields

*max=&\1&
p
N+ :

�

k=&1

1 (( pk�N )+1)
(k+1)! 1 (( pk�N )&k+1)

|B|&k�N(&1)k sin( pk?�N )
sin(k?�N )

(B19)

which is (27).
Using g(x)=x in (B14) gives also the expression of xj itself and leads to

yj=&1& :
�

k=1

1
k!

1 (( pk�N )+1)
1 (( pk�N )&k+2) }

1
B }

k�N

(&)k e(( p+1&2j) ik?)�N (B20)

To calculate :, we use the change of variable (B11) in (12)

:=
1
N

ln |B|&
1
N

:
p

j=1

ln(1+x j) (B21)

The contribution of xj is obtained from (B14), as in (B8)

ln(1+xj)= :
�

k=1

1 ( pk�N )
k! 1 (( pk�N )&k+1)

(Dj)
k (B22)

Again, we sum over the p leftmost roots xj and find

:=
1
N

ln |B|&
1
N

:
�

k=1

1 ( pk�N )
k! 1 (( pk�N )&k+1)

|B| &k�N(&1)k sin(( pk�N ) ?)
sin(k?�N )

(B23)

which is (28).

Justification of (26)

To justify that choice (26) does give the largest eigenvalue of M(:) we
are going to show that the p roots obtained from (26) coincide when
B � &Bc with the p roots of choice (13). To do so, we take the logarithm
of equation (10). If we define the logarithm ln y with a branch cut along
[0, +�[, such that

ln y=ln | y|+i, with 0�,<2?
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and ln(1+ y) with a branch cut along ]&�, &1]

ln(1+ y)=ln |1+ y|+i, with &?�,<?

the logarithm of (10), for negative B, becomes

p ln yj=ln |B|+N ln(1+ yj)+(2kj&1) i? (B24)

Each root yj corresponds to a value of the integer kj . As B varies from &�
to 0, each root yj of (10) changes continuously and the associated integer
value kj remains constant.

When &Bc<B<0, each root y j of choice (13) corresponds to

kj= j with 1� j�p (B25)

in (B24) whereas the N& p roots which were excluded from choice (13) are
given for small negative B by

yl & |B| &1�(N& p) e(2l&1) i?�(N& p)+ } } } for 1�l�N& p

and thus correspond to

kl={1&l
N+1&l

for 1�l<(N& p+1)�2
for (N& p+1)�2�l�N& p

(B26)

in (B24).
For large negative B, the N roots of (10) are of the form (26)

yj & &1+|B|&1�N ei?( p+1&2j)�N (B27)

and the corresponding value of kj

kj={ j
j&N

for 1� j�(N+ p+1)�2
for (N+ p+1)�2< j�N

(B28)

We see by comparing (B25), (B26), (B28) that the roots selected in (13)
for &Bc<B<0 coincide with those selected in (26) for &�<B<&Bc .
This proves that the expression (B6) of yj for &Bc<B<0 obtained using
(13)

yj= :
�

k=1

1
k!

1 ((Nk�p)+1)
1 ((Nk�p)&k+2)

|B|k�p e((2j&1) ik?)�p (B29)
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coincides when B=&Bc with the expression (B20)

yj=&1& :
�

k=1

1
k!

1 ((Nk�p)+1)
1 ((Nk�p)&k+2) }

1
B }

k�N

(&)k e(( p+1&2j) ik?)�N (B30)

derived from (26) for B< &Bc . (However, we note that by a direct com-
parison, it does not look obvious that (B29) and (B30) coincide, as they
should for B=&Bc)
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