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GA and ILS for optimizing the size of NFA models
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Univ Angers, LERIA, SFR MATHSTIC, F-49000 Angers, France

firstname.lastname@univ-angers.fr

Abstract. Grammatical inference consists in learning a formal grammar (as a set of rewrite
rules or a finite state machine). We are concerned with learning Nondeterministic Finite
Automata (NFA) of a given size from samples of positive and negative words. NFA can
naturally be modeled in SAT. The standard model [1] being enormous, we also try a model
based on prefixes [2] which generates smaller instances. We also propose a new model based
on suffixes and a hybrid model based on prefixes and suffixes. We then focus on optimizing the
size of generated SAT instances issued from the hybrid models. We present two techniques
to optimize this combination, one based on Iterated Local Search (ILS), the second one
based on Genetic Algorithm (GA). Optimizing the combination significantly reduces the SAT
instances and their solving time, but at the cost of longer generation time. We, therefore,
study the balance between generation time and solving time thanks to some experimental
comparisons, and we analyze our various model improvements.

Mots-Clefs. Constraint problem modeling, Grammar inference, SAT, model reformulation,
NFA inference.

1 Introduction

Grammatical inference [3] (or grammar induction) is concerned with the study of algorithms
for learning automata and grammars from some observations. The goal is thus to construct
a representation that accounts for the characteristics of the observed objects. This research
area plays a significant role in numerous applications, such as compiler design, bioinformatics,
speech recognition, pattern recognition, machine learning, and others.

In this article, we focus on learning a finite automaton from samples of words S = ST U S ™,
such that ST is a set of positive words that must be accepted by the automaton, and
S™ is a set of negative words to be rejected by the automaton. Due to their determinism,
deterministic finite automata (DFA) are generally faster than non deterministic automata
(NFA). However, NFA are significantly smaller than DFA in terms of the number of states.
Moreover, the space complexity of the SAT models representing the problem is generally due
to the number of states. Thus, we focus here on NFA inference. An NFA is represented by
a 5-tuple (@, X, A, g1, F) where @Q is a finite set of states, the vocabulary X is a finite set
of symbols, the transition function A : Q x X — P(Q) associates a set of states to a given
state and a given symbol, ¢1 € Q is the initial state, and F' C @ is the set of final states.
The problem of inferring NFA has been undertaken with various approaches (see, e.g., [1]).
Among them, we can cite ad-hoc algorithms such as DeLeTe2 [4] that is based on state
merging methods, or the technique of [5] that returns a collection of NFA. Some approaches
use metaheuristics for computing NFA, such as hill-climbing [6] or genetic algorithm [7].

A convenient and declarative way of representing combinatorial problems is to model them
as a Constraint Satisfaction Problem (CSP [8]) (see, e.g., [1] for an INLP model for inferring
NFA, or [9] for a SAT (the propositional satisfiability problem [10]) model of the same
problem). Parallel solvers have also been used for minimizing the inferred NFA size [11, 2].
Orthogonally to the approaches cited above, we do not seek to improve a solver, but to
generate a model of the problem that is easier to solve with a standard SAT solver. Our
approach is similar to DFA inference with graph coloring [12], or NFA inference with complex
data structures [9]. Modeling thus consists in translating a problem into a CSP made of
decision variables and constraints over these variables. As a reference for comparisons, we
start with the basic SAT model of [9]. The model, together with a sample of positive and
negative words, lead to a SAT instance to be solved by a classic SAT solver that we use as a
black box. However, SAT instances are gigantic, e.g., our base model space complexity is in
the order of O(k!“+!) variables, and in O(|w|.k'“+!) clauses, where k is the number of states
of the NFA, and w4 is the size of the longest positive word of the sample. The second model,
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PM, is based on intermediate variables for each prefix [2] which enables to compute only
once parts of paths that are shared by several words. We propose a third model, S P, based on
intermediate variables for suffixes. Although the two models could seem similar, their order
of size is totally different. Indeed, PM is in O(k?) while SM is in O(k*). We then propose
hybrid models consisting in splitting words into a prefix and a suffix. Modeling the beginning
of the word is made with PM while the suffix is modeled by SM. The challenge is then to
determine where to split words to optimize the size of the generated SAT instances. To this
end, we propose two approaches, one based on iterated local search (ILS), the second one
on genetic algorithm (GA). Both permit to generate smaller SAT instances, much smaller
than with the DM model and even the PM model. However, with GA, the generation time
is too long and erases the gain in solving with the Glucose SAT solver [13]. But the hybrid
instances optimized with the ILS are smaller, and the generation time added to the solving
time is faster than with PM. Compared to [9], which is the closest work on NFA inferring,
we always obtain significantly smaller instances and solving time.

This paper is organized as follows. In Section 2 we present the direct model, the prefix model,
and we propose the suffix model. We then combine suffix and prefix model to propose the
new hybrid models (Section 3). Hybrid models are optimized with iterated local search (Sub-
section 3.2), and with genetic algorithm in Sub-section 3.3. We then compare experimentally
our models in Section 4 before concluding in Section 5.

2 SAT Models

Given an alphabet ¥ = {s1,...,s,} of n symbols, a training sample S = S* U S~, where
ST (respectively S™) is a set of positive words (respectively negative words) from X*, and
an integer k, the NFA inference problem consists in building a NFA with k states which
validates words of S*, and rejects words of S~. Note that the satisfaction problem we
consider in this paper can be extended to an optimization problem minimizing & [2].
Let us introduce some notations. Let A = (Q, X, q1, F') be a NFA with: Q@ = {q1,...,qx} a
set of k states, X' a finite alphabet, ¢1 the initial state, and F' the set of final states. The
empty word is noted A\. We denote by K the set of integers {1,...,k}.
We consider the following variables:
— k the size of the NFA we want to learn,
— a set of k Boolean variables F' = {f1,..., fx} determining whether states ¢1 to gx are
final or not,
—and A = {dsgqls € Y andi,j € K} a set of n.k? Boolean variables defining the
existence or not of the transition from state g; to state ¢; with the symbol s, for each
gi; gj, and s.
The path i1,42,...,in+1 for w = wi...w, exists if and only if d = 6w1,ﬁ(;2> Ao A
5wn@:¢ﬁ;7 is true. We say that the conjunction d is a c_path, and Duw,gq; is the set of
all c_paths for the word w between states ¢; and g;.

2.1 Direct Model

This simple model has been presented in [9]. It is based on 3 sets of equations:
1. If the empty word is in ST or S™, we can fix whether the first state is final or not:

if Ae ST, f (1)
ifaeS, -fi (2)
2. For each word w € ST, there is at least a path from ¢ to a final state g;:
V V (@rn) (3)
JEK d€Dw gyq;

With the Tseitin transformations [14], we create one auxiliary variable for each combi-
nation of a word w, a state j € K, and a c_path d € Duw,grq;: auzw,j,a <> d A f;. Hence,
we obtain a formula in CNF for each w:

N N auwesav@dnf) (4)

JEK de€Duw,giq;

/\ /\ (auzw,j,a V ~dV = f;) (5)

JEK d€Dw,qiqy

\/ \/ AUT w,,d (6)
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number of cl. arity|Constraints Tor of
= number of var|reason

1S (o | + 1)-]@‘ +] 2 (4) k final states F’

+| plwtl 2 4)
|ST|.k || + ( n.k? transitions §
1S Elo+] (4) : 3
A ) - |S+|.k.‘w+‘ Constraints (3)
IS~1 w—| + (7) Table 2. Variables for DMj

Table 1. Clauses for DM,

3. For each w € S~ and each gj, either there is no path state g1 to g;, or ¢; is not final:

-1V V (@rn) (7)

JEK d€Duw,grq7

Thus, the direct constraint model DM}, for building a NFA of size k is:

M= N\ (WAGAG)A A 0

weS+ weS—

and is possibly completed by (1) or (2) if A€ ST or A€ S™.

Size of the models (see [9] for details) Consider wi and w_, the longest word of S*
and S™ respectively. Table 1 presents the number of clauses (Column 1) and their arities
(Column 2), which are an upper bound of a given constraint group (last column) for the
model SMy. Table 2 presents the upper bound of the number of Boolean variables that are
required and why the are required. We can see on Tables 1 and 2 that the space complexity
of the DMj, is huge (O(|S*].k.|“+!) variables, and O(|ST|.(lwy |+ 1).k“+!) clauses) and with
large clauses (up to arity of |wy|+ 2), and that only small instances for a small number of
states will be tractable. It is thus obvious that it is important to improve the model DMj.

2.2 Prefix Model [2]

Let Pref(w) be the set of all the non-empty prefixes of the word w and, by extension,

Pref(W) = Uwew Pref(w) the set of prefixes of the words of the set W. For each w €

Pref(S), we add a Boolean variable p,grg7 which determines whether there is or not a

c_path for w from state ¢1 to g;. Note that these variables can be seen as labels of the Prefix

Tree Acceptor (PTA) for S [3]. The problem can be modeled with the following constraints:
1. For all prefix w = a with w € Pref(S), and a € X, there is a c_path of size 1 for w:

\/ boqiar © Poarar (8)
i€EK

With the Tseitin transformations, we can derive a CNF formula. It is also possible to

directly encode 04,5797 and pa,g7q; as the same variable. Thus, no clause is required.
2. For all words w € ST — {\}:

\/ pwara A fi (9)
i€K
With the Tseitin transformations [14], we create one auxiliary variable for each com-

bination of pw,g7q7 and the status (final or not) of the state ¢i: auxy,; < Pw,gia: N fi-
Hence, for each w, we obtain a formula in CNF:

/\ ((mauzw,i V puw,grg) N (Cauzw,: V fi)) (10)
€K
/\ (auTw,i V —puw,grar V —fi) (11)
€K

\/ AUT (12)

€K
3. For all words w € ST — {\}, we obtain the following CNF constraint:

N\ Cruga v = f) (13)

€K
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number of cl.| arity|Constraints
2.k.|ST| 2 (10)
+
kST 3 (11) number of var|reason
k kE+1 (12)
- k final states F'
E.|S™| 2 (13) 2 "

12 9 (15) n.k transitions ¢
m |ST|.k Constraints (9)
.k 2 (16) 2 .
k2 3 (17) 7.k Qonstra.lnts (14)
Tk k1 (18) Table 4. Variables for PMj
m.k? 2| (19)

Table 3. Clauses for PMj

4. For all prefix w = va, w € Pref(S), v € Pref(S) and a € X:
N\ oz & (\/ poaig; A dagga)) (14)
ieK jEK

Applying the Tseitin transformations, we create one auxiliary variable for each com-
bination of existence of a c_path from ¢i to ¢; (puyqq@») and the transition da g7q;:
AUTw,a,j,i <* Po,gra; A da,q7q;- Then, (14) becomes:

N o < (\) auwo.aii)

€K JEK

For each w € Pref(S), we obtain constraints in CNF:

/\ (“auxu,a,j,i va,(ﬁa) (15)
(i,4)eK?
/\ (mauTv,a,j,i V da,g7q;) (16)
(i,5)€K?
/\ (auy.a,54 V Pw,gra V ﬁ‘sa@@’) (17)

(i,5)€K?
N\ Croaa Vv (\ auzea;i) (18)
i€K JEK
N Poga V-auwea.) (19)
(i,j)eK?
Thus, the constraint prefix model PMj, for building a NFA of size k is:

PM, = N ((10)/\.../\(12))/\ A aHn N asA. A9

weSt weS— wePref(S)

and is possibly completed by (1) or (2) if A€ ST or A€ S™.

Size of the models Consider w, , the longest word of ST, w_, the longest word of S—,
o = Yyes|w|, and 7, the number of prefix obtained by Pref(S) with a size larger than 1
(m = |{z|x € Pref(S),|z| > 1}|), then:

maz (], lw_|) < 7 < 0 < ST o] + |5 ||

The space complexity of the PMj, model is thus in O(o.k?) variables, and in O(o.k?) binary
and ternary clauses, and O(o.k) (k + 1)-ary clauses.

2.3 Suffix Model

We now propose a suffix model (SMy), based on Suf(.S), the set of all the non-empty suffixes
of all the words in S. The main difference is that the construction starts from every state
and terminates in state qi. For each w € Suf(S), we add a Boolean variable pu,z7; which
determines whether there is or not a c_path for w from state g; to g;. To model the problem,
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Constraints (10), (11), (12), and (13) remain unchanged and creation of the corresponding
auxiliary variables auz,; as well.

For each suffix w = a with w € Suf(S), and a € X, there is a c_path of size 1 for w:
\  boga © paga (20)
(i,5)eK?
We can directly encode da,5777 and pa,gq; as the same variable. Thus, no clause is required.
For all suffix w = av, w € Suf(S), v € Suf(S) and a € X:
N Gogz o (\/ daga Apoaa)) (21)
(i,j)EK?2 keEK

We create one auxiliary variable for each combination of existence of a c_path from g to g;
(pv,grg;) and the transition da, g5 QUTv,ai.k,j < da,g7a7 A Po,gra;
For each w = av, we obtain the following constraints (CNF formulas):

N CowwuainsVpogs) (22)

(4,5,k)EK3
N Cauzeai; V dogar) (23)

(i,5,k)EK3
N (@uwsaingV-pogs V dega) (24)

(i,5,k)€EK3
N Croga v\ auzeains) (25)
(i,5)€K? keK
N pogm V—auzeain;) (26)
(4,5,k)EK3

Note that some clauses are not worth being generated. Indeed, it is useless to generate paths
starting in states different from the initial state q1, except when the w is in S, and w is
also the suffix of another word from S. Removing these constraints does not change the
complexity of the model. This can easily be done at generation time, or we can leave it to
the solver, which will detect it and remove the useless constraints.

Thus, the constraint prefix model PM; for building a NFA of size k is:

sM =\ ((10)/\.../\(12))/\ A @A A\ @A A6

weS+ weES— weEPref(S)\S

and is possibly completed by (1) or (2) if A€ ST or A € S™.

Size of the models Consider w4, w_, o, and 7 as defined in the prefix model. Table 5
presents the number of clauses (first column) and their arities (Column 2) which are an
upper bound of a given constraint group (last column) for the model SMj. Table 6 presents
the upper bound of the number of Boolean variables that are required, and the reason of
their requirements. To simplify, the space complexity of SMj, is thus in O(c.k%) variables,
and in O(0.k?) binary and ternary clauses, and O(c.k?) (k 4 1)-ary clauses.

3 Hybrid Models

We now propose a family of models based on both the notion of prefix and the notion of
suffix. The idea is, in fact, to take advantage of the construction of a prefix p and a suffix s
of a word w such that w = p.s to pool both prefixes and suffixes. The goal is to reduce the
size of generated SAT instances. The process is the following:
1. For each word w; of S, we split w; into p; and s; such that w = p;.s;. We thus obtain two
sets, Sp = {p; | i, w; € S and w; = p;.s;} and S5 = {s; | I, w; € S and w; = p;.s;}.
2. We then consider S, as a sample, i.e., a set of words. For each w of S,, we generate
Constraints (15) to (19).
3. We consider S; in turn to generate Constraints (22) to (26) for each w € S;.
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number of cl.| arity|Constraints
2.k.|ST| 2 (10)

+
kST 3 (11) number of var|reason
k kE+1 (12)

. k final states F’
E.|S™| 2 (13) 2 "
Y 9 (22) n.k transitions ¢

3 |ST|.k Constraints (9)

.k 2 (23) 3 .
e 3 (24) 7.k Qonstra.lnts (21)
k2 k1 (25) Table 6. Variables for SMy
k3 2| (26)

Table 5. Clauses for SMj

4. Then, for each w; = p;.si, clauses corresponding to p; must be linked to clauses of s;.
— if w; = ps.s; € ST, the constraints are similar to the ones of (13) including the
connection of p; and s;:

N\ CPoiaa V opsigar V —f) (27)
(4,k)EK?

— if w; = ps.s; € ST, the constraints are similar to (9):

\  posara Apsiaza A (28)
(G,k)EK?

We transform (28) using auxiliary variables aumw, jr < Ppw.gq A Pw,ga; N fi to
obtain the following CNF constraints:

N (0u@u iV Pugia) N (CaUT w5k V Pograr) A (CauTw, gV fr)) (29)
(4,k)EK?2

N\ (@, V ~pug V pwga V i) (30)
(4,k)EK?2

\/ AUTw, 5k (31)

(4,k)EK?

Thus, the hybrid model H M}, for building a NFA of size k is:

HM,; = /\ ((29)/\.../\(31))/\/\(27)/\ /\ (22)A. . .A(26) /\ (15)A. ..A(19)

weS+ weES— pi €Pref(Sp) s;€Suf(Ss)

and it is possibly completed by (1) or (2) if A € ST or A € S™.

We do not detail it here, but in the worst case, the complexity of the model is the same as
S M. It is obvious that the split of each word into a prefix and a suffix will determine the size
of the instance. The next sub-sections are dedicated to the computation of this separation
w; = p;.S; to minimize the size of the generated hybrid instances with the H M} model.

3.1 Search Space and Evaluation Function For Metaheuristics

The search space X of this problem corresponds to all the hybrid models: for each word w
of S, we have to determine a n such that w = p.s with |p| = n and |s| = |w| — n. The size of
the search space is thus: |X| = Hwes|w| + 1.

Even though we are aware that smaller instances are not necessarily easier to solve, we choose
to define the first evaluation function as the number of generated SAT variables. However,
this number cannot be computed a priori: first, the instance has to be generated, before
counting the variables. This function being too costly, we propose an alternative evaluation
function for approximating the number of variables. This fitness function is based on the
number of prefixes in Pref(Sp) and suffixes in Suf(Ss). Since the complexity of SMj is in
O(k*) whereas the complexity of PMy is in O(k?), suffixes are penalized by a coefficient
corresponding to the number of states.
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fitness(Sp, Ss) = |Pref(Sp)| + k.|Suf(Ss)|

Empirically, we observe that the results of this fitness function are proportional to the
actual number of generated SAT variables. This approximation of the number of variables
will thus be the fitness function in our ILS and GA algorithms.

3.2 Iterated Local Search Hybrid Model HM _I LS}

We propose an Iterated Local Search (ILS) [15] for optimizing our hybrid model. Classically,
a best improvement or a first improvement neighborhood is used in ILS to select the next
move. In our case, a first improvement provides very poor results. Moreover, it is clearly
impossible to evaluate all the neighbors at each step due to the computing cost. We thus
decide to randomly choose a word in S with a roulette wheel selection based on the word
weights. Each word w has a weight corresponding for 75% to a characteristic of S, and 25%
to the length of the word:

weight,, = 75%/|S| + 25% * [w|/( ) _ |wi])

w; €S

The search starts generating a random couple of prefixes and suffixes sets (Sp,Ss), i.e., for
each word w of S an integer is selected for splitting w into a prefix p and a suffix s such
that w = p.s. Hence, at each iteration, the best couple (p, s) is found for the selected word
w. This process is iterated until a maximum number of iterations is reached.

In our ILS, it is not necessary to introduce noise with random walks or restarts because our
process of selection of word naturally ensures diversification.

Algorithm 1: Iterated Local Search

Input: set of words S, maximum number of iterations max_iter
maximum of consecutive iterations allowed without improvement max_iter _without_improv

Output: set of prefixes S, set of suffixes S

1: Couple of prefixes and suffixes sets (Sp,Ss) is randomly generated

2: (5,,55) = (Sp,Ss)

3: repeat
4 Choose a word w in S with a roulette wheel selection
5 (Sp,Ss) is updated by the best couple of the sub-search space corresponding only to a modification
of the prefix and the suffix of word w
if fitness(Sp, Ss) < fitness(S,,Ss) then

(S5,5%) = (SpsSe)

end if
: until maximum number of iterations maz_iter is reached or (S;,S;) is not improved since

mazx gter _without_improv iterations
10: return (S;,S5)

© oI

3.3 Genetic Algorithm Hybrid Model HM _G Ay

We propose a classical genetic algorithm (GA) based on the search space and fitness function
presented in Section 3.1. A population of individuals, represented by a couple of prefixes
and suffixes sets, is improved generation after generation. Each generation keeps a portion
of individuals as parents and creates children by crossing the selected parents. Crossover
operator used in our GA is the well-known uniform crossover. For each word, children inherit
the prefix and the suffix of one of their parents randomly chosen. Since the population size
is the same during all the search, we have a steady-state GA. A mutation process is applied
over all individuals with a probability pmu:. For each word w, each prefix and suffix are
randomly mutated by generating an integer n between 0 and |w| splitting w into a new
prefix of size n and a new suffix |w| — n. The search stops when the maximum number
of generations is reached or when no improvement is observed in the population during
max_gen_without_improv generations.
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Algorithm 2: Genetic Algorithm

Input: set of words S, population size sp, mutation probability pmut,
maximum number of generations maz_gen,
portion of population conserve in the next generation pparents,
maximum of consecutive generations allowed without improvement max_gen_without_improv
Output: set of prefixes S, set of suffixes S
1: Population P of couples of prefixes and suffixes sets (Sp,Ss) is randomly generated
2: (5,,55) = Argmingitness(P)
3: repeat

4: Select as parents set Par a portion pparents of P

5: Generate (1 — pparents).sp children by uniform crossover over parents in a set Children

6: P = Par U Children

7 Mutate for each individual of P the prefix/suffix for each words of S with a probability pmut
8:  Update the population

9:  Update (S;,55) if necessary

10: until maximum number of generations max_gen is reached or (S;,S;) is not improved since

max_gen_without_improv generations
11: return S, and S;

4 Experimental results

To test our new models, we work on the training set of the StaMinA Competition (see
http://stamina.chefbe.net). We use 11 of the instances selected in [2]' with a sparsity s €
{12.5%, 25%, 50%, 100%} and an alphabet size |X| € {2,5,10}. We try to generate SAT
instances for NFA sizes (k) near to the threshold of the existence or not of an NFA.

4.1 Experimental Protocol

All our algorithms are implemented in Python using specific libraries such as Pysat. The
experiments were carried out on a computing cluster with Intel-E5-2695 CPUs, and a limit of
10 GB of memory was fixed. Running times were limited to 10 minutes, including generation
of the model and solving time. We used the Glucose [13] SAT solver with the default options.
For stochastic methods (ILS and GA), 30 runs are realized to exploit the results statistically.
Parameters used for our hybrid models are:

ILS AG
max_iter 10 000||sp 100
maz_iter without_improv 100|{|max_gen 3000
maz_gen_without_improv| 100
Pmut 0.05
Pparents 0.03

4.2 Results

Our experiments are reported in Table 7. The first column (Instance) corresponds to the
official name of the instance, and the second one (k) to the number of states of the expected
NFA. Then, we have in sequence the model name (Model), the number of SAT variables
(Var.), the number of clauses (Cl.), and the instance generation time (tar). The right part
of the table corresponds to the solving part with the satisfiability of the generated instance
(SAT), the decisions number (Dec.), and the solving time (ts) with Glucose. Finally, the
last column (¢7) corresponds to the total time (modeling time + solving time). Results for
hybrid models based on ILS (HM_ILS)) and GA (HM_GA}) correspond to average values
over 30 runs. We have decided to only provide the average since the standard deviation
values are very small.

The last lines of the table correspond to the cumulative values for each column and each
model. When an instance is not solved (time-out), the maximum value needed for solving

! We kept the ”official” name used in [2].
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the other model instances is considered. For the instance generation time (far), a credit of
600 seconds is applied when generation did not succeed before the time-out.

We can clearly confirm that the direct model is not usable in practice, and that instances
cannot be generated in less than 600s. The prefix model allows the fastest generation when
it terminates before the time out (on these benchmarks, it did not succeed once and was
thus penalize for cumulative values). It also provides instances that are solved quite fast. As
expected, the instances optimized with GA are the smallest ones. However, the generation is
too costly: the gain in solving time is not sufficient to compensate the long generation time.
In total, in terms of solving+generation time, GA based model is close to prefix model. As
planned with its space complexity (in O(k®)), suffix based instances are huge and long to
solve. However, we were surprised for 2 benchmarks (ww-10-40 and ww-10-50) for which the
generated instances are relatively big (5 times the size of the GA optimized instances), but
their solving is the fastest. We still cannot explain what made these instances easy to solve,
and we are still investigating their structure. The better balance is given with the ILS model:
instances are relatively small, the generation time is fast, and the solving time as well. This
is thus the best option of this work.

It is very difficult to compare our results with the results of [2]. First of all, in [2], they try
to minimize k, the number of states. Moreover, they use parallel algorithms. Finally, they
do not detail the results for each instance and each k, except for st-2-30 and st-5-50. For the
first one, with k = 9 we are much faster. But for the second one, with k = 5 we are slower.

5 Conclusion

In this paper, we have proposed to use some metaheuristics algorithms, namely ILS and
GA, to improve the size of SAT models for the NFA inferring problem. Our hybrid model,
optimized with GA gives, on average, the smallest SAT instances. Solving these instances
is also faster than with the direct or prefix models. However, generation of the optimized
instances with GA is really too long and is not balanced out with the gain in solving time; it
is at the level of the prefix model w.r.t. total CPU time. The ILS model generates optimized
instances a bit larger than with GA and a bit smaller than with prefixes. Moreover, the
solving time is the best of our experiments, and the generation time added to the solving
time makes of the HM _I LS}, our better model.

In the future, we plan to speed up GA to make it more competitive. We also plan to consider
more complex fitness functions, not only based on the number of SAT variables but also on
the length of clauses. We also plan a model portfolio approach for larger samples.
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