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Functional Magnetic Resonance Imaging data
augmentation through conditional ICA

Badr Tajini ¥ *, Hugo Richard & *, Bertrand Thirion

Inria, CEA, Université Paris-Saclay, France

Abstract. Advances in computational cognitive neuroimaging research
are related to the availability of large amounts of labeled brain imag-
ing data, but such data are scarce and expensive to generate. While
powerful data generation mechanisms, such as Generative Adversarial
Networks (GANSs), have been designed in the last decade for computer
vision, such improvements have not yet carried over to brain imaging.
A likely reason is that GANs training is ill-suited to the noisy, high-
dimensional and small-sample data available in functional neuroimaging.
In this paper, we introduce Conditional Independent Components Anal-
ysis (Conditional ICA): a fast functional Magnetic Resonance Imaging
(fMRI) data augmentation technique, that leverages abundant resting-
state data to create images by sampling from an ICA decomposition.
We then propose a mechanism to condition the generator on classes ob-
served with few samples. We first show that the generative mechanism is
successful at synthesizing data indistinguishable from observations, and
that it yields gains in classification accuracy in brain decoding problems.
In particular it outperforms GANs while being much easier to optimize
and interpret. Lastly, Conditional ICA enhances classification accuracy
in eight datasets without further parameters tuning.

Keywords: Conditional ICA - Data generation - Decoding studies.

1 Introduction

As a non-invasive brain imaging technique, task fMRI records brain activity
while participants are performing specific cognitive tasks. Univariate statistical
methods, such as general linear models (GLMSs) |7] have been successfully applied
to identifying the brain regions involved in specific tasks. However such methods
do not capture well correlations and interactions between brain-wide measure-
ments. By contrast, classifiers trained to decode brain maps, i.e to discriminate
between specific stimulus or task types [15/25,[27], take these correlations into
account. The same framework is also popular for individual imaging-based diag-
nosis.

However, the large sample-complexity of these classifiers currently limits their
accuracy. To tackle this problem, data generation is an attractive approach, as

* These authors contributed equally to this work


https://orcid.org/0000-0001-8826-987X
https://orcid.org/0000-0003-2229-7530
https://orcid.org/0000-0001-5018-7895

2 Badr Tajini, Hugo Richard, Bertrand Thirion

it could potentially compensate for the shortage of data. Generative Adversar-
ial Networks (GANs) are promising generative models [§]. However, GANs are
ill-suited to the noisy, high-dimensional and small-sample data available in func-
tional neuroimaging. Furthermore the training of GANs is notoriously unstable
and there are many hyper-parameters to tune.

In this work, we introduce Conditional ICA: a novel data augmentation tech-
nique using ICA together with conditioning mechanisms to generate surrogate
brain imaging data and improve image classification performance. Conditional
ICA starts from a generative model of resting state data (unconditional model),
that is fine-tuned into a conditional model that can generate task data. This
way, the generative model for task data benefits from the abundant resting state
data and can be trained with few labeled samples. We first show that the gener-
ative model of resting state data shipped in Conditional ICA produces samples
that neither linear nor non-linear classifiers are able to distinguish. Then we
benchmark Conditional ICA as a generative model of task data against various
augmentation methods including GANs and conditional GANs on their ability
to improve classification accuracy on a large task fMRI dataset. We find that
Conditional ICA yields highest accuracy improvements. Lastly, we show on 8
different datasets that the use of Conditional ICA results in systematic improve-
ments in classification accuracy ranging from 1% to 5%.
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Fig.1: Conditional ICA approach. Our method aims to generate surrogate
data from Task and Rest fMRI data by synthesizing statistical maps that qual-
itatively fit the distribution of the original maps. These can be used to improve
the accuracy of machine learning models that identify contrasts from the corre-
sponding brain activity patterns.

2 Methods

Notations We write matrices as bold capital letters, vectors as small bold letters.
X1 refers to the Moore-Penrose pseudo inverse of matrix X, , tr(X) refers to the
trace of matrix X and Ij refers to the identity matrix in R**. 0, refers to the
null vector in R¥.
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Spatial Dimension reduction. The outline of the proposed approach is presented
in Fig[l] While brain maps are high-dimensional, they span a smaller space than
that of the voxel grid. For the sake of tractability, we reduce the dimension of
the data by projecting the voxel values on the high-resolution version of the Dic-
tionaries of Functional Modes DiFuMo atlas |3], i.e. with p = 1024 components.
The choice of dimension reduction technique generally has an impact on the
results. However we consider this question to be out of the scope of the current
study and leave this to future work.

Unconditional generative models (resting state data generation) Given a large-
scale resting-state dataset X"** in RP" where n is the number of images (sam-
ples) and p = 1024 the number of components in the atlas, let us consider how
to learn its distribution. Assuming a Gaussian distribution is standard in this
setting, yet, as shown later, it misses key distributional features. Moreover, we
consider a model that subsumes the distribution of any type of fMRI data (task
or rest): a linear mixture of k& < p independent temporal signals. We therefore use
temporal ICA to learn a dimension reduction and unmixing matrix W7est ¢ R*»
such that the k sources i.e the k components of S™¢%t = WT¢stX"¢5t are as inde-
pendent as possible.

A straightforward method to generate new rest data would be to indepen-
dently sample them from the distribution of the sources. This is easy because
such distribution has supposedly independent marginals. We apply an invert-
ible quantile transform ¢"¢*! to the sources S"®*! so that the distribution of
7"t = ¢"est(s75!) has standardized Gaussian marginals. Since the distribution
of z"¢! has independent marginals, it is given by N (O, I}) from which we can
easily sample. As shown later, this approach fails: such samples are still separable
from actual rest data.

We hypothesize that this is because independence does not hold, and thus a
latent structure among the marginals of the source distribution has to be taken
into account. Therefore we assume that the distribution of z"¢*! is given by
N (0, A7¢%) where A"¢! is a definite positive matrix. A"**! can easily be learned
from a standard shrunk covariance estimator: A7t = X7t (1—q)+atr(Z75)1,
where « is given by the Ledoit-Wolf formula [14] and X7¢** is the empirical
covariance of Z"¢5t.

Our encoding model for rest data is therefore given by
Zrest = grest(WrestXrest) and we assume that the distribution of Z7est is
N (0, Ay). The generative model is given by the pseudo inverse of the encoding
model: X5t = (Wrest)t(grest)=1(g) where & ~ N (0, A7),

Conditional generative models (generative model for task data) While resting
state datasets have a large number of samples (10* ~ 10°), task datasets have
a small number of samples (10 ~ 102). As a result, there are too few samples
to learn high quality unmixing matrices. Therefore, using the unmixing matrix
Wr7est Jearned from the resting state data, we rely on the following nonlinear
generative model for brain maps in a certain class c:

x. = (W) ig7}(e) (1)
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with & ~ N (e, A).

In order to maximize the number of samples used to learn the parameters of
the model, we assume that the quantile transform ¢ and the latent covariance
A do not depend on the class ¢. However, the mean p., that can be learned
efficiently using just a few tens of samples, depends on class ¢. An overview of
our generative method is shown in Fig.

Parameters estimation
Temporal ICA
Xr(:.s‘t, —_—> st

H1

Unmixing Quantile transform Covariance estimator
Xtask —>Stask — u-,v,‘,let.ask‘ > Ztask >A,
Data generation e
Zf;““’“ ~ N (jie, A) Inverse quantile transform and re-mixing > X{;

Performance evaluation

(Xt(wkv)zlﬂ e XC)v (Ymskv ?17 S ?C))
Classifier ——— > Accuracy

task task *
Xt,(:st, ) )/tlist

Fig. 2: Conditional ICA approach in depth. The approach proceeds by
learning a temporal ICA of rest data X"¢** € RP™ | resulting in independent
sources and unmixing matrix W7 € R¥P. Applying the unmixing matrix
to the task data, we obtain samples in the source space St*s* ¢ R*™. After-
wards, we map S**** to a normal distribution, yielding Z**** € R*™. Then, we
estimate the covariance A € R¥* (all classes are assumed to have the same
covariance) and the class-specific means p, ..., uc € R¥ according to Ledoit-
Wolf’s method. For each class ¢, we can draw random samples ZZ‘”’“ € RF-Mfakes
from the resulting multivariate Gaussian distribution N (., A) and obtain fake
data X, € RPMakes by applying the inverse quantile transform and re-mixing
the data using the pseudo inverse of the unmixing matrix. We append these
synthetic data to the actual data to create our new augmented dataset on which
we train classifiers.

3 Related work

In image processing, data augmentation is part of standard toolboxes and typi-
cally includes operations like cropping, rotation, translation. On fMRI data these
methods do not make much sense as brain images are not invariant to such trans-
formations. More advanced techniques [29] are based on generative models such
as GANs or variational auto-encoders [12]. Although GAN-based method are
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powerful they are slow and difficult to train [2]. In appendix Table E we show
that Conditional ICA is several orders of magnitude faster than GAN-based
methods.

Our method is not an adversarial procedure. However it relates to other
powerful generative models such as variational auto-encoders [12] with which
it shares strong similarities. Indeed the analog of the encoding function in the
variational auto-encoder is given by e(x) = A~2¢(W7*!x) in our model and
the analog to the decoding function in the variational auto-encoder is given by
d(z) = (Wrest)ig=1(A2z) in our model. As in the variational auto-encoder, e
approximately maps the distribution of the data to a standardized Gaussian
distribution, while the reconstruction error defined by the difference in 12 norm
ld(e(x)) — x||3 must remain small.

Another classical generative model related to ours is given by normalizing
flows [13]. When W75t is squared (no dimension reduction in ICA), the decod-
ing operator d is invertible (its inverse is e) making our model an instance of
normalizing flows. A great property is thus the simplicity and reduced cost of
data generation.

Software tools We use the FastICA algorithm [11] to perform independent com-
ponent analysis and use k& = 900 components. We use Nilearn [1] for fMRI
processing, Scikit-learn [19], Numpy [10] and Scipy [28] for data manipulation
and machine learning tools.

Code availability Our code is available on the following git repository: https:
//github.com/BTajini/augfmri|

4 Experiments

4.1 Dataset, data augmentation baselines and classifiers used

The unmixing matrices are learned on the rest HCP dataset [26] using 200
subjects. These data were used after standard preprocessing, including linear
detrending, band-pass filtering ([0.01,0.1]Hz) and standardization of the time
courses. The other 8 datasets [18}201/20-24,26] are obtained from the Neurovault
repository [9]. The classes used in each dataset correspond to the activation maps
related to the contrasts (such as “face vs tools”) present in the set of tasks of
each dataset. Details are available in appendix Table

We consider 5 alternative augmentation methods: ICA, Covariance, ICA +
Covariance, GANs and CGANs. When no augmentation method is applied we
use the label Original.

The ICA covariance method applies ICA to X!*** to generate unmixing
matrices W'* and sources S@** = WtaskXtask Tq generate a sample X, from
class ¢, we sample independently from each source restricted to the samples of
class ¢ yielding §.%** and mix the data: X, = (WtesF)fgtask,

The Covariance method generates a new sample of synthetic data in class ¢
by sampling from a Multivariate Gaussian with mean . and covariance 3, where
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L. is the class mean and ¥ is the covariance of centered task data estimated
using Ledoit-Wolf method. In brief, it assumes normality of the data per class.

The ICA + Cowvariance method combines the augmentation methods ICA
and Covariance: samples are drawn following the ICA approach, but with some
additive non-isotropic Gaussian noise. As in ICA we estimate W% and St@sk
from X*®s* via ICA. Then we consider Rigst = Xtask — WiaskStask and estimate
the covariance ¥ i of Ryysx via LedoitWolf’s method. We then generate a data
sample X. from class ¢ as with ICA and add Gaussian noise n ~ N (0,Xp).
Samples are thus generated as X. + n.

The GANs (respectively CGANs) method use a GANs (respectively CGANs)
to generate data. The generator and discriminator have a mirrored architecture
with 2 fully connected hidden layer of size (256 and 512). The number of epochs,
batch size, momentum and learning rate are set to 20k, 16, 0.9, 0.01 and we use
the Leaky RELU activation function.

We evaluate the performance of augmentation methods through the use of
classifiers: logistic regression (LogReg), linear discriminant analysis with Ledoit-
Wold estimate of covariance (LDA) perceptron with two hidden layers (MLP)
and random forrests (RF). The hyper-parameters in each classifier are optimized
through an internal 5-Fold cross validation. We set the number of iterations
in each classifier so that convergence is reached. The exact specifications are
available in appendix Table [4]

4.2 Distinguish fake from real HCP resting state data

This experiment is meant to assess the effectiveness of the data augmentation
scheme in producing good samples. Data augmentation methods are trained on
200 subjects taken from HCP rest fMRI dataset which amounts to 960k sam-
ples (4800 per individual). Then synthetic data corresponding to 200 synthetic
subjects are produced, yielding 960k fake samples and various classifiers are
trained to distinguish fake from real data using 5-Fold cross validation. The
cross-validated accuracy is shown in Table |1} Interestingly, we observe a dis-
sociation between linear models (LogReg and LDA) that fail to discriminate
between generated and actual data, and non-linear models (MLP and RF) that
can discriminate samples from alternative augmentation methods. By contrast,
all classifiers are at chance when Conditional ICA is used.

4.3 Comparing augmentation methods based on classification
accuracy on task HCP dataset

In order to compare the different augmentation methods, we measure their rela-
tive benefit in the context of multi-class classification. We use 787 subjects from
the HCP task dataset that contains 23 classes and randomly split the dataset
into a train set that contains 100 subjects and a test set that contains 687 sub-
jects. In each split we train augmentation methods on the train set to generate
fake samples corresponding to 200 subjects. These samples are then appended
to the train set, resulting in an augmented train set on which the classifiers are
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Models LDA LogReg Random Forest MLP

ICA 0.493 0.500 0.672 0.697
Covariance 0.473 0.461 0.610 0.626
ICA + Covariance [0.509 0.495 0.685 0.706
GANs [g] 0.501 0.498 0.592 0.607
CGANs [17] 0.498 0.493 0.579 0.604
Conditional ICA|0.503 0.489 0.512 0.523

Table 1: Distinguish fake from real HCP resting state data We use HCP
resting state data from n = 200 subjects (960k samples) and produce an equally
large amount of fake data (960k samples) using data augmentation methods. The
table shows the 5-fold cross validated accuracy obtained with various classifiers.
When Conditional ICA is used, all classifiers are at chance.

trained. Results, displayed in Table [2| show that Conditional ICA always yields
a higher accuracy than when no augmentation method is applied. The gains are
over 1% on all classifiers tested. By contrast, ICA+Covariance and ICA lead to
a decrease in accuracy while the Covariance approach leads to non-significant
gains. To further investigate the significance of differences between the proposed
approach and other state-of-the-art methods, we perform a t-test for paired
samples (see Table in appendix). Most notably, the proposed method performs
significantly better than other data augmentation techniques. Given the large
size of the HCP task data evaluation set, this significance test would demonstrate
that the gains are robust. Note that the random forest classifier is not used in
this experiment as it leads to a much lower accuracy than other methods. For
completeness, we display the results obtained with random forest in appendix
Table

Visualization of fake examples produced by GANs, CGANs and Conditional
ICA are available in appendix Figure [5]

4.4 Gains in accuracy brought by conditional ICA on eight datasets.

In this experiment we assess the gains brought by Conditional ICA data aug-
mentation on eight different task fMRI dataset. The number of subjects, classes
and the size of the training and test sets differ between dataset and are reported
in appendix Table [4l The rest of the experimental pipeline is exactly the same
as with the HCP task dataset. We report in Fig. [3] the cross-validated accuracy
of classifiers with and without augmentation. We notice that the effect of data
augmentation is consistent across datasets, classifiers and splits, with 1% to 5%
net gains. An additional experiment studying the sensitivity of Conditional ICA
to the number of components used is described in appendix Figure [
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Models LDA LogReg MLP
Acc  Pre Rec Acc  Pre Rec Acc  Pre Rec
Original 0.893 0.889 0.891 || 0.874 0.869 0.873 || 0.779 0.782 0.778
ICA 0.814 0.809 0.813 | 0.840 0.836 0.839 || 0.803 0.805 0.802

Covariance 0.895 0.894 0.895| 0.876 0.877 0.875 |/ 0.819 0.823 0.820
ICA + Covariance | 0.816 0.811 0.812 ] 0.840 0.839 0.840 || 0.815 0.819 0.814
GANs [8] 0.877 0.871 0.870| 0.863 0.865 0.864 || 0.771 0.779 0.775
CGANs [17] 0.874 0.875 0.872| 0.874 0.872 0.875 (| 0.726 0.731 0.725
Conditional ICA |0.901 0.903 0.905|/0.890 0.888 0.890(/0.832 0.835 0.831

Table 2: Comparing augmentation methods based on classification ac-
curacy on task HCP dataset We compare augmentation methods based on
the classification accuracy (Acc), precision (Pre) and recall (Rec) obtained
by 2 linear classifiers (LDA and LogReg) and one non-linear classifier trained
on augmented datasets on HCP Task fMRI data. We report the mean accuracy
across b splits.

5 Discussion & Future work

In this work we introduced Conditional ICA a fast generative model for rest
and task fMRI data. It produces samples that cannot be distinguished from true
actual rest by linear as well as non-linear classifiers, showing that it captures
higher-order statistics than naive ICA-based generators. When Conditional ICA
is used as a data augmentation method, it yields consistent improvement in clas-
sification accuracy: on 8 tasks fMRI datasets, we observe increase in accuracy

Archi [21] g Ei LA5c [23]
Cam-CAN [24] 4 g Pinel2012Archi [21]

Brainomics [18] :i 5’ Pinel2009Twins [20]
HCP [26] 'y f Pinel2007Fast [22]
L]

05 06 07 0.8 0.9 05 06 0.7 0.8 0.9

[ LDA = MLP [ LogReg WM Augmentation

Fig.3: Accuracy of models for eight multi-contrast datasets. Cross val-
idated accuracy of two linear (LDA and LogReg) and one non-linear classifier
(MLP) with or without using data augmentation. The improvement yielded by
data augmentation is displayed in red. Black error bars indicate standard devia-
tion across splits while white error bars indicate standard deviation across splits
with no augmentation.
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between 1% and 5% depending on the dataset and the classifier used. Impor-
tantly, this performance was obtained without any fine-tuning of the method,
showing its reliability. One can also notice that our experiments cover datasets
with different cardinalities, from tens to thousand, and different baseline pre-
diction accuracy. It is noteworthy that Conditional ICA is essentially a linear
generative model with pointwise non-linearity, which makes it cheap, easy to
instantiate on new data, and to introspect.

The speed and simplicity of Conditional ICA as well as the systematic per-
formance improvement it yields, also make it a promising candidate for data
augmentation in a wide range of contexts. Future work may focus on its applica-
bility to other decoding tasks such as the diagnosis of Autism Spectrum Disorder
(ASD) [4H6] or Attention-Deficit/Hyperactivity Disorder detection (ADHD) [16].
Other extensions of the present work concern the adaptation to individual fea-
ture prediction (e.g. age) where fMRI has shown some potential.
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Dataset Subjects, Classes| Train/Test|Neurovault collection
hep [26] 787, 23 100/687 collection 4337
cam-can |24] 605, 5 100/505 collection 4342
brainomics [18] 94, 19 50/44 collection 4341
archi [21] 78, 30 40/38 collection 4339
labc 23] 191, 24 100/91 collection 4343
pinel2012archi [21] 76, 10 40/36 collection 1952
pinel2009twins [20] 65, 12 35/30 collection 1952
pinel2007fast |22] 133, 10 70/63 collection 1952

Table 3: Datasets used in the experiments. The table provides references to
the datasets that were used for our experiments, with the number of subjects,
the number of classes, the number of subjects in train and test set in each cross
validation split and the collection number in Neurovault.

Methods|Optimizer Hyper-parameters

LogReg |L-BFGS inverse Lo regularization strength
(20 000 iterations) in {0.0001,0.001,0.01,0.1,1}

LDA Least-squares solver Estimation of covariance

using Ledoit-Wolf’s method

RF - Default parameters in sklearn

MLP Adam ReLU activation function, fully con-
(20 000 iterations, nected architecture with two hidden lay-
momentum: 0.9, ers both of size 1024, L2 penalty coeffi-
batch size: 32, cient: 107
learning rate: 0.0001)

Table 4: Optimizers and hyper-parameters of classifiers For each classifier,
we give the optimization method used as well as the value of hyper-parameters.
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Models LDA LogR MLP
Original P <001 | P<0.05 |P <0.0001
ICA P <0.0001| P < 0.001 | P < 0.001

Covariance P <0.05 | P<0.01 | P<0.05
ICA + Covariance|P < 0.0001|P < 0.0001| P < 0.01
GANs P <0.001 | P <0.001 [P < 0.0001
CGANs P <0.001| P <0.01 |P<0.0001

Table 5: Statistical significance of the differences between Conditional
ICA and other augmentation methods P-values obtained after a t-test for
paired samples is performed on the data used to produce Table

Methods Original| ICA |[COV.|ICA + COV.|GANs|CGANs|Cond. ICA
Random Forest| 0.782 [0.778]|0.780 0.780 0.780 | 0.779 0.783

Table 6: Accuracy of Random Forrest Mean accuracy obtained from data
used for producing the Table |2l using a Random Forest classifier according to the
chosen augmentation method.

Methods Running time (secs)

GANs 12948.2 (= 3,60 hr)

CGANs 11015.1 (= 3,05 hr)
Conditional ICA 62 s

Table 7: Running time. We display the running time of three methods used to
generate synthetic data. Conditional ICA is several orders of magnitude faster
than GANs or CGANSs. In practice the computational overhead induced by Con-
ditional ICA is negligible.
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Fig.4: Accuracy of augmented discriminative models when varying k.
We use 100 train subjects from the HCP task dataset to train Conditional ICA
with £ components and generate 200 fake subjects. The classifiers are trained on
the train and fake subjects and tested on the left-out 687 subjects. We repeat
the procedure for various values of k using 5 random splits per value and report
the mean accuracy across splits as a function of k. The dotted line represents
the number of components that has been used in our experiments (k = 900).
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Fig.5: Data generation visualization. Visualization of real (Original) and
synthetic brain maps from three generation methods: Conditional ICA (Ours),
CGANs and GANS. Three cognitive tasks are shown (reward, punish and math).
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