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Abstract

After reviewing the behavioral studies of working memory and of its cellular substrate, we

argue that metastable states constitute candidates for the type of transient information

storage required by working memory. We then present a simple neural network model

made of stochastic units whose synapses exhibit short-term facilitation. This model was

specifically designed to be analytically tractable, simple to simulate numerically and to

exhibit a strong form of metastability. We present both numerical results: the existence of

metastable states able to represent scalar quantities; and analytical ones: the properties

of the metastable states that can be fully deduced from an implicit equation once the 4

model parameters have been specified.
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1. Introduction

1.1. The neurobiological horizon

As described by Fuster in the introduction of his 1973 article [16]: A delayed-response trial

typically consists of the presentation of one of two possible visual cues, an ensuing period of

enforced delay and, at the end of it, a choice of motor response in accord with the cue. The

temporal separation between cue and response is the principal element making the delayed

response procedure a test of an operationally defined short-term memory function. In that

article Fuster described, in the monkey prefrontal cortex, neurons that switch between no

activity and a sustained activity at constant rate during the delay period when the animal

had to perform a delayed-response task. He showed moreover, using distracting stimuli that

interrupted the sustained activity of these neurons, that the monkey errors at the end of

the delay period were positively correlated with the interruption of sustained activity. Since

then, many experimental investigations reviewed in [15, Chap. VII] and [10] have confirmed

this basic finding and showed that some of the ’sustained activity neurons’ are insensitive

to the type of cue (color, shape, location, sound) and seem to encode the ’abstract’ notion

of remembering ’any’ cue until the expiration of a delay, while others, especially outside the

prefrontal cortex, are sensitive to the type of cue. These ’sustained activity neurons’ are

relatively easy to record from implying that they are fairly abundant [22]. This sustained

activity has been intriguing modelers for a long time, leading them to explore first network

models with subgroups of strongly reciprocally coupled excitatory neurons [37, 2]. The

sustained activity has then been interpreted as a local attractor of some dynamical system

(reviewed in [34]). Stability issues when the transiently memorized item is a continuous

quantity–like an angle–, lead them to include some ’slow’ and ’use dependent’ coupling,

initially in the form of NMDA receptors [9, 34]–for a review of basic neurophysiology, see

[24]. But [35] described a subclass of pyramidal (and therefore excitatory) cells in the

prefrontal cortex that are strongly interconnected and whose synapses are unusual since

they exhibit a marked short-term facilitation–synapses between these cell types exhibit

most of the time short-term depression, as illustrated in the same article by recordings

from the visual cortex. This has lead to several studies giving a more or less central role to

short-term facilitation in sustained activity generation or stabilization, e.g. [5, 19, 18]–or

even proposing a working memory mechanism without sustained activity [26]–, reviewed

in [6]. But the secondary status of the ’noise’ in these studies, where variability comes

into play mostly at the neurons input level, is at odd with basic empirical observations.

It is indeed well known [36, 24] that neurons depend on ion channels that are randomly

going back and forth between closed and opened states both for the action potential

generation [33] and the synaptic transmission [21]; that (chemical) synaptic transmission

involves the release of a variable number of transmitter packets / quanta [12, 11] giving

rise to the rather noisy membrane voltage trajectories that are actually observed. These

considerations strongly suggest an alternative model construction strategy: working with

stochastic units / neurons instead of deterministic ones. Continuing and simplifying [17], we

therefore developed a minimal model of the sub-network of reciprocally coupled pyramidal

cells with facilitating synapses [35]; model that is both amenable to analytical solutions and
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that can be easily simulated. This model is made of stochastic neurons that accumulate

their inputs until a threshold is reached. The synapses between the neuron exhibit short-

term facilitation enabling the sub-network to exhibit a transient memoryless sustained

activity–that is, genuine metastability–, reminiscent of what is observed in working memory

experiments.

1.2. Definition of the model

We consider a stochastic system of interacting spiking neurons. The system consists in

a finite set of N neurons, each neuron i ∈ {1, . . . N} being associated with a membrane

potential denoted (Ui(t))t≥0 which takes value in the set of non-negative integers. The

spiking activity of the neurons depends on a threshold value θ ∈ Z+. When Ui(t) < θ

neuron i cannot spike, and we say that it is quiescent, while when Ui(t) ≥ θ we say that

neuron i is active, and it spikes at rate β : i.e. it waits a time ∆t distributed as an

exponential random variable of parameter β and then spike at time t + ∆t . At any time

the synaptic connection between the neuron and the rest of the network can be either

facilitated or not, meaning that if a spike occurs, it will be transmitted to the system

or not. The facilitation state for neuron i is denoted (Fi(t))t≥0, and it is a stochastic

process taking value in {0, 1}. Whenever Fi(t) = 1 we say that the synapse of neuron i

is facilitated at time t, and the synapse looses its facilitation, i.e. goes back to the state

Fi(t + ∆t) = 0, at a given rate λ. When a neuron spikes, first the membrane potential of

the said neuron is systematically reset to 0, secondly its synapse becomes facilitated if it

wasn’t already, and thirdly if its synapse was facilitated at the moment of the spike then

the membrane potential of all the other neurons in the system increases by one unit, while

nothing happens for these neurons if the synapse wasn’t facilitated at the moment of the

spike. All exponential random variables involved are supposed to be independent.

1.3. Metastability

Our system clearly has a class of absorbent states, namely the class of the states in which

Ui(t) < θ for all i ∈ {1, . . . N}. When an element of this class is reached then the system

will never spike again. This quiescent state is always reachable with a positive (but typically

small) probability. It will be reached for example if all active neurons at any given time loose

their synaptic facilitation before they spike, so that if we wait long enough this state will

always be reached at some point. This quiescent state is therefore the only equilibrium.

However many stochastic systems with a similar setting exhibit some kind of second-order

equilibrium. In these systems the activity has a tendency to stay a long and unpredictable

time in a seemingly stable phase before falling into the actual equilibrium because of an

unusually important deviation. Such systems are said to be metastable. The large class of

metastable stochastic processes includes for example the contact process [8, 32, 27], the

curie-weiss model [8], the Ising model [7], and more recently stochastic neural networks

models reminiscent of the model considered here but without any synaptic plasticity [3, 4,
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25]. More precisely metastable stochastic systems are characterized by the following two

properties. For a suitable choice of the values of the parameters:

1. the time it takes to reach the quiescent state is asymptotically exponentially dis-

tributed as the number of components in the system grows,

2. before reaching the quiescent state the system behave in an almost stationary manner.

The purpose of this paper is to give evidence that the behavior described above indeed

holds for our system by both simulation and heuristic reasoning.

For the first point, related to the time of extinction of the system, we shall give some

explanation. O. Penrose and J. L. Lebowitz proposed in a seminal paper [28] to characterize

a metastable state by requiring that if the system start in such a state then it is likely to take

a long time to get out. It is only a few years latter that M. Cassandro et al. [8] refined

this point as they realized that an important property of metastable stochastic systems

is that the exit time from the metastable phase is not only long but also unpredictable.

Formally what it means is that this exit time is asymptotically memoryless, or in other

words exponentially distributed–as the exponential law is the only continuous distribution

satisfying this memorylessness. In our specific setting, if we denote by σN the time of

extinction of the system with a number N of neurons, then the assumption we would like

to test is whether or not, for suitable values of β and λ, the following holds

σN
E(σN)

D−→
N→∞

E(1),

where E denotes the mathematical expectation, E(1) denotes an exponential random vari-

able of parameter 1, and the superscript D denotes a convergence in distribution.

This property of convergence of the renormalized time of extinction toward an exponen-

tial random variable was studied both rigorously and numerically for a different but similar

stochastic system of spiking neurons in [3], [4] and [29]. An interesting difference between

our model and the model studied in these papers, which was originally introduced in [13], is

that there the membrane potential of each neuron was subject to a leakage effect, which

was the direct mechanism by which the system was pushed toward its quiescent equilibrium,

while in our model this role is assumed by the loss of synaptic facilitation, as there is no

leakage.

For the second point we adopt a mean field approach, assuming that before reaching

the quiescent equilibrium all the elements of the system have roughly the same station-

ary behavior. We characterize the system by establishing an implicit equation linking all

the parameters, and after solving this equation we compute meaningful values. We then

compare our predictions with estimates we get from simulations in order to validate them.
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1.4. A remark

If we fix the facilitation state of each synapse to 1 (Fi(t) = 1 for all i and t ≥ 0) and if at

least θ neurons are above threshold at some point, then the network activity never stops

since a neuron whose membrane potential is 0 needs θ synaptic inputs to reach threshold

(θ).

2. Methods

In this section we describe the algorithm used to simulate our model.

2.1. Informal description of the procedure used to simulate the system

At any given time t ≥ 0 we write U(t) the number of active neurons and F (t) the number

of facilitated synapses in the system. That is:

U(t) =

N∑
i=1

1Ui (t)≥θ and F (t) =

N∑
i=1

1Fi (t)=1.

The general rate of the next event is then given by ν(t) = βU(t) +λF (t). For the sake

of efficiency we first generate the time of the next event using this general rate, by taking

∆t =
− log(v)

ν(t)
,

where v is sampled from a uniform law on ]0, 1[. We decide only then if this event shall be

a spike or a synaptic inactivation by sampling a Bernoulli random variable of parameter

p =
βU(t)

ν(t)
.

2.2. Pseudo-code of the algorithm

The general pseudo-algorithm giving the time and type of the next event is as follows:

1: N . Networks size (number of neurons)

2: θ . Threshold for entering the ”spiking state”

3: β . Spike rate when potential is above θ

4: λ . Rate of synaptic de-facilitation

5: tnow . ”Present” time, a spike was just generated

6: (u1(tnow ), u2(tnow ), . . . , uN(tnow )) . Known membrane potential of each neuron

7: (f1(tnow ), f2(tnow ), . . . , fN(tnow )) . Known synaptic state of each neuron

8: U ← 0 . Holds the number of neurons above threshold

9: F ← 0 . Holds the global synaptic facilitation

10: for i ← 0, N − 1 do

11: ui ← ui(tnow ) . Definition and initialization of variables
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12: fi ← fi(tnow ) . Definition and initialization of variables

13: U ← U + 1 if ui ≥ θ
14: F ← F + 1 if fi = 1

15: end for

16: if F = 0 then

17: Abort, network dead or about to die

18: end if

19: ν ← βU + λF . The global events’ rate

20: v ← U(0, 1) . Draw from a uniform distribution on (0,1)

21: ∆t ← − log vν
22: tnow ← tnow + ∆t

23: v ← U(0, 1)

24: if βU/ν > v then . The event is a spike

25: event type ← 1 . entent type is 1 for a spike

26: n ←M
(
1u0≥θ/U, . . . ,1uN−1≥θ/U

)
. Draw neuron from multinomial dist.

27: if fn = 1 then . The neuron that spiked has a facilitated synapse

28: for i ← 0, N − 1 do

29: ui ← ui + 1

30: if ui − θ ≤ 1 and ui ≥ θ and i 6= n then . Neuron i just crossed threshold

31: U ← U + 1

32: end if

33: end for

34: end if

35: un ← 0 . Reset potential of neuron that spiked

36: U ← U − 1 . Neuron n was above θ and is now below it

37: if fn = 0 then . The synapse was in the resting state

38: F ← F + 1

39: end if

40: fn ← 1 . The synapse is facilitated

41: else . The event is a synaptic inactivation

42: event type ← 0 . entent type is 0 for a synaptic inactivation

43: n ←M
(
1f0=1/R, . . . ,1fn−1=1/R

)
. Draw neuron from multinomial dist.

44: fn ← 0 . Inactivate synapse of neuron n

45: F ← F − 1

46: end if

47: Return tnow , event type and n

2.3. Simulations initialization

Our simulations were initialized by drawing the membrane potential of each neuron inde-

pendently on the set {0, 1, . . . , N − 1} (N is the network size) and the synapse facilitation

state from a Bernoully distribution with a success probability of 0.75 (“success” means

that the synapse is facilitated). These parameters can be changed by the users of our
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codes.

2.4. Some remarks

The four model parameters, N, θ, β and λ can be reduced to three. All that matters is

the ratio λ/β has inspection of lines 19 and 24 of the above algorithm makes clear.

We have chosen fixed increments of 1 upon synaptic inputs in order to have membrane

potentials with integer values; this is mostly motivated by numerical convenience since it

leads to codes requiring less memory. In the sequel, when we study the effect of network

size on various network quantities, we will always set the threshold θ as a fraction of N

(10% unless otherwise stated). This is equivalent to the traditional scaling in 1/N of the

synaptic weights used when studying the asymptotic limit. This allows us to keep integer

valued membrane potentials.

2.5. Programs accessibility and results replication

All programs used in this article, as well as the details of their implementation, the com-

mands required to replicate the simulations and figures are available on GitLab1. The

simulation and numerical integration (Sec. A.1) programs are written in C and the analysis

and plotting programs / scripts are written in Python.

3. Empirical results

In this section we present simulations of the model. We are interested in observing how our

neural system behave in general and, more specifically, if it exhibits the kind of “strong”

metastability described in the introduction.

3.1. Basic model features: individual neuron level

Figure 1 shows the trajectories of the “membrane potentials” of all the (50) neurons of a

simulation (N = 50, θ = 5, β = 10, λ = 6.7) during one time unit.

When the membrane potential of a neuron is at or above threshold, that is, when the

neuron is in the active state, the displayed membrane potential value is the threshold value

(θ). From the dynamics viewpoint, it only matters to know that the neuron has reached

threshold, not the actual membrane potential value when the latter is above threshold. The

membrane potential traces are drawn in blue when the synapse of the corresponding neuron

is facilitated and orange otherwise. This figure displays therefore the complete state of the

network. Notice that at any given time, most of the neurons are in the active state (their

membrane potential is ≥ θ). Notice also that the membrane potentials of the neurons that

have not yet reached θ evolve in parallel. Spike are emitted when the membrane potential of

one neuron goes from θ to zero, this is the only way the membrane potential can decrease.

A finer time display is proposed on Fig. 2.

1https://gitlab.com/c˙pouzat/metastability-in-a-system-of-spiking-neurons-with-synaptic-plasticity
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Figure 1: Trajectories between time units 1 and 2 of the membrane potentials of the fifty

neurons of a simulated network. The traces are blue when the synapse of the

neuron is facilitated and orange otherwise.

Figure 2: Enlarge display between times 1.20 and 1.25 of the data shown of Fig. 1.

The features of the model are clearly visible:

• When a neuron with an un-facilitated synapse spikes (the trace is orange when the

membrane potential is at the threshold level just before dropping to 0):
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– its synapse gets facilitated (the trace turns blue) immediately after the spike,

– the membrane potential of all the other neurons remains the same.

• When a neuron with a facilitated synapse spikes (the trace is blue when the membrane

potential is at the threshold level just before dropping to 0):

– its synapse remains facilitated (the trace stays blue) immediately after the spike,

– the membrane potential of all the other neurons that are below threshold in-

creases by 1.

3.2. Basic model features: it is the same but it is not the same

We now turn to the key property our model was designed to exhibit. We show next spike

trains displayed as raster plots (every spike is represented by a dot) of the same network

of 50 neurons started from the same initial state but using two different sequences of

(pseudo) random numbers. Fig. 3 shows an abrupt disappearance of the activity (after 13

time units).

Figure 3: Raster plots of a 50 neurons network, with λ = 6.7, β = 10 and θ = 5. Left,

from time 0 to 14; right from time 12 to 14. Dots are blue when the synapse is

active and orange otherwise

The dots color is blue when the synapse is active and orange otherwise. We see on the

right side of Fig. 3 that the last spikes occurring before the “network death” are all with

an un-facilitated synapse. Fig. 4 shows the same network as Fig. 3, starting from the same

state and remaining active for whole simulation (50 time units).

Judging from the dots pattern, the activity looks regular with a constant ratio of blue dots

over orange dots. But a better way to graphically asses the network activity (network spiking

frequency) is provided by the observed counting process (a step function that increases by
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Figure 4: Same as Fig. 3 but different random numbers sequence. The scale bar is drawn

between time 10 and time 15.

one every time an event occurs) as shown on Fig. 5 for the two simulations of Fig. 3 and

4. Extracting the slope by eye, we see that the network generates roughly 375 events per

Figure 5: Observed counting processes for the simulations of Fig. 3 (black) and Fig. 4

(red).

time unit (before it reaches the quiescent state in the case of the black trace). We have,

qualitatively at least, the behavior we are interested in: the activity seems “stationary”
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until it abruptly vanishes.

3.3. Survival time

Figure 6 shows the empirical survival function obtained from 1000 repetitions of the sim-

ulation of the model, for various values of the parameter λ (6, 6.7 and 7) with N = 50,

θ = 5 and β = 10. Each simulation with a given value of λ starts from the exact same

initial state except for the sets of simulations corresponding to the red and blue lines. The

latter illustrate the fact that the precise initial state from which the simulations are started

is irrelevant as long as these states are drawn from the same distribution.

Figure 6: Empirical survival functions obtained from 1000 replicates with θ = 5, λ = 6.7

(red and blue), λ = 7 (black) and λ = 6 (orange), β = 10 and a network with

50 neurons. All simulations start from the same random initial state except the

red and blue ones. A log scale is used for the ordinate.

The survival function gives the fraction of the 1000 simulations that are still “active”

as a function of the observation duration. Notice that a log scale is used on the ordinate

of this (and the following) figure. The rational for that choice follows [23]. If we observe

a sample t1, t2, . . . , t1000 drawn from T1, T2, . . . , T1000 independently and identically dis-

tributed exponential random variables with parameter γ, the probability density function

(PDF) is given by: fT (t) = exp(−t/γ)/γ, the cumulative distribution function (CDF) is:

FT (t) = 1 − exp(−t/γ) and the survival function is ST (t) = 1 − FT (t) = exp(−t/γ).

The expected value of T is ET = γ and a graph of ST (t) with a log scale on the ordinate

is a straight line with slope −1/γ. The estimator ŜT (t) =
∑1000
i=1 1≥t(ti)/1000 of ST (t)

should therefore be close to a straight line on a log scale for exponential distributions.

That is precisely what we see here. The exponential distribution of the survival times (or

times to extinction) is the key feature of the metastable states as we defined them in the
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introduction. Not surprisingly, the mean survival time (the opposite of the inverse of the

slopes on Fig. 6) decreases as λ increases.

If we keep increasing λ as shown on Fig. 7, the mean survival time keeps decreasing until

the exponential (straight line) behavior is lost (for λ ≈ 9). The empirical survival functions

start exhibiting a concavity (on the log scale) for small values of the survival time. This

is a clear deviation from what is expected from an exponential distribution and allows us

to rule out the adequacy of the latter for these large values of λ [23]. Figure 8 shows

Figure 7: Same as before with λ = 7 (black) and λ = 8, . . . , 18 (grey). Notice that the

domain covered by the abscissa is 100 smaller than on Fig. 6.

the 95% confidence intervals of the mean survival time as a function of λ < 9 (N = 50,

θ = 5, β = 10) obtained from 1000 simulations at each λ value. A mono-exponential

decay was fitted to the observed survival times by maximizing the likelihood with a model

including right censoring. Some simulations are indeed still in the “metastable” state at

the time they are stopped (e.g., slightly more than 10% for λ = 6, orange line on Fig. 6),

so we do not know their exact survival time, but a lower bound of it. The parameter of

this exponential decay is the mean survival time. The confidence intervals were computed

with a likelihood ratio method [20, pp. 32-36]. We see that for small values of λ (< 8),

the mean survival time decays exponentially and when λ approaches the “critical value”

at which the exponential distribution of the survival time is lost, the decay of the mean

survival time slows down.

Fig. 9 shows the dependence of the mean survival time on network size in a setting where

the threshold θ = N/10. The simulation strategy of the previous figure was used but only

100 replicates were generated (to save time) and a relatively large λ value (λ = 7) was

used in order to observe enough “network deaths” in a relatively short time. We see that

the growth of the mean survival time or mean time to extinction as a function of network

size (with θ = N/10) is compatible with an exponential, suggesting that by making the
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Figure 8: 95 % CI of the mean time to extinction as a function of λ. From 1000 simulations

for each λ and β = 10 and a network with 50 neurons. A log scale is used for

the ordinate.

Figure 9: 95 % CI of the mean survival as a function of N. From 100 simulations, for each

N: λ = 7, β = 10 and θ = N/10. A log scale is used for the ordinate.

network grow we could obtain a time of residency in the active regime of any order of

magnitude.
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3.4. Empirical properties: summary and tentative conclusions

Our empirical investigation strongly suggests (Fig. 6) that for λ small enough—more pre-

cisely for λ/β small enough—our model exhibits a “strong form” of metastablity in which

the residency time in the “active” state is memoryless (exponentially distributed). There

seems to be a “critical” λ value above which metastability is lost (Fig. 7). For λ small

enough, the mean survival time seems to increase exponentially as λ approaches 0 (Fig. 8),

implying that the time of residency in the active state grows toward infinity as λ goes

to zero. In other words if facilitation stops being a transient phenomenon to become a

permanent one, the active state becomes permanent (as we already argued upon model

specification). When the network size increases (together with the threshold), the mean

survival time undergoes an exponential growth (Fig. 9), becoming closer and closer to a

permanent state as well.

4. A heuristic approach

In this section we study our model by heuristic reasoning checked with simulations. Our

objective is to give a complete characterization of the way our system behave before extinc-

tion. Assuming stationarity in the pre-extinction period, we aim at computing meaningful

values, such as the proportion of active synapses, the global spiking rate of the system,

the mean inter-spike interval and so on. This is done by establishing an implicit equation

linking all parameters of the model (β, λ, θ and N) as well as the probability for a given

neuron to have its synapse facilitated at the moment of its next spike. Solving this last

equation for this probability then allows us to obtain all the other quantities. Then, using

simulations, we can get estimates of the quantities we just mentioned and compare them

to our predictions.

4.1. Mean-field approach

We let N ∈ Z+ be the number of neurons in the system. While the membrane potential

of a given neuron can take value in the whole set Z+, the only thing we really care about

is whether or not it is at or above the threshold θ. We will therefore identify the set

S = {θ, θ + 1, . . .} as one single state in which the neuron is susceptible or active. For

any i ∈ {0, 1, . . . , θ − 1} we define Ni(t) to be the number of neurons whose membrane

potential is equal to i at time t, that is

Ni(t) =
∑
j∈V

1Uj (t)=i .

We define Nθ(t) as well, the number of neurons which membrane potential is greater

than or equal to θ at time t:

Nθ(t) =
∑
j∈V

1Uj (t)≥θ.

At any time t we obviously have
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θ∑
i=0

Ni(t) = N. (4.1)

We also define the total number of facilitated synapses in the network at time t, which

we denote F (t), given by

F (t) =
∑
i∈V

Fi(t).

Under our assumption of quasi-stationarity, the expectations of the quantities defined

above should be almost constant in the metastable phase. Thus we let µ0, µ1, . . . µθ, and

µF be the constants such that

E(N0(t)) ≈ µ0, . . . E(Nθ(t)) ≈ µθ,

and

E(F (t)) ≈ µF ,

where t is any time before the extinction of the system.

To carry out our calculations we will assume that the random variables above are close

to their expectations and simply replace them in practice by the constants µ0, . . . , µθ, and

µF . The global spiking rate of the system in the metastable phase should then be well

approximated by

νN
def
= µθβ, (4.2)

that is, the spiking rate for a single neuron multiplied by the expected number of susceptible

neurons.

4.1.1. The effective spiking rate

While the global spiking rate of the network is an interesting quantity, it would be even

more interesting to know the rate of effective spikes; that is, the rate of the spikes that

are actually propagated via the synapse. In order to get this rate we need to compute the

probability that a neuron that just spiked will still have its synapse facilitated at the moment

of the next spike. To fix our ideas we suppose that the system is in any metastable state

at time 0 and we consider neuron 1 (which neuron you look at doesn’t matter in our mean

field approach). We assume that U1(0) = 0 and that F1(0) = 1. Let τ be the random

variable corresponding to the time of the next spike. The next spike will be effective if and

only if the synapse is still facilitated at the time of the spike, so that we need to consider

the following random variable

E
def
= F1(τ).

We have

E
(
F1(τ)

∣∣ τ) = e−λτ ,

so that
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µE
def
= E(E) = E

[
E
(
F1(τ)

∣∣ τ)] = E
(
e−λτ

)
. (4.3)

Of course we don’t know the actual distribution of τ so that the exact value of µE is

still unknown to us, but we can nonetheless use it to define the rate of effective spikes we

were looking for:

νE
def
= µEνN . (4.4)

Figure 10 shows a simple diagram of the evolution of the membrane potential for a single

neuron when the system is in the metastable phase.

Value of Ui 0 1 2 3 · · · θ − 2 θ − 1 θ

νE νE νE νE νE

β

Figure 10: Schematic representation of the way the membrane potential behave for one

single neuron in the metastable state.

A rough, first order approximation for µE would be to replace τ by its expectation in

(4.3). Nonetheless we can do better. In our mean-field approach we go from a value below

threshold to the next one with rate νE , thus the time τb spent below the threshold follows

an Erlang distribution with shape parameter θ and rate νE , and we have the following

expression for its mean

µτb =
θ

νE
. (4.5)

Once the threshold has been reached we need to wait an additional exponentially dis-

tributed time with rate β, and when the size of the network is big the time spent below the

threshold should be small, so that we might replace τb by its mean and use the following

approximation:

τ ≈ µτb + ε,

where ε ∼ Exponential(β). From (4.3) we then get the following approximation for µE

µE ≈
∫ ∞
0

exp
(
−λ(µτb + t)

)
β exp (βt) dt,
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which leads to

µE ≈
β

β + λ
exp(−λµτb). (4.6)

4.1.2. Membrane potential and facilitation state

Now consider the membrane potential of any neuron in the metastable phase. As long as

the extinction time as not been reached, it goes in cycle, from 0 to 1, then from 1 to 2

etc. up to the susceptible state S, it then spikes and starts over from 0. We might look at

the flux entering and leaving each of these states.

• At state 0, the entering flux is βµθ while the leaving flux is µ0νE . Because of our

hypothesis of stationarity they should be equal, leading to µ0 = 1
µE

(using Eq. 4.2

and 4.4).

• At state i ∈ {1, . . . θ − 1}, the entering flux is µi−1νE and the leaving flux is µiνE ,

leading to µi = µi−1.

From this two points we get

µ0 = . . . = µθ−1 =
1

µE
.

From equation (4.1) it follows that

µθ = N −
θ

µE
. (4.7)

In order to get an equation for µF we can write the following differential equation, which

should be satisfied in the metastable phase,

dE(F (t))

dt
= −λµF + βµθ(1− µE).

Setting the derivative to 0 we get

µF =
β

λ
µθ(1− µE) =

β

λ

(
N −

θ

µE

)
(1− µE).

4.1.3. The implicit equation

Equation (4.7), together with (4.5) and the definitions of νE (Eq. 4.4) and νN (Eq. 4.2),

gives the following formula for µτb :

µτb =
θ

β(NµE − θ)
.
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Substituting this µτb expression in Eq. 4.6, we obtain the following implicit equation for

µE :

µE ≈
β

β + λ
exp

(
−λθ

β(NµE − θ)

)
. (4.8)

This equation is important as, besides µE , it depends only on the parameters of the

model. Once µE has been obtained from this equation—or a more sophisticated version of

it described in Sec. A.1—by numerical methods, all the other quantities will immediately

follow using the previously established equations. Eq. 4.8 also makes clear that the ratio

λ/β is the only quantity that maters, as opposed to the precise values of λ and β. If we

moreover choose, as we did in our simulations, θ = αN (0 < α < 1), the network size

disappears from the equation.

4.1.4. Illustration

Fig. 11 shows how Eq. 4.8 can be solved graphically. The typical parameter values of

Sec. 3, N = 50, θ = 5, β = 10, are used. The right-hand side of Eq. 4.8 is drawn in black

for different values of λ (λ = 6, 6.7, 7, 8, 9, 10, 11, 12). Two additional curves (dashed

blue) for λ = 6.7 and 9 are also drawn using a more precise estimate of the right hand-side

of Eq. 4.8 described in Sec. A.1. The straight line in orange has slope 1 and the solutions

of Eq. 4.8 correspond to the intersection points of that line with the black (or dashed blue)

curves.

We see that if λ is too large (here slightly larger than 10) there is no intersection point

and therefore no solution of Eq. 4.8, meaning no metastable state. This is what we inferred

from our simulations (Fig. 7) although the critical point looked slightly smaller there. When

λ decreases, the upper right intersection point moves farther up-right meaning that µθ is

a decreasing function of λ. Since the network spiking rate is νN = µθβ = (N − θ/µE)β

(Eq. 4.2 and 4.7), this implies that the network rate is also a decreasing function of λ.

4.2. How does our computations compare to the simulations?

The presence of two intersection points between the diagonal and the right hand side of

Eq. 4.8 suggests there could be two metastable states. But we were unable to observe the

“lower” one, suggesting that such a state is not metastable but just unstable.

We pointed out in our description of Fig. 11 that the network rate is a decreasing function

of λ and this is precisely what we observe on Fig. 12 (the smaller λ, the steeper the slope).

We now set the model parameters, solve our implicit equation for µE and deduce from

that νE , µθ and µF . We then compare these predicted values with empirical measures from

simulations of the corresponding network. This is what is reported in the next two tables

were 5 simulations were done in each of two settings that only differ by the value of θ.
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Figure 11: Examples with N = 50, θ = 5, β = 10, λ = 6, 6.7, 7, 8, 9, 10, 11, 12 (top to

bottom). Dashed blue lines are obtained in two cases by “numerical integration”

(see next section).

Figure 12: Observed counting processes of a network made of 50 neurons with θ = 5,

β = 10 and increasing values of λ from 1 to 9. In black, “top to bottom”,

λ ∈ {1, 2, . . . , 6}; in red, λ > 6.
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1 2 3 4 5 analytical

νE 4080 4076 4072 4078 4081 4085

µθ 408.2 408.1 407.8 407.9 408.0 408.5

µF 309.3 309.6 308.8 308.6 309.2 308.8

µE 0.547 0.546 0.545 0.545 0.546 0.547

Table 1: Observed and predicted network properties in the metastable state of a network

made of 500 neurons with θ = 50, β = 10 and λ = 6. Columns 1 to 5 contain the

empirical mean values obtained from 5 independent replicates, column ”analytical”

contain the predicted values obtained by solving the implict equation.

We see a rather precise match, despite of the fact that with µθ ≈ 408, N = 500 and

θ = 50 we have only typically 82 neurons to populate the 50 states below threshold. So

not even two neurons per state below θ. It is then rather optimistic to postulate that

E(N0(t)) ≈ µ0, . . . as we did.

1 2 3 4 5 analytical

νE 4666 4661 4666 4665 4668 4666

µθ 466.6 466.5 466.5 466.5 466.5 466.6

µF 312.4 313.0 311.8 311.9 313.1 312.0

µE 0.600 0.599 0.598 0.598 0.599 0.599

Table 2: Observed and predicted network properties in the metastable state of a network

made of 500 neurons with θ = 20, β = 10 and λ = 6. Columns 1 to 5 contain the

empirical mean values obtained from 5 independent replicates, column ”analytical”

contain the predicted values obtained by solving the implict equation.

Here the match is even better.

5. Conclusion and perspectives

We have suggested in this article that the sustained activity observed during delayed-

response task experiments could very well be interpreted through the notion of metastability

as initially rigorously characterized in the statistical physics context. To do so we have

proposed a simple stochastic model of spiking neurons featuring a short-term synaptic

plasticity mechanism, and we have shown by simulations and semi-rigorous reasoning that

this model indeed presents a metastable behavior for suitably chosen parameters values.

Nonetheless a rigorous mathematical proof remains to be obtained. As mentioned in the

introduction a proof has been given already for the first of the two properties characterizing

metastable systems–the asymptotic memorylessness of the time to extinction–in [3] and

[4] for a slightly simpler model that did not include short-term synaptic plasticity. The

general proof strategy, used in both articles, is to show that2:

2Remember that σN denotes the time of extinction of a system with N neurons.
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lim
N→∞

∣∣∣∣P( σN
E(σN)

> s + t

)
− P

(
σN
E(σN)

> s

)
P
(

σN
E(σN)

> t

)∣∣∣∣ = 0. (5.9)

From there the convergence in law toward and exponential random variable of mean 1

follows from standard arguments.

One of the problems is that the way (5.9) is obtained relies heavily on the Markovianity

of the processes considered in [3, 4]. Indeed, even when considered as processes taking

value in {0, 1}N–that is, the state space in which we only indicate whether a given neuron is

active (susceptible to spike) or quiescent (not susceptible to spike)–the models considered

in [3, 4] remain Markovian, which is not the case for the process of the present article.

The process considered here is Markovian only if we consider it as a process living in the

extended state space (N× {0, 1})N , that gives both the exact membrane potential and the

facilitation state for each neuron3. Unfortunately this makes our process far less tractable

than the previously considered ones.

Furthermore, the question of how to give a precise mathematical formulation of the

second point in the metastability characterization remains to be answered. If we denote by

ξN(t) the state of some stochastic system at time t, taking value in some state space XN ,

where N corresponds to the number of components in the system, a general approach [8, 32]

consists in proving that there exists some non-trivial measure µ on XN corresponding to the

weak limit of the process (ξN(t))t≥0 when N diverge, and to prove that before extinction

the system behave as if it were described by this measure, restricted to the interval J−N,NK.

In other words the finite system behave like its infinite counterpart in invariant regime, as

it would look like if we were observing it through some finite window. This property is

sometimes called thermalization (see [32]) and it captures nicely the ”pseudo-stationarity”

of metastable systems that we would like to formalize.

The difficulty here comes from the underlying structure of the considered network. In

some cases–such as the one studied in [3], where the interaction graph is a lattice–it is

possible to define an increasing sequence of finite graphs such that the infinite counterpart

(the union of all the finite graphs) has the same local structure as each of the graphs

in the sequence. In such cases the existence of a non-trivial limit measure µ, as well

as the possibility of establishing a thermalization result is generally not a problem. With

complete interaction, as in the model considered here (as well as in the model from [4]),

the average degree of the graph grows toward infinity when N diverges, the local structure

isn’t preserved and the establishment of such result is compromised.

Nonetheless models on complete graphs are generally of high interest as the specific

topology of neural networks isn’t very well known, making mean-field type approaches a

good choice; furthermore the complete graph setting is analytically more manageable than

other graphs as it doesn’t carry any specific spatial structure (every neuron is virtually of

the same importance in the network). Obtaining a well-defined mathematical approach

of the pseudo-stationarity aspect of metastability for systems with complete interaction is

therefore of primary interest.

3Actually, as it was already mentioned, (J0, θK× {0, 1})N is sufficient as whenever the membrane potential

is bigger than θ the spiking rate remains unchanged until the next spike.
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From a neurobiological viewpoint, if delayed-response tasks do indeed rely on the form

of metastability discussed here, the probability of making a mistake (like in [14, Fig. 13])

should increase exponentially with delay duration. This could well be tested at the behavioral

level on human subjects. It is also worth noticing that the continuous network activity

modulation (Fig. 12) is reminiscent of the parametric working memory studied by [30]. That

is, if it is possible to change the ratio λ/β, it is also possible to represent a continuously

varying stimulus.
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A. Appendix

A.1. Inter-spike interval distribution

We consider in this section the inter-spike interval (ISI) distribution, that is, the dis-

tribution of τ . Let X and Y be two random variables with X ∼ Erlang(θ, νE) and

Y ∼ Exponential(β), and write T = X + Y . The distribution of the sum of an Erlang

random variable and an exponential random variable is called an Hypoexponential distribu-

tion. One could give an explicit expression for its cumulative distribution function by using

for example the results from [31] and [1], but the said expression is uselessly complicated

so that we will prefer a numerical integration. Let GT denote the cumulative distribution

function of T , GX the cumulative distribution function of X and fY the density function of

Y . We have

GT (t) =

∫ t

0

dyfY (y)

∫ t−y

0

dGX(x),

which simplifies to

GT (t) =

∫ t

0

dyfY (y)GX(t − y) (A.10)

Once our numerical integration is done we will be able to control the precision by com-

paring

µτ =
1

β

(
θ

NµE − θ
+ 1

)
(A.11)

with the expectation of T , given by

E(T ) =

∫ ∞
0

dt(1− GT (t)). (A.12)

Note also that (A.11) can be written

µE =

∫ ∞
0

exp (−λt) dGT (t),

which by an integration by part can be rewritten as follows

µE =

∫ ∞
0

dtλ exp (−λt)GT (t),

so that our numerical integration gives us another way of getting a value for µE . As

illustrated on Fig. 11 (dotted blue curves), the difference is not huge compared to the

result of the simpler approach of Sec. 4.1.3. Since our C implementation is fast, the results

computed by our programs are nevertheless based on the numerical integration of Eq. A.10.
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[17] A. Galves, E. Löcherbach, C. Pouzat, and E. Presutti. A system of interacting neurons

with short term synaptic facilitation. Journal of Statistical Physics, 178(4):869–892,

Dec 2019.

[18] D. Hansel and G. Mato. Short-term plasticity explains irregular persistent activity in

working memory tasks. Journal of Neuroscience, 33(1):133–149, Jan 2013.

[19] Vladimir Itskov, David Hansel, and Misha Tsodyks. Short-term facilitation may sta-

bilize parametric working memory trace. Frontiers in Computational Neuroscience,

5:40, 2011.

[20] J. G. Kalbfleisch. Probability and Statistical Inference. Volume 2: Statistical Inference,

volume 2. Springer-Verlag, 1985.

[21] B. KATZ and R. MILEDI. Membrane noise produced by acetylcholine. Nature,

226(5249):962–963, Jun 1970.

[22] Matthew L. Leavitt, Diego Mendoza-Halliday, and Julio C. Martinez-Trujillo. Sus-

tained activity encoding working memories: Not fully distributed. Trends in Neuro-

sciences, 40(6):328 – 346, 2017.

[23] J. K. Lindsey. Statistical Analysis of Stochastic Processes in Time. Cambridge Uni-

versity Press, Aug 2004.

[24] Liqun Luo. Principles of Neurobiology. Garland Science, Jul 2015.
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