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Abstract

The construction of exact absorbing boundary conditions (ABCs) for the one-dimensional nonlocal
fully-discrete Schrödinger equation is proposed. The computation of the Green’s functions for the
discrete nonlocal Schrödinger equation is stated and used to build the ABCs. Numerical error
estimates are then proved for the case of a singular interaction kernel. The theory and numerical
analysis is supported by numerical examples.
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1. Introduction

Two decades ago, Laskin [1, 2, 3, 4] proposed a time-dependent space Fractional Schrödinger
Equation (FSE) which can be used e.g. to describe the fractional oscillator of Bohr atom [1] or long-
range dispersive interactions properties [5]. The specificity of the FSE is that it involves a fractional
Laplacian term (−∂2x)s/2, usually for 1 ≤ s ≤ 2, instead of the standard local Laplacian (s = 2). The
FSE led to many developments, from both the applications, theoretical and numerical sides (see
e.g. [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]), and has shown to produce specific behaviors compared
with the local Schrödinger equation. More generally, fractional PDE models can be embedded into
the framework of nonlocal PDEs [17] to include more advanced long range interactions that are not
met in the fractional situation. From this view point, the fractional PDE model can be interpreted
as a nonlocal model for a specific kernel. In the present paper, we consider the one-dimensional
system with nonlocal Schrödinger equation: find the function ψ solution to

iψt(x, t) = Lδψ(x, t), x ∈ R, t ∈ (0, T ],
ψ(x, 0) = ψ0(x), x ∈ R,
lim|x|→+∞ ψ(x, t) = 0, t ∈ (0, T ],

(1)

where i =
√
−1 and ψ0 is a given initial data. The maximal time of computation is T . The nonlocal

operator Lδ appearing in (1) extends the fractional Laplacian [17] and is given by

Lδψ(x) =

∫
R
γδ(y − x,

y + x

2
)(ψ(x)− ψ(y))dy. (2)

We assume that the interaction kernel function γδ has the following properties
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• positiveness: γδ(a, b) ≥ 0;

• symmetry according to the first argument a: γδ(−a, b) = γδ(a, b);

• finite horizon: ∃δ > 0 such that γδ(a, b) = 0 if |a| > δ > 0.

In the above notations, a = x − y measures the distance between the two points x and y, and
(x+ y)/2 controls the local horizon. We also need to precise some additional assumptions that are
used later [18, 19] to solve the nonlocal model set in a finite computational domain ]x−, x+[

• A1: we assume that the initial data ψ0 is compactly supported in ]x−, x+[;

• A2: γδ is compactly supported in [−δ, δ]× R for δ ≤ (x+ − x−)/2;

• A3: γδ is homogeneous in the exterior domain, i.e.

γδ(a, b) = γδ,−(a), for b ∈ (−∞, x− + δ],
γδ(a, b) = γδ,+(a), for b ∈ [x+ − δ,+∞).

(3)

Here, we consider that γδ,± =: γ∞ to simplify the presentation. Finally, similar problems to (1)
could also arise for nonlocal diffusion [17, 20].

The aim of the paper is to develop truncation techniques for computing the solution to (1) in the
finite computational domain ]x−, x+[. Many contributions were proposed to solve this problem for
integer order partial differential equations, usually by considering transparent/artificial/absorbing
boundary conditions (ABC) at a fictitious boundary, or alternatively absorbing layers or Perfectly
Matched Layer (PML). We refer e.g. to [21, 22] for details about this topic in the case of quantum
mechanics equations. Developing ABC or absorbing layers/PML truncation techniques for spa-
tially nonlocal and fractional models remains much less studied than for local PDEs. For ABCs,
techniques based on DtN operators have been introduced in [23, 24] in the case of nonlocal heat equa-
tions. Furthermore, a full numerical analysis of ABCs is available in [25]. For the two-dimensional
nonlocal wave equation, ABCs were constructed in [26, 27] while for nonlocal Schrödinger equa-
tions, ABCs were proposed and numerically approximated in [19, 28]. In the framework of the
absorbing layers/PML approach, efficient and precised methods were designed in [29, 30, 31, 32] for
time-dependent heat and Schrödinger equations involving fractional operators, most particularly
the fractional Laplacian. It is nevertheless unclear if these approaches can be extended to more
general nonlocal models as the one considered here.

The goal of the present paper is to propose the construction of ABCs for a fully discretized
version of (1) and to develop the error analysis of the scheme. To this end, in section 2.1, we
discretize (1) by using a Crank-Nicolson scheme in time and an asymptotically compatible scheme
in space. This allows us to derive the exact ABC for the fully discrete scheme in subsection 2.2.
In addition, we propose a numerical algorithm for computing the kernel functions involved in the
definition of the ABCs in subsection 2.3. After stating some properties of these kernel functions
in section 3, we prove the stability of the boundary condition. We next develop in section 4 the
error analysis between the exact solution of (1) and the solution of the semi-discretized system
associated with (1) in the nontrivial case of a singular interaction kernel γδ. This shows that the
error is second-order both in space and time. In section 5, we study the error analysis for the
numerical solution of (1) with given boundary condition, showing the second-order convergence of
the scheme. We end the paper by some numerical examples in section 6, a conclusion in section 7
and the technical Appendix A.
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2. Exact absorbing boundary conditions for the fully discrete nonlocal Schrödinger
equation

To design some exact absorbing boundary conditions for the nonlocal Schrödinger equation
appearing in system (1), we first fully discretize the equation in subsection 2.1 and next extract the
corresponding boundary conditions in subsections 2.2 and 2.3.

2.1. Full discretization of the 1D nonlocal Schrödinger equation

For the spatial discretization, we use the Asymptotic Compatibility (AC) discretization scheme
derived in [26] to approximate the nonlocal operator Lδ given by (2) (see [33, 34] for other AC
schemes). Let us set discretize [x−, x+] by using J + 1 equally spaced grid points xj = x− + jh,
0 ≤ j ≤ J , for the uniform spatial step h := (x+ − x−)/J > 0, with x0 = x− and xJ = x+. We
introduce φj as the standard hat function of width h centered at point xj . Then, we have the
following spatial approximation, for j ∈ Z,

Lδψ(xj) ≈ Lδ,hψj =
∑
k∈Z

bj,k(ψj − ψk), (4)

where ψj ≈ ψ(xj , ·) and the real-valued coefficients bj,k are given by

bj,k = −cj−k :=


1

(j − k)h

∫
R
yφj−k(y)γδ(y,

xj + xk
2

)dy, j 6= k,

0, j = k,

and bk,j = bj,k. Since the kernel function γδ is compactly supported, then one gets: bj,k = 0 for
|j − k| > K := [δ/h] + 1, where [·] is the floor function. Therefore, the sum in (4) is finite with
index k = −K, ...,K.

Let us now consider a Hilbert space H equipped with an inner product (·, ·)H and induced norm
‖ · ‖H. We introduce the semi-infinite sequence space

`2(H) =

ß
u = {un}∞n=0 : un ∈ H, ‖u‖`2(H) = (

∞∑
n=0

‖un‖2H)
1
2 <∞

™
,

with the inner product: (u, v)`2(H) ≡
∑∞

n=0(u
n, vn)H, ∀u, v ∈ `2(H). For a sequence u = {un}∞n=0 ∈

`2(H), we define the operator S by: Su = {un+1}∞n=0. The average operator E and the forward
difference quotient operator Dτ with uniform time step τ are given by E = (S + I)/2 and Dτ =
(S − I)/τ , respectively. We also need the following notations: Sun = (Su)n, Eun = (Eu)n and
Dτu

n = (Dτu)n. Let us define the coefficients:

a0 = −2
K∑
k=1

ck, and ak = ck, k = 1, ...,K. (5)

After some calculations, we obtain the discretized nonlocal Schrödinger equation approximating (1)
and based on the Crank-Nicolson time scheme at time tn = nτ , n ∈ N, and AC discretization

iDτψ
n
j = ELδ,hψ

n
j := a0Eψ

n
j +

K∑
k=1

ak(Eψ
n
j+k + Eψnj−k), for j ∈ Z, (6)

where we denote by ψnj the numerical approximation of ψ(xj , tn).
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2.2. Exact absorbing boundary condition for the fully discrete nonlocal Schrödinger equation

For ψ0
j , j = 0, ..., J , compactly supported in [x0, xJ ], we need to introduce some artificial bound-

ary conditions to complete (6) written for j = 0, ..., J . To this end, we derive in Theorem 1 a
relation between the left exterior unknowns ψnj (red dots in Figure 1), j ≤ −1, and the interior left
values ψnj (blue dots) (0 ≤ j ≤ K − 1) in the computational domain, which will play the role of left
absorbing boundary condition. A similar relation is given for the right ABC as shown on Figure 1
for the nodes J + 1 ≤ j ≤ J +K.

ψn
−K

ψn
−(K−1) ψn

−2 ψ
n
−1

ψn
K+1ψn

Kψn
K−1ψn

K−2ψn
2ψn

0 ψn
J−K−1ψ

n
J−Kψ

n
J−K+1ψ

n
J−K+2 ψn

J−1 ψn
J

ψn
J+Kψn

J+K−1ψn
J+2ψn

J+1

Computational domain

Left boundary nodes

Left exterior domain

Right boundary nodes

Right exterior domain

Interior nodesInterior connected left nodes Interior connected right nodes

h

x+x−

Figure 1: Discretization of the domain and unknowns.

Before giving Theorem 1, we introduce the convolution of two sequences (gn)n and (fn)n as:
(f ? g)n :=

∑n
r=0 g

n−rfn. For two sequences of matrices (An)n and (Bn)n of size K ×K, and for
a K components vector sequence (vn)n, we define the K × K matrix (A ? B)n :=

∑n
r=0An−rBr,

and the vector (of size K) (A ? v)n :=
∑n

r=0An−rvr. For the tools related to the Z-transform, we

introduce: f̂(z) :=
∑∞

k=0 f
nz−n, Â(z) :=

∑∞
n=0Anz−n and v̂(z) :=

∑∞
n=0 v

nz−n. Finally, we set:

ρK(z, x) := i z−1τ − z+1
2 AK(x), with AK(x) := a0 + 2

∑K
k=1 ak cos(kx).

Under these notations, the following result holds.

Theorem 1. Let n ∈ N. The left and right absorbing boundary conditions associated with (6) can
be respectively written as

ψnj =
K∑
k=1

(C−j,k ? ψk−1)n, for −K ≤ j ≤− 1, (7)

ψnJ+j =
K∑
k=1

(Cj,k ? ψJ+1−k)
n, for 1 ≤ j ≤ K, (8)

where the sequence of K ×K matrices (Cn)n is given by: Ĉ(z) = B̂(z)Â−1(z), z ∈ C. In the above
relations, we have: Bnj,k = fnj+k−1 and Anj,k = fn|j−k|, for 1 ≤ j, k ≤ K, with

f̂j(z) =
ĝj(z)

ĝ0(z)
, ĝj(z) =

1

2π

∫ 2π

0
ρ−1K (z, x)e−ijxdx. (9)

Let us introduce δ0j as the Krönecker symbol such that δ00 = 1 and δ0j = 0 for j 6= 0. To prove
Theorem 1, we first state the following Lemma.

Lemma 1. The functions f̂j(z), for j ∈ Z, satisfy

i
z − 1

τ
f̂j(z) =

z + 1

2

[
a0f̂j(z) +

K∑
k=1

ak(f̂j+k(z) + f̂j−k(z))
]

+
δ0j
ĝ0(z)

. (10)
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Proof of Lemma 1. Let j ∈ Z. A simple calculation based on (9) leads to

a0f̂j +
K∑
k=1

ak(f̂j+k + f̂j−k) =
1

2πĝ0(z)

∫ 2π

0
ρ−1K (z, x)AK(x)e−ijxdx

=
2

(z + 1)ĝ0(z)

(
− 1

2π

∫ 2π

0
e−ijxdx+ i

z − 1

τ
ĝj

)
=

2

(z + 1)ĝ0(z)

ï
i
z − 1

τ
ĝj(z)− δ0j

ò
,

which provides (10). �
Let us now prove the following result.

Lemma 2. Let us assume that the kernel functions {fnj }n∈N satisfy (9), for j ∈ Z, j 6= 0. We

consider K given sequences {unk}n∈N, such that u0k = 0, for 0 ≤ k ≤ K − 1. If we define

ψnj =
K−1∑
k=0

(fj−k ? uk)
n, for j ≤ K − 1, (11)

then, for any integer j ≤ −1, we have

iDτψ
n
j = ELδ,hψ

n
j , (12)

with ψ0
j = 0.

Proof of Lemma 2. From (11), we obtain

ψ̂j(z) =
K−1∑
k=0

f̂j−k(z)ûk(z), for j ≤ K − 1. (13)

For j ≤ −1, we have j − k < 0, with 0 ≤ k ≤ K − 1, and δ0j = 0. Hence, from (10), the functions

ψ̂j(z) satisfy

i
z − 1

τ
ψ̂j(z) =

z + 1

2

[K−1∑
k=0

a0f̂j−k(z)ûk(z) +
K−1∑
k=0

K∑
p=1

ap(f̂j−k−p(z) + f̂j−k+p(z))ûk(z)
]

=
z + 1

2
a0ψ̂j(z) +

z + 1

2

K∑
p=1

ap(ψ̂j−p(z) + ψ̂j+p(z)),

which leads to (12) after Z-inversion. Finally, we have ψ0
j =

∑K−1
k=0 f

0
j−ku

0
k = 0 from (13). �

Lemma 2 implies that the functions ψnj , j ≤ −1, satisfy the governing fully discrete nonlocal
Schrödinger equation on the left exterior domain. Consequently, if we can compute {unk}n, for
0 ≤ k ≤ K − 1, we obtain the ABC at the left boundary given by (11) and leading to (7).

Let us now admit the following Lemma. Its proof is available at the end of this section since it
requires some preliminary analytical results.

Lemma 3. For K given sequences {ψnj }n, with ψ0
j = 0 and 0 ≤ j ≤ K−1, we can find K sequences

{unk}n, with 0 ≤ k ≤ K − 1, such that,

ψnj =

K−1∑
k=0

(fj−k ? uk)
n, 0 ≤ j ≤ K − 1. (14)
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Lemma 3 shows that, being given the interior values {ψnj }n, 0 ≤ j ≤ K − 1, we can compute
{unj }n through (14) and then obtain {ψnj }n, j ≤ K−1, satisfying (11) and the exterior left problem
(12), for j ≤ −1. Based on the two previous Lemmas, we prove Theorem 1.

Proof of Theorem 1. By using Lemma 3, we can find K sequences {unk}n, 0 ≤ k ≤ K − 1, such
that (14) holds for the boundary values {ψnj }n, 0 ≤ j ≤ K− 1. Now, for the same sequences {unk}n,
we can define {ψnj }n based on (11), for j ≤ −1. Therefore, {ψnj }n satisfy (12), −K ≤ j ≤ −1, by
Lemma 2. Combining (11) and (14) provides the left boundary condition. More precisely, we have

ψnj =

K∑
k=1

(f−j+k−1 ? uk−1)
n, −K ≤ j ≤ −1,

ψnk−1 =
K∑
`=1

(fk−` ? u`−1)
n, 1 ≤ k ≤ K,

(15)

since fn−j+k−1 = fn1−k+j . Now, by applying the Z-transform to (15) and eliminating û(z), we directly

obtain the equivalent expression ψnj =
∑K

k=1(C−j,k ? ψk−1)n, −K ≤ j ≤ −1, where A, B and C are

K ×K matrices such that Ĉ(z) = B̂(z)Â−1(z), (Bn)j,k = fnj+k−1 and (An)j,k = fnj−k, 1 ≤ j, k ≤ K.
Similar calculations on the right domain lead to (8). �

Let us note that, from the definition of A and B, and since the index of fnj+k−1 is such that
0 ≤ j + k − 1 ≤ 2K − 1, from fn−j = fnj and (Bn)j,k = fnj+k−1, we only need to compute fnj for

0 ≤ j ≤ 2K − 1 to determine Ĉ(z) = B̂(z)Â−1(z) in subsection 2.3. In addition, we remark that
considering ĝn(z) instead of f̂n(z) is sufficient to compute Ĉ. Indeed, since B̂j,k(z) = ĝj+k−1(z)/ĝ0(z)

and Âj,k(z) = ĝ|j−k|(z)/ĝ0(z), for 1 ≤ j, k ≤ K, from the relation Ĉ = B̂Â−1, we can modify the

two matrices to be B̂j,k(z) = ĝj+k−1(z) and Âj,k(z) = ĝ|j−k|(z), with ĝj(z) given by (9).

2.3. Computation of the functions {gnj }n, for 0 ≤ j ≤ 2K − 1

Let us define {gnj }n as the inverse discrete Z-transform of ĝj(z). Since gnj = gn−j , from (9), we
only need to compute gnj , for 0 ≤ j ≤ 2K − 1, to derive the absorbing boundary conditions (7) and
(8). From Lemma 1, the functions ĝj(z), for j ∈ Z, satisfy

i
z − 1

τ
ĝj(z) =

z + 1

2

[
a0ĝj(z) +

K∑
k=1

ak(ĝj+k(z) + ĝj−k(z))
]

+ δ0j , (16)

leading to iDτg
n
j = ELδ,hg

n
j + δ0j , with g0j = 0.

Let us now state the following Lemma.

Lemma 4. The sequences {gnj }n, for any integer j ∈ Z and n ≥ 2, are such that

gnj = gnj−2K +
1

KaK

K−1∑
k=1

kak(g
n
j−K−k − gnj−K+k) +

(2n− 3)

(n− 1)KaK

K∑
k=1

kak(g
n−1
j−K−k − gn−1j−K+k)

+
(n− 2)

(n− 1)KaK

K∑
k=1

kak(g
n−2
j−K−k − gn−2j−K+k)−

4i(j −K)

(n− 1)KaK

1

τ
gn−1j−K . (17)

Proof of Lemma 4. For any integer j ∈ Z, we define ĥj(z) = (z + 1)ĝj(z). Then, we have
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d

dz

K∑
k=1

kak(ĥj−k − ĥj+k) =
1

2π

d

dz

∫ 2π

0
2i(1 + z)ρ−1K (z, x)A′K(x)e−ijxdx = − 4ij

(z + 1)τ
ĝj ,

which leads to

K∑
k=1

kak(ĝj−k(z)− ĝj+k(z)) + (z + 1)

K∑
k=1

kak(
d

dz
ĝj−k(z)−

d

dz
ĝj+k(z)) = − 4ij

(z + 1)τ
ĝj(z). (18)

After multiplying (18) by (1 + z), we obtain

(z + 1)

K∑
k=1

kak

∞∑
n=0

(gnj−k − gnj+k)z−n + (z + 1)2
K∑
k=1

kak

∞∑
n=0

k(gnj+k − gnj−k)z−(n+1) = −4ij
1

τ

∞∑
n=0

gnj z
−n.

After some manipulations, we deduce

gn+1
j+K = gn+1

j−K +
1

KaK

K−1∑
k=1

kak(g
n+1
j−k − gn+1

j+k ) +
(2n− 1)

nKaK

K∑
k=1

kak(g
n
j−k − gnj+k)

+
(n− 1)

nKaK

K∑
k=1

kak(g
n−1
j−k − gn−1j+k )− 4ij

nKaK

1

τ
gnj .

Finally, we can rewrite the above expression for gnj as (17). �
We still need to compute g1j , j ∈ Z. To this end, we write

g1j =
1

2π

∫ 2π

0

eijx

i/τ − a0/2−
∑K

k=1 ak(e
ikx + e−ikx)/2

deix

ieix
=

1

2πi

∫
|z|=1

zK+j−1

q(z)
dz,

defining: q(z) = (i/τ − a0/2)zK −∑K
k=1 ak(z

K+k + zK−k)/2, which has 2K different roots rk,
1 ≤ k ≤ 2K. We suppose that K1 zeroes are such that: |rk| < 1, 1 ≤ k ≤ K1 ≤ K. Then, we have

g1j =
1

2πi

∫
|z|=1

zK+j−1

q(z)
dz =

K1∑
k=1

Res
(zK+j−1

q(z)

)
z=rk

=

K1∑
k=1

rK+j−1
k

q′(rk)
.

Relation (16) can be used to compute the 2K sequences {gnj }n, for 0 ≤ j ≤ 2K − 1. To this
end, the sequences {gnj }n, for 2K ≤ j ≤ 3K − 1 and −K ≤ j ≤ −1, need to be determined to close
(16). Furthermore, {gnj }n, for −K ≤ j ≤ −1, can be obtained by the property: gn−j = gnj , and the
sequences {gnj }n, for 2K ≤ j ≤ 3K − 1, can be computed based on (17). Therefore, we determine
the discrete system for {gnj }n, with 0 ≤ j ≤ 2K − 1, and obtain B = C ? A.

Finally, we prove Lemma 3.
Proof of Lemma 3. To solve (14) with ψ0

j = 0, 0 ≤ j ≤ K − 1, we can equivalently consider

ψ̂j =

K−1∑
k=0

f̂j−k(z)ûk(z), 0 ≤ j ≤ K − 1. (19)

Since f̂j−k(z) = ĝj−k/ĝ0, then one gets the new form of (19)

ĝ0ψ̂j =
K−1∑
k=0

ĝj−k(z)ûk, 0 ≤ j ≤ K − 1. (20)
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If we define the two vectors “ψK = (ĝ0ψ̂0, ĝ0ψ̂1, ...ĝ0ψ̂K−1)
T and ûK = (û0, û1, ...ûK−1)

T , then (20)

can be rewritten under the matrix form: “ψK = ÂûK , where Â is the K×K matrix with coefficients:
Âj,k(s) = ĝ|j−k|(z), 0 ≤ j, k ≤ K − 1, since ĝj−k = ĝk−j . In addition, we obtain

ĝj(z) =
1

2π

∫ 2π

0
ρ−1K (z, x)e−ijxdx =

1

2π

∞∑
`=0

1

(z)`+1

∫ 2π

0

(i/τ +AK(x)/2)`

(i/τ −AK(x)/2)`+1
e−ijxdx

=
1

z

∫ 2π

0

1

2π(i/τ −AK(x)/2)
e−ijxdx+O(

τ

z2
) =

γj
z

+O(
τ

z2
),

for large values of |z|. Moreover, we have γj = −iτδ0j + O(τ2). Therefore, we deduce that Â =

−iτz−1(I + O(τ) + O(z−1)), where I is the K ×K identity matrix. For z large enough and small

τ , we have: “ψK ≈ ÃûK , where Ã := −iτz−1I, and (20) has a unique sequence solution ûK , ending
hence the proof of Lemma 3. �

3. Properties of the kernel {Cn}n and stability analysis

3.1. Properties of the kernel {Cn}n
Let us now prove some useful properties of {Cn}n for the stability and error analysis. From now

on, z̄ is the complex conjugate of z ∈ C, and MT is the transpose of any complex-valued matrix M.

Proposition 1. For any sequence v = {vn}n of elements vn ∈ CK such that v0 = 0, the following
inequality holds, for N ≥ 1,

=
[N−1∑
n=0

(E(C ? v))n
T · S(Ev)n

]
≥ 0, (21)

with vn = [vn0 , v
n
1 , ...v

n
K−1]

T and S is the K ×K Hankel matrix based on {ak}k=1,...,K defined by (5)
(on the first row), with zeroes under the anti-diagonal.

Proof of Proposition 1. Let us first prove (21). By Lemma 3, for any vector sequence v = {vn}n
such that v0 = 0, we can find some sequences {unk}n, 1 ≤ k ≤ K, such that: vnj =

∑K−1
k=0 (fj−k?uk)

n,

0 ≤ j ≤ K − 1. Hence, one can directly define: vnj =
∑K−1

k=0 (fj−k ? uk)
n, for j ≤ −1. Since

a0 = −2
∑K

k=1 ak, then {vnj }n, j ≤ −1, satisfy the fully discrete nonlocal Schrödinger equation (12)

iDτv
n
j = a0Ev

n
j +

K∑
k=1

ak(Ev
n
j−k + Evnj+k) =

K∑
k=1

ak(Ev
n
j−k − Evnj ) +

K∑
k=1

ak(Ev
n
j+k − Evnj ).

Multiplying the above equality by Evnj , and summing from j = −J to j = −1 yields

−1∑
j=−J

i
vn+1
j − vnj

τ
Evnj =

−1∑
j=−J

K∑
k=1

ak(Ev
n
j+k − Evnj )(Evnj − Evnj+k) +

−1∑
j=−J

K∑
k=1

ak(Ev
n
j+k − Evnj )Evnj+k

+
−1∑

j=−J

K∑
k=1

ak(Ev
n
j−k − Evnk )(Evnj − Evnj−k) +

−1∑
j=−J

K∑
k=1

ak(Ev
n
j−k − Evnj )Evnj−k.(22)
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Computing (22)-(22) leads to

−1∑
j=−J

i
|vn+1
j |2 − |vnj |2

τ
= −

K∑
k=1

−1∑
j=−k

akEv
n
j Ev

n
j+k +

K∑
k=1

−1∑
j=−k

akEv
n
j Ev

n
j+k

−
K∑
k=1

−J−1∑
j=−J−k

akEv
n
j+kEv

n
j +

K∑
k=1

−J−1∑
j=−J−k

akEv
n
j+kEv

n
j . (23)

Taking J → +∞ in (23), and since vnj → 0 when |j| → +∞, we obtain

0∑
j=−∞

i
|vn+1
j |2 − |vnj |2

τ
= −

K∑
k=1

−1∑
j=−k

akEv
n
j Ev

n
j+k +

K∑
k=1

−1∑
j=−k

akEv
n
j Ev

n
j+k. (24)

Let us define un = [un0 , u
n
1 , · · · , unK−1]T , vn = [vn0 , v

n
1 , · · · , vnK−1]T and wn = [vn−1, v

n
−2, · · · , vn−K ]T .

By Lemma 3 we have vn = (A ? u)n and wn = (B ? u)n, implying that: wn = (C ? v)n. Summing
up (24) from n = 0 to N − 1, one finally gets (21) since

i
−1∑

j=−∞

|vNj |2
τ

= 2i=(
N−1∑
n=0

(E(C ? v))n
T · S(Ev)n). (25)

�

3.2. Stability analysis

For ψn := (ψnj )j=0,...,J , n ∈ N, we introduce the norm ||ψn||`2J := h1/2(
∑J

j=0 |ψnj |2)1/2. We now

prove the `2J -stability of the fully-discrete scheme with ABC.

Theorem 2. Let N ∈ N. The solution of the fully discrete scheme (6) with ABCs (7)-(8) satisfies
the stability inequality

||ψN ||`2J ≤ ||ψ
0||`2J . (26)

Proof of Theorem 2. Repeating the same procedure as in the proof of Proposition 1 by multiplying
(6) by Eψnj and summing up all the terms from j = 0 to j = J , we obtain

J∑
j=0

i
ψn+1
j − ψnj

τ
Eψnj =

J∑
j=0

K∑
k=1

ak(Eψ
n
j+k − Eψnj )(Eψnj − Eψnj+k) +

J∑
j=0

K∑
k=1

ak(Eψ
n
j+k − Eψnj )Eψnj+k

+

J∑
j=0

K∑
k=1

ak(Eψ
n
j−k − Eψnj )(Eψnj − Eψnj−k) +

J∑
j=0

K∑
k=1

ak(Eψ
n
j−k − Eψnj )Eψnj−k.(27)

Let us define (v+[ψ])n = [ψnJ , ψ
n
J−1, · · · , ψnJ−K+1]

T , (w+[ψ])n = [ψnJ+1, ψ
n
J+2, · · · , ψnJ+K ]T and

(v−[ψ])n = [ψn0 , ψ
n
1 , · · · , ψnK−1]T , (w−[ψ])n = [ψn−1, ψ

n
−2, · · · , ψn−K ]T . The boundary conditions read

(w+[ψ])n = (C ? v+[ψ])n, (w−[ψ])n = (C ? v−[ψ])n. Computing (27)-(27) yields (26)

J∑
j=0

i
|ψNj |2 − |ψ0

j |2
τ

= −2i=
(N−1∑
n=0

(E(C ? v−[ψ]))n
T · SEv−[ψ]n +

N−1∑
n=0

(E(C ? v+[ψ]))n
T · SEv+[ψ]n

)
.

�
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4. Truncated and boundary errors analysis

Let us introduce the following norms

||f ||L∞ = max
x∈R
|f(x)|, ||f ||L2 = (

∫
R
|f(x)|2dx)1/2,

||f ||L1
δ

=

∫ δ

−δ
|f(x)|dx, ||f ||L∞x,δ = max

y∈[x−δ;x+δ]
|f(y)|,

for δ > 0. We recall that γδ is assumed to be homogeneous in the exterior domain according to
assumption A3 (see (3)). In the computational domain, it may be a priori inhomogeneous. However,
to simplify the presentation of the proofs, we suppose from now on that γδ is also homogeneous
inside the computational domain, has a singularity behaviour γδ(a) ∼ |a|−α, α ≤ 1/2, and that
||γδ||L1

δ
< +∞. Nevertheless, if γδ is non homogeneous in the domain of computation, the proofs

can be adapted for similar singularity types but at the price of more complexity.

4.1. Error estimates: main result

For un := (unj )j∈Z, n = 0, · · · , N , and UN = (un)0≤n≤N−1, with N ≥ 1, we define the norms

||un||`∞ := max
j∈Z
|unj |, ||un||`2 := h1/2(

∑
j∈Z
|unj |2)1/2, ||un||`2K := h1/2(

K∑
k=1

|unk |2)1/2,

||UN ||`∞,N := max
0≤n≤N−1

||un||`∞ ||UN ||`2,N := τ1/2(
N−1∑
n=0

||un||2`2)1/2.

For ψ solution to (1), we set ψj(t) := ψ(xj , t), for j ∈ Z. The error enj for (6) is then

enj = i
2

τ
(ψj(tn+1)− ψj(tn))− Lδ,h(ψj(tn+1) + ψj(tn)),

where 0 ≤ n ≤ N − 1 and j ∈ Z. We set en := (enj )j∈Z, n = 0, · · · , N , and EN = (en)0≤n≤N−1. We

define the backward derivative operator ∇−enj := (enj −enj−1)/h, and ∇−EN := (∇−en)0≤n≤N−1, for

en := (enj )j∈Z. Let us introduce the time-dependentK components vectors V−ψ = ((ψj)j=0,··· ,K−1)
T ,

W−ψ = ((ψj)j=−1,··· ,−K)T , V+ψ = ((ψJ−j)j=0,...,K−1)
T and W+ψ = ((ψj)j=J+1,··· ,J+K)T . We also

need to define the boundary operators G± = C?V±−W± such that: C?V±(t) =
∑∞

m=0CmV±(t−
tm), setting V±(t) = 0 for t < 0.

The main result of this section concerns the following Theorem which shows that both the
truncated and boundary errors of the interior scheme are of order O(h2 + τ2).

Theorem 3. For N ≥ 1, we have the following error bounds

||EN ||`∞,N ≤ C(τ2 + h2), (28)

||EN ||`2,N ≤ C(τ2 + h2), (29)

||∇−EN ||`2,N ≤ C(τ2 + h2), (30)

||Gn
±||`2K ≤ C(τ2 + h2), 0 ≤ n ≤ N, (31)

where C > 0 are some constants that only depend on γδ, δ, T and the initial data ψ0.
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4.2. Estimates for the solution ψ of system (1)

We first derive some useful estimates for the solution ψ of the continuous problem (1).

Lemma 5. Let us assume that ∂`xψ
0 is in L2, for a positive integer ` ≥ 0. Then, we have:

||∂`xψ||L2 = ||∂`xψ0||L2. In addition, if ∂`+1
x ψ0 is in L∞, then the following bound holds

||∂`xψ||L∞ ≤ C(||∂`+1
x ψ0||L2 + ||∂`xψ0||L2),

where C > 0 is a constant.

Proof of Lemma 5. Let us consider the governing equation

i∂tψ(x, t) =

∫ +δ

−δ
γδ(y)(ψ(x, t)− ψ(x− y, t))dy. (32)

Summing up (32) multiplied by ψ and the conjugate of (32) multiplied by −ψ, and integrating the
equality from −L to L(> 0), we obtain

i∂t

∫ L

−L
|ψ|2dx =

∫ δ

−δ
γδ(y)

(
−
∫ L+y

L
+

∫ −L+y
−L

)
ψ(x, t)ψ(x− y, t)dxdy.

Since |ψ(x, t)| → 0 as |x| → ∞, taking L → +∞ in the above expression leads to ∂t||ψ||2L2 = 0,
providing ||ψ||2L2 = ||ψ0||2L2 . It is easy to see that ||∂`xψ||2L2 = ||∂`xψ0||2L2 also holds. In addition, we
have the following inequality which proves the result for ` = 0

||ψ||L∞ ≤
∫ ∞
−∞

(1 + |ξ|)−1(1 + |ξ|)|ψ̂(ξ)|dξ ≤ C(||ψ||L2 + ||∂xψ||L2).

Similarly, we obtain ||∂`xψ||2L2 = ||∂`xψ0||2L2 by considering ∂t∂
`
xψ instead of ∂tψ in (32). �

A consequence of Lemma 5 is given in the next result.

Lemma 6. Let k ≥ 1 and ` ∈ N. For ψ0 and ψ sufficiently smooth, and for ψ0 compactly supported
in ]x−;x+[, we have, for x ∈ R and t > 0,

|∂kt ∂`xψ(x, t)| ≤ C2k||γδ||kL1
δ
(||∂`+1

x ψ0||2L2 + ||∂`xψ0||2L2). (33)

Proof of Lemma 6. From (32), we have: |∂tψ(x, t)| ≤ ||γδ||L1
δ
||ψ||L∞ , and by iteration

|∂kt ψ(x, t)| ≤ 2||γδ||L1
δ
||∂k−1t ψ||L∞ ≤ 2k||γδ||kL1

δ
||ψ||L∞ ≤ C2k||γδ||kL1

δ
(||∂xψ0||2L2 + ||ψ0||2L2).

Similarly, we prove (33)

|∂kt ∂`xψ(x, t)| ≤ 2||γδ||L1
δ
||∂k−1t ∂`xψ||L∞ ≤ 2k||γδ||kL1

δ
||∂`xψ||L∞ ≤ C2k||γδ||kL1

δ
(||∂`+1

x ψ0||2L2 + ||∂`xψ0||2L2).

�

11



4.3. Boundary error estimates

Let us introduce εj such that

εj(t) = a0ψj(t) +

K∑
k=1

ak(ψj+k(t) + ψj−k(t))− Lδψj(t), (34)

for j ∈ Z, where ψ designates the solution to (1). We rewrite εj as,

εj =

K−1∑
k=1

ψj−k − 2ψj + ψj+k
kh

∫ (k+1)h

(k−1)h
φk(ς)ςγδ(ς)dς

+
ψj−K − 2ψj + ψj+K

Kh

∫ Kh

(K−1)h
φK(ς)ςγδ(ς)dς

−
∫ δ

0
(ψ(xj − ς, t)− 2ψ(xj , t) + ψ(xj + ς, t))γδ(ς)dς,

(35)

where we recall that φk is the hat function of width h centered at kh.
Then, the following technical Lemma holds (see Appendix A for the proof).

Lemma 7. Let us assume that ψ(x, t) ∈ C5([−∞,∞]× [0, T ]). Then, we have: εj(t) = h2Q(xj , t),
for j ∈ Z and t > 0, with

h
∑
j∈Z
|Q(xj , t)|2 ≤ C

∫
R

5∑
p=2

|∂pxψ(y, 0)|2dy, (36)

setting

Q(x, t) = h
K−1∑
k=1

∫ 1

−1
φ0(ςh)ς2dς

∫ 1

0
q̈k(kh+ ςyh, x, t)(1− y)dy

+

∫ 0

−1
φ0(ςh)ςdς

∫ 1

0
q̇K(Kh+ ςyh, x, t)dy

−h
∫ 1

0
ς2φ0(ςh)γδ(ςh)dς

∫ 1

0

∫ ξ1

0
(∂2xψ(x+ ςξ2h, t) + ∂2xψ(x− ςξ2h, t))dξ2dξ1.

(37)

In the above relation, we defined

qk(ς, x, t) = ςγδ(ς)

∫ 1

0

∫ khξ1

ςξ1

(∂2xψ(x+ ξ2, t) + ∂2xψ(x− ξ2, t))dξ2dξ1, (38)

and q̈(ς, x, t) designates the second-order derivative of qp(ς, x, t) with respect to ς.

Let us now prove Theorem 3.
Proof of Theorem 3. Let us start with (28) and (29). Using Taylor’s expansions of ψ(x, tn) and
ψ(x, tn+1) and after some computations, we deduce

en(x) := i
2

τ
(ψ(x, tn+1)− ψ(x, tn))− Lδ,h(ψ(x, tn+1) + ψ(x, tn))

= −2h2Q(x, tn+1/2)−
τ2h2

12
∂2tQ(x, tn+1/2)−

(
Lδ∂2t ψ(x, tn+1/2) + h2∂2tQ(x, tn+1/2)

)
τ2/6

+
i

12τ

∫ τ/2

0
(∂5t ψ(x, tn+1/2 + ς)− ∂5t ψ(x, tn+1/2 − ς))(τ/2− ς)4dς

−1

6

∫ τ/2

0
(Lδ,h∂

4
t ψ(x, tn+1/2 + ς) + Lδ,h∂

4
t ψ(x, tn+1/2 − ς)

)
(τ/2− ς)3dς.
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By using: Lδ,h∂
k
t ψ(xj , t) = Lδ∂kt ψ(xj , t) + h2∂kt Q(xj , t), and since

(∫ τ/2

0
(Lδ,h∂

4
t ψ(x, tn+1/2 + ς) + Lδ,h∂

4
t ψ(x, tn+1/2 − ς))(τ/2− ς)3dς

)2
≤ Cτ7

∫ τ/2

−τ/2

∣∣∣Lδ,h∂4t ψ(x, tn+1/2 + ς)
∣∣∣2dς,

one gets

|enj |2 = |en(xj)|2 ≤ Ch4|Q(xj , tn+1/2)|2 + τ4h4|∂2tQ(xj , xn+1/2)|2 + Cτ4|Lδ∂2t ψ(xj , tn+1/2)|2

+Cτ7
∫ τ/2

−τ/2

(
|Lδ∂4t ψ(xj , tn+1/2 + ς)|2 + h4|∂4tQ(xj , tn+1/2 + ς)|2 + |∂5t ψ(xj , tn+1/2 + ς)|2

)
dς.

From Lemmas 5-7 and the above equality, we deduce (28) since from (A.10) (see page 23) we have

|∂`tQ(x, t)| ≤ C
(
||∂2y∂`tψ(y, t)||L∞x,δ + ||∂3y∂`tψ(y, t)||L∞x,δ

)
, ` = 0, 2, 4,

with Lδ∂2t ψ(x, t) = i∂3t ψ(x, t) and Lδ∂4t ψ(x, t) = i∂5t ψ(x, t).
To prove (29), we remark for example that, for Nτ ≤ T , we have

τ

N−1∑
n=0

|Q(x, tn+1/2)|2 ≤ C
∫ T

0
|Q(x, t)|2dt.

All the other terms can be treated similarly. This yields

N−1∑
n=0

−1∑
j=−∞

|enj |2hτ ≤ C(h4 + τ4)

∫ T

0

∫
R

∑
0≤p,`≤5

|∂px∂`tψ(x, t)|2dxdt ≤ C(h4 + τ4),

which provides (29). We obtain (30) similarly.
Let us now prove (31). For the sequence {ψnj }n = {ψj(tn)}n based on the solution of (1), with

ψ0
j = 0, for 0 ≤ j ≤ K − 1, from Lemma 2 we can find K sequences {unk}n, with 0 ≤ k ≤ K − 1,

such that

ψnj =

K−1∑
k=0

(fj−k ? uk)
n, 0 ≤ j ≤ K − 1. (39)

Then, the values ψnj , for j ≤ −1, can be defined by

ψnj =
K∑
k=1

(fj−k ? uk)
n, j ≤ −1. (40)

In this case, the solution satisfies: i(ψn+1
j − ψnj )/τ = Lδ,hEψ

n
j , j ≤ −1, with |ψnj | → 0 as j → −∞.

Now, let us consider wnj = ψnj − ψ(xj , tn). For j ≤ −1, we have

iDτw
n
j = a0Ew

n
j +

K∑
k=1

ak(Ew
n
j−k + Ewnj+k)−

1

2
enj .
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Multiplying the above equality by Ewnj , and summing up all the term from j = −J to −1 we get

−1∑
j=−J

i
wn+1
j − wnj

τ
Ewnj

=
−1∑

j=−J

[ K∑
k=1

ak(Ew
n
j+k − Ewnj )Ewnj +

K∑
k=1

ak(Ew
n
j−k − Ewnj )Ewnj

]
− 1

2

−1∑
j=−J

enjEw
n
j . (41)

Repeating the same procedures, we compute (41)-(41). Taking J → ∞, since ψnj → 0 as |j| → ∞
we have

0∑
j=−∞

i
|wn+1
j |2 − |wnj |2

τ

= 2i=
(N−1∑
n=0

(E(w−[w]))n
T · S(E(v−[w]))n

)
− 1

2

−1∑
j=−∞

enjEw
n
j +

1

2

−1∑
j=−∞

enjEw
n
j . (42)

From the choice of {ψnj }n for 0 ≤ j ≤ K − 1, it is clear that: wnj = ψnj − ψ(xj , tn) = 0 for
0 ≤ j ≤ K − 1, and hence v−[w] = 0. Summing up (42) from n = 0 to N − 1, we obtain

−1∑
j=−∞

|wNj |2
τ
≤ C

−1∑
j=−∞

N−1∑
n=0

|enj |2 +
−1∑

j=−∞

N−1∑
n=0

|wnj |2.

Then, using (29) and Gronwall’s inequality [35] leads to

h
−1∑

j=−∞
|wNj |2 ≤ Cτh

−1∑
j=−∞

N−1∑
n=0

|enj |2 ≤ (h4 + τ4)C(ψ(x, 0), γ, δ, T ).

From (39) and (40), we have (w−[ψ])n = (C ? v−[ψ])n = (C ? V−[ψ])n. Therefore, we deduce:
[wn−1, w

n
−2, ...w

n
−K ]T = (w−[ψ])n −W−(t) = (C ?V−[ψ])n −W−(t) = G−(t). �

5. Error estimates of the scheme

Let us recall that wnj = ψnj −ψ(xj , tn), where ψ(xj , tn) is the solution of the nonlocal Schrödinger
equation (1) evaluated at (xj , tn), and ψnj solves the fully discrete version (6). In addition, let
us define the norm: ||wn||`∞J := max0≤j≤J |wnj |. We set the discrete forward derivatives as:
∇+ψ(xj , tn) = (ψ(xj+1, tn)− ψ(xj , tn))/h and ∇+ψ

n
j = (ψnj+1 − ψnj )/h.

Let us give the main result concerning the error estimate.

Theorem 4. For τ > 0 and Nτ ≤ T , we have the error bounds

‖wN‖`2J ≤ Cτ
2, (43)

‖∇+w
N‖`2J−1

≤ Cτ2, (44)

||wN ||`∞J ≤ Cτ
2, (45)

for some constants C > that only depend on γδ, δ, T and ψ0.
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It is straightforward to check that the error wnj satisfies for n ≥ 0

i
1

τ
(wn+1

j − wnj ) =
1

2
Lδ,h(wn+1

j + wnj )− 1

2
enj ,

(C ? v±[w])n − (w±[w])n = G±(tn),

with w0
n = 0, where enj (respectively G±(tn)) is the interior (respectively boundary truncation) error

according to the time and space discretizations defined in Theorem 3.
The proof of Theorem 4 is a consequence of Theorem 3 and the following Lemma.

Lemma 8. Let us assume that the singular behavior of γδ around 0 is γδ(a) ∼ |a|−α, α ≤ 1/2.
Then, the coefficients ak in Lδ,h given by (5)-(6) satisfy the following inequality: |ak| ≤ Ch1−α, for
k = 1, ...,K.

Proof of Lemma 8. Since ak = a−k, we only need to estimate ak for k ≥ 0. For k = 1, one gets

|ak| =
∣∣∣ ∫ 2h

0

φk(ς)ςγδ(ς)

kh
dς
∣∣∣ ≤ C∣∣∣ ∫ 2h

0

ς1−α

h
dς
∣∣∣ ≤ Ch1−α,

for a constant C > 0. In addition, for k ≥ 2, we obtain

|ak| =
∣∣∣ ∫ (k+1)h

(k−1)h

φk(ς)ςγδ(ς)

kh
dς
∣∣∣ ≤ C∣∣∣ ∫ (k+1)h

(k−1)h

ς1−α

kh
dς
∣∣∣ ≤ C

hα

∫ (k+1)h

(k−1)h

ς

kh
dς ≤ Ch1−α.

�
We can now prove Theorem 4.

Proof of Theorem 4. Let us start with (43). For a time step τ , we have

i
1

τ
(wn+1

j − wnj ) =
1

2
Lδ,h(wn+1

j + wnj )− 1

2
enj .

By a procedure similar to the one given in Proposition 1, we obtain

i

τ

J∑
j=0

(|wNj |2 − |w0
j |2) = −2i=

(N−1∑
n=0

(E(w−[w]))n
T · S(E(v−[w]))n (46)

+

N−1∑
n=0

(E(w+[w]))n
T · S(E(v+[w]))n

)
+

N−1∑
n=0

J∑
j=0

1

2

(
− enjEwnj + enjEe

n
j

)
,

which leads to

J∑
j=0

h(|wNj |2 − |w0
j |2)

≤ −2τh=
(N−1∑
n=0

(E(C ? v+[w]))n
T · S(E(v+[w]))n −

N−1∑
n=0

E(G+(tn))
T · S(E(v+[w]))n

)
−2τh=

(N−1∑
n=0

(E(C ? v−[w]))n
T · S(E(v−[e]))n −

N−1∑
n=0

E(G−(tn))
T · S · (E(v−[e]))n

)
+
τh

2

N−1∑
n=0

J∑
j=0

(
|enj ||wnj |+ |enj ||wn+1

j |
)
.

(47)
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In addition, from ak = O(h1−α), for 1 ≤ k ≤ K, and the expression of S, we derive

∣∣∣(S(E(v±[w]))n
)
k

∣∣∣ ≤ Ch1−α( K∑
q=1

|wnJ+1−q|+
K∑
q=1

|wn+1
J+1−q|

)
. (48)

Thus, for α ≤ 1/2, from (48) and (31), (47) can be written as

−2τh=
(N−1∑
n=0

(E(C ? v±[w]))n
T · S(E(v±[w]))n −

N−1∑
n=0

E(G±(tn))
T · S(E(v±[w]))n

)
≤ C(h2 + τ2)2 + Cτ

N∑
n=0

||wn||2`2J . (49)

Finally, (29), (46) and (49) lead to

||wN ||2`2J − ||w
0||2`2J ≤ C(τ2 + h2)2 + Cτ

N∑
n=0

||wn||2`2J ,

which proves (43): ‖wN‖`2J ≤ Ce
CNτ (τ2 + h2) ≤ CeCT (τ2 + h2).

Let us now focus on (44). For {ψnj }n solution to (6), with ψ0
j = 0 for 0 ≤ j ≤ K − 1, from

Lemma 3 we can find K sequences {unk}n, with 0 ≤ k ≤ K − 1, such that: ψnj =
∑K−1

k=0 (fj−k ? uk)
n,

0 ≤ n ≤ K − 1. Then, ψnj , for j ≤ −1, can be defined by: ψnj =
∑K

k=1(fj−k ? uk)
n. In this case, the

solution satisfies: iτ−1(ψn+1
j − ψnj ) = Lδ,hEψ

n
j , j ≤ 0, and |ψnj | → 0 as j → −∞. This leads to

i
∇+ψ

n+1
j −∇+ψ

n
j

τ
= Lδ,hE∇+ψ

n
j , j ≤ −1.

Introducing ϕnj = ∇+ψ
n
j , for 0 ≤ j ≤ K − 1, from Lemma 2 we can find K sequences {vnk}n, with

1 ≤ k ≤ K, such that: ϕnj =
∑K−1

k=0 (fj−k ? vk)
n, 0 ≤ j ≤ K − 1. The terms ϕnj , for j ≤ −1, can be

defined by: ϕnj =
∑K

k=1(fj−k ? vk)
n, j ≤ −1. In this case, we have

i
ϕn+1
j − ϕnj

τ
= Lδ,hEϕ

n
j , j ≤ −1,

and |ϕnj | → 0 as j → −∞. By defining ωnj = ∇+ψ
n
j − ϕnj , we obtain

i
ωn+1
j − ωnj

τ
= Lδ,hEω

n
j , j ≤ −1,

and (v−[ω])n = [∇+ψ
n
k − ϕnk ]Tk=0,...,K−1 = 0. Repeating the procedure as for (25), we deduce

−1∑
j=−∞

|ωNj |2
τ

= 2=
(N−1∑
n=0

(E(w−[ω]))n
T · S(Ev−[ω])n

)
= 0.

Then, we have ∇+ψ
n
j − ϕnj = ωnj = 0 for j ≤ −1. By defining (v−[∇+ψ])n = [∇+ψ

n
k ]Tk=0,...,K−1

and (w−[∇+ψ])n = [∇+ψ
n
−k]

T
k=1,...K , we obtain: (w−[ω])n = (w−[∇+ψ])n − (v−[ϕ])n = 0. From

(w−[ϕ])n = (C ? v−[ϕ])n, one gets

(w−[∇+ψ])n = (w−[ϕ])n = (C ? v−[ϕ])n = (C ? v−[∇+ψ])n. (50)
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Similarly, we derive: (w+[∇−ψ])n = (C ? v+[∇−ψ])n, with (v+[∇−ψ])n = [∇−ψnL−k]Tk=0,...,K−1 and

(w+[∇−ψ])n = [∇−ψnL+k+1]
T
k=0,...,K−1. From (34) and Lemma 7, we have

∇+εj(t) = a0∇+ψj(t) +

K∑
k=1

ak(∇+ψj+k(t) +∇+ψj−k(t))− Lδ∇+ψj(t) = h2∇+Q(xj , t),

for ∇+uj(t) = (uj+1(t)− uj(t))/h. From Lemma 7, we deduce

h
∑
j∈Z
|∇+Q(xj , t)|2 ≤ C

∫
R

6∑
p=3

|∂pyψ(y, 0)|2dy.

Therefore, we obtain

N−1∑
n=0

−1∑
j=−∞

|∇+e
n
j |2hτ ≤ C(h4 + τ4)

∫ T

0

∫
R

∑
0≤p≤6,0≤k≤5

|∂px∂kt ψ(x, t)|2dxdt ≤ C(h4 + τ4).

For the sequence {ψj(tn)}n solution of (1), with ψ0
j = 0, for 0 ≤ j ≤ K − 1, from Lemma 2 we can

find K sequences {unk}n, with 0 ≤ k ≤ K − 1, such that

χnj = ∇+ψj(tn) =
K−1∑
k=0

(fj−k ? uk)
n, 0 ≤ j ≤ K − 1. (51)

Then, the values χnj , for j ≤ −1, can be defined by

χnj =
K∑
k=1

(fj−k ? uk)
n, j ≤ −1. (52)

In this case, the solution satisfies

i
χn+1
j − χnj

τ
= Lδ,hEχ

n
j , j ≤ −1,

with |χnj | → 0 as j → −∞. Now, let us consider dnj = χnj −∇+ψ(xj , tn). For j ≤ −1, we have

iDτd
n
j = a0Ed

n
j +

K∑
k=1

ak(Ed
n
j−k + Ednj+k)−

1

2
∇+e

n
j .

Multiplying the above equality by Ednj , and summing from j = −J to −1 we get

−1∑
j=−J

i
dn+1
j − dnj

τ
Ednj =

−1∑
j=−J

[ K∑
k=1

ak(Ed
n
j+k − Ednj )Ednj +

K∑
k=1

ak(Ed
n
j−k − Ednj )Ednj

]

−1

2

−1∑
j=−J

∇+e
n
jEd

n
j . (53)

Computing (53)-(53), taking J →∞ in (53), since ϕnj → 0 when |j| → ∞ we have

0∑
j=−∞

i
|dn+1
j |2 − |dnj |2

τ
= 2i=

(N−1∑
n=0

(E(w−[d]))n
T · S(E(v−[d]))n

)

−1

2

−1∑
j=−∞

∇+e
n
jEd

n
j +

1

2

−1∑
j=−∞

∇+enjEd
n
j . (54)
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From the choice of {χnj }n for 0 ≤ j ≤ K−1, we have: dnj = χnj −∇+ψ(xj , tn) = 0 for 0 ≤ j ≤ K−1,
and then v−[d] = 0. Next summing up (54) from n = 0 to N − 1 provides

−1∑
j=−∞

|dNj |2
τ

=
N−1∑
n=0

0∑
j=−∞

|dn+1
j |2 − |dnj |2

τ
=

1

2i

(
−
N−1∑
n=0

−1∑
j=−∞

∇+e
n
jEd

n
j +

N−1∑
n=0

−1∑
j=−∞

∇+enjEd
n
j

)

≤ C
−1∑

j=−∞

N−1∑
n=0

|∇+e
n
j |2 +

−1∑
j=−∞

N−1∑
n=0

|dnj |2.

Then, combining (51) and a Gronwall inequality [35] yields

h
−1∑

j=−∞
|dNj |2 ≤ Cτh

−1∑
j=−∞

N−1∑
n=0

|∇+e
n
j |2 ≤ (h4 + τ4)C(ψ0, γδ, δ, T ).

From (51) and (52), we have (w−[χ])n = (C ? v−[χ])n = (C ?V−[∇+ψj(tn)])n. We deduce

[dn−1, d
n
−2, ...d

n
−K ]T = [χn−1 −∇+ψ−1(tn), χn−2 −∇+ψ−2(tn), ...χn−K −∇+ψ−K(tn)]T

= (w−[χ])n −∇+W−(tn) = (C ?V−[∇+ψj(tn)])n −∇+W−(tn) = ∇+G−(tn),

and similarly to the previous calculations, by (51),

||∇+e
n||`2J−1

≤ C(τ2 + h2), ||∇∓Gn
±||`2K ≤ C(τ2 + h2), 0 ≤ n ≤ N.

From wnj = ψnj − ψ(xj , tn), we have

i
1

τ
(∇+w

n+1
j −∇+w

n
j ) = Lδ,h(∇+w

n+1
j +∇+w

n
j )− 1

2
∇+e

n
j .

By (w∓[∇±ψ])n = (C?v∓[∇±ψ])n in (50), we have (w−[∇+w])n = (w−[∇+ψ])n−(w−[∇+ψ(tn)]) =
(C?v−[∇+ψ])n−(w−[∇+ψ(tn)]) which leads to: (w−[∇+w])n−(C?v−[∇+w])n = (C?v−[∇+ψ(tn)])−
(w−[∇+ψ(tn)]) = ∇+G−(tn). Thus repeating a procedure similar as in Proposition 1, we obtain

i

τ

J−1∑
j=0

(|∇+w
N
j |2 − |∇+w

0
j |2) = −2i=

(N−1∑
n=0

(E(w−[∇+w]))n
T · S(E(v−[∇+w]))n

+

N−1∑
n=0

(E(w+[∇−w]))n
T · S(E(v+[∇−w]))n

)
+

N−1∑
n=0

J−1∑
j=0

1

2

(
−∇+enjE∇+w

n
j +∇+e

n
jE∇+wnj

)
,

which leads to

J−1∑
j=0

h(|∇+w
N
j |2 − |∇+w

0
j |2)

= −2τh=
(N−1∑
n=0

(E(C ? v+[∇−w]))n
T · S(E(v+[∇−w]))n −

N−1∑
n=0

E(G+(tn))
T · S(E(v+[∇−w]))n

)
−2τh=

(N−1∑
n=0

(E(C ? v−[∇+w]))n
T · S(E(v−[∇+w]))n −

N−1∑
n=0

E(G−(tn))
T · S · (E(v−[∇+w]))n

)
+
τh

2

N−1∑
n=0

J−1∑
j=0

(
|∇+e

n
j ||∇+w

n
j |+ |∇+e

n
j ||∇+w

n+1
j |

)
.
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We have

||∇+w
N ||2`2J−1

− ||∇+w
0||2`2J−1

≤ C(τ2 + h2)2 + Cτ

N∑
n=0

||∇+w
n||2`2J−1

+
τh

2

N−1∑
n=0

J−1∑
j=0

(
|∇+e

n
j ||∇+w

n
j |+ |∇+e

n
j ||∇+w

n+1
j |

)

≤ C(τ2 + h2)2 + Cτ
N∑
n=0

||∇+w
n||2`2J−1

,

which implies: ||∇+w
N ||`2J−1

≤ CeCT (τ2 + h2), and proves (44). Finally, by the discrete Sobolev

imbedding theorem, we obtain (45). �

6. Numerical examples

6.1. Example 1

Let us start by considering the nonlocal Schrödinger equation (1) with the constant kernel
function γδ(a, b) = 2δ−3, for a ∈ [−δ, δ]. The computational domain is [x−, x+] := [−3, 3], and the
final time is set to T = 2, for the initial gaussian data ψ(x, 0) = 5e2ix−25x

2/4.
Let us fix the spatial discretization step to h = 5×10−2 and analyze the `∞J -norm error defined by:

eh,τ∞,T := ||ψNj −ψN,ref ||`∞J thanks to τ , with Nτ = T . Here, we introduced ||uj ||`∞J := max0≤j≤J |uj |.
The reference solution ψn,ref is computed for the discretization parameters h = 5 × 10−2 and
τ = 1 × 10−4. For different values of δ, we report the error eh,τ∞,T at time T = 2 in Table 1. This
example shows that the scheme is second-order in time as expected. Let us now fix the time step
to τ = 1× 10−3. The reference solution ψn,ref is obtained for h = 2.5× 10−3 and τ = 1× 10−3. We
give in Table 2 the error eh,τ∞,T at T = 2 with respect to the mesh refinement h where we observe
that the convergence rate is equal to 2.

eh,τ∞,T τ = 1× 10−2 τ = 5× 10−3 τ = 4× 10−3 τ = 2.5× 10−3 rate

δ = 0.4 4.00× 10−2 1.01× 10−2 6.44× 10−3 2.52× 10−3 2.00

δ = 0.5 3.16× 10−2 5.06× 10−3 7.79× 10−3 1.98× 10−3 1.99

δ = 0.8 5.71× 10−3 1.43× 10−3 9.13× 10−4 3.56× 10−4 2.00

δ = 1 2.20× 10−3 5.50× 10−4 3.52× 10−4 1.37× 10−4 1.99

Table 1: Example 1: `∞J -norm error eh,τ∞,T (h = 5× 10−2) and convergence rate vs. τ for various values δ.

eh,τ∞,T h = 5× 10−2 h = 2.5× 10−2 h = 2× 10−2 h = 1.25× 10−2 rate

δ = 0.4 3.76× 10−2 9.30× 10−3 5.92× 10−3 2.25× 10−3 2.02

δ = 0.5 4.74× 10−2 1.17× 10−2 7.46× 10−3 2.84× 10−3 2.02

δ = 0.8 2.41× 10−2 5.98× 10−3 3.80× 10−3 1.45× 10−3 2.02

δ = 1 1.39× 10−2 3.45× 10−3 2.19× 10−3 8.36× 10−4 2.03

Table 2: Example 1: `∞J -norm error eh,τ∞,T (τ = 1× 10−3) and convergence rate vs. h for various values δ.

Figure 2 (left) gives the evolution of the numerical solution with discrete ABC in the bounded
domain by setting τ = 1×10−3 and h = 1.25×10−2, for δ = 0.4. For completeness, we also provide
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Figure 2: Example 1 for δ = 0.4: left: numerical solution; right: error between the reference and numerical solutions
(in log10 scale).

on Figure 2 (right) the pointwise error |ψnj − ψn,refj | (in log10 scale) between the computed solution

ψn (in [−3; 3] × [0; 2]) and a reference solution ψn,ref computed on a very large spatial domain
for h = 2.5 × 10−3 and τ = 1 × 10−3 and then restricted to the smaller computational domain
[−3; 3]× [0; 2]. We observe that the reflection at the boundary related to the ABC is small and has
an amplitude similar to the numerical error of the interior scheme.

6.2. Example 2

We consider now the singular kernel γ(a, b) = 21
8δ21/8a3/8

, with a ∈ [−δ, δ] and the singular kernel
exponent α = 3/8. We still have [x−, x+] = [−3, 3] and T = 2, with the same initial data as in

Example 1. We choose a fixed spatial discretization step h = 5× 10−2 and analyze the error eh,τ∞,T
at T = 2 vs τ in Table 3 for various values of δ. The reference solution ψn,ref is evaluated for the
parameters h = 5 × 10−2 and τ = 1 × 10−4. We again observe that the scheme is second-order
accurate in time. Let us now fix the time step to τ = 1 × 10−3. The reference solution ψn,ref is
obtained for h = 2.5× 10−3 and τ = 1× 10−3. We report in Table 4 the error eh,τ∞,T at T = 2 with
respect to the mesh refinement h. For the various values of δ, we observe that the convergence rate
is equal to 2 according to h in Table 4. For the same parameters values, we finally plot in Figure
3 (left) the evolution of the solution and the error (right) between the numerical and the reference
solutions which again attest of the accuracy of both the scheme and discrete ABC.

eh,τ∞,T τ = 1× 10−2 τ = 5× 10−3 τ = 4× 10−3 τ = 2.5× 10−3 rate

δ = 0.4 6.88× 10−2 1.96× 10−2 1.26× 10−2 4.94× 10−3 1.90

δ = 0.5 8.14× 10−2 2.06× 10−2 1.32× 10−2 5.15× 10−3 1.99

δ = 0.8 2.06× 10−2 5.17× 10−3 3.30× 10−3 1.29× 10−3 2.00

δ = 1 8.58× 10−3 2.15× 10−3 1.37× 10−3 5.36× 10−4 2.00

Table 3: Example 2: `∞J -norm error eh,τ∞,T (h = 5× 10−2) and convergence rate vs. τ for various values δ.

20



eh,τ∞,T h = 5× 10−2 h = 2.5× 10−2 h = 2× 10−2 h = 1.25× 10−2 rate

δ = 0.4 3.07× 10−2 7.70× 10−3 4.90× 10−3 1.87× 10−3 2.02

δ = 0.5 5.06× 10−2 1.25× 10−2 7.97× 10−3 3.04× 10−3 2.03

δ = 0.8 3.07× 10−2 7.60× 10−3 4.84× 10−3 1.84× 10−3 2.03

δ = 1 2.19× 10−2 5.42× 10−3 3.45× 10−3 1.31× 10−3 2.03

Table 4: Example 2: `∞J -norm error eh,τ∞,T (τ = 1× 10−3) and convergence rate vs. h for various values δ.

Figure 3: Example 2 (δ = 0.4): left: numerical solution; right: error between the reference and numerical solutions
(in log10 scale).

7. Conclusion

We provided the construction of fully discrete ABCs for the one-dimensional nonlocal Schrödinger
equation discretized by the Crank-Nicolson scheme in time and an asymptotically compatible scheme
in space. An algorithm is given for evaluating these ABCs. In addition, the stability and error anal-
ysis of the scheme are developed for a singular kernel. Numerical examples confirm the accuracy of
the ABCs. Further works include the extension to the singular cases for α ≥ 1/2, higher dimensional
problems as well as considering nonlinearities into the equation.
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Appendix A. Proof of Lemma 7

From the identity u(x− ς)− 2u(x) + u(x+ ς) = ς2
∫ 1
0

∫ ξ1
0 (u′′(x+ ςξ2) + u′′(x− ςξ2))dξ2dξ1, the

third term on the right hand side of (35) can be written as∫ δ

0
(ψ(xj − ς, t)− 2ψ(xj , t) + ψ(xj + ς, t))γδ(ς)dς

= h3
∫ 1

0
ς2φ0(ςh)γδ(ςh)dς

∫ 1

0

∫ ξ1

0
(∂2xψ(xj + ςξ2h, t) + ∂2xψ(xj − ςξ2h, t))dξ2dξ1

+

K∑
k=1

∫ δ

0
φk(ς)

[
ς2γδ(ς)dς

∫ 1

0

∫ ξ1

0
(∂2xψ(xj + ςξ2, t) + ∂2xψ(xj − ςξ2, t))dξ2dξ1

]
. (A.1)

In the same way, the two first terms on the right hand side can be recast as

K−1∑
k=1

ψj−k − 2ψj + ψj+k
kh

∫ xk+1

xk−1

φk(ς)ςγδ(ς)dς +
ψj−K − 2ψj + ψj+K

Kh

∫ xK

xK−1

φK(ς)ςγδ(ς)dς

=

K∑
k=1

∫ δ

0
φk(ς)

[
khςγδ(ς)dς

∫ 1

0

∫ ξ1

0
(∂2xψ(xj + ξ2kh, t) + ∂2xψ(xj − ξ2kh, t))dξ2dξ1

]
. (A.2)

Thus, from (A.1) and (A.2), (35) can be rewritten as

εj(t) =

K∑
k=1

∫ δ

0
φk(ς)qk(ς, xj , t)dς (A.3)

−h3
∫ 1

0
ς2φ0(ςh)γδ(ςh)dτ

∫ 1

0

∫ ξ1

0
(∂2xψ(xj + ςξ2h, t) + ∂2xψ(xj − ςξ2h, t))dξ2dξ1,

where qk(ς, x, t) is defined by (38). It is easy to see that

qk(ς, x, t) = qk(kh, x, t) + q̇k(kh, x, t)(ς − kh) +

∫ ς

kh
q̈k(y, x, t)(ς − y)dy,

qk(ς, x, t) = qk(kh, x, t) +

∫ ς

kh
q̇k(y, x, t)dy,

(A.4)

where we use the dots to represent the derivative of qk(ς, x, t) with respect to the first variable ς.
By using (A.4) and qk(kh, x, t) = 0, we deduce after some calculations

K∑
k=1

∫ δ

0
φk(ς)qk(ς, xj , t)dς =

K−1∑
k=1

h3
∫ 1

−1
φ0(ςh)ς2dς

∫ 1

0
q̈k(kh+ ςyh, xj , t)(1− y)dy

+h2
∫ 0

−1
φ0(ςh)ςdς

∫ 1

0
q̇K(Kh+ ςyh, xj , t)dy. (A.5)

Therefore from (A.3) and (A.5), we obtain: εj(t) = h2Q(xj , t), with Q(x, t) defined by (37).
Now, the last term of (37) satisfies

|h
∫ 1

0
ς2φ0(ςh)γδ(ςh)dς

∫ 1

0

∫ ξ1

0
(∂2xψ(x+ ςξ2h, t) + ∂2xψ(x− ςξ2h, t))dξ2dξ1|

≤ C

hα

∫ h

−h
|∂2xψ(x+ y, t)|dy.
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Consequently, we deduce

|Q(x, t)|2 ≤ C
K−1∑
k=1

∫ 1

0
dς

∫ ςh

−ςh
(ςh− |y|)2|q̈k(kh+ y, x, t)|2dy/h2

+C

∫ 1

0
dς

∫ 0

−ςh
|q̇K(Kh+ y, x, t)|2dy/h+ C

∫ h

−h
|∂2xψ(x+ y, t)|2dy/h2α−1. (A.6)

From (38), the terms q̇k(ς, x, t) and q̈k(ς, x, t) satisfy

q̈k(ς, x, t) =
d2

dς2
(ςγδ(ς))

∫ 1

0

∫ khξ1

ςξ1

(∂2xψ(x+ ξ2, t) + ∂2xψ(x− ξ2, t))dξ2dξ1 (A.7)

−2
d

dς
(ςγδ(ς))

∫ 1

0
(ξ1∂

2
xψ(x+ ξ1ς, t) + ξ1∂

2
xψ(x− ξ1ς, t))dξ1

−ςγδ(ς)
∫ 1

0
(ξ21∂

3
xψ(x+ ξ1ς, t)− ξ21∂3xψ(x− ξ1ς, t))dξ1

and

q̇K(ς, x, t) =
d

dς
(ςγδ(ς))

∫ 1

0

∫ Khξ1

ςξ1

(∂2xψ(x+ ξ2, t) + ∂2xψ(x− ξ2, t))dξ2dξ1

−(ςγδ(ς))

∫ 1

0
(ξ1∂

2
xψ(x+ ξ1ς, t) + ξ1∂

2
xψ(x− ξ1ς, t))dξ1.

Now, γδ takes its values on [−δ, δ] and has a singularity at 0 of the form |ς|−α. Thus, we can find
a constant C > 0 such that: | dmdςmγδ(ς)| ≤ C|ς−(α+m)|, for ς ∈ [−δ, δ] and m = 0, 1, 2. In addition,
in (A.5), q̈k(ς, x, t) only takes its values ς on [(k − 1)h, (k + 1)h]. Recalling that kh ≤ Kh = δ, for
example the function ∂2xψ(x + ξ2, t) in (A.7) has values for ξ2 ∈ [−δ, δ]. Thus, for (k − 1)h ≤ ς ≤
(k + 1)h, from the above expression and (38), we have

|q̈k(ς, x, t)|2 ≤ C(h2ς−2(1+α) + ς−2α + ς2−2α)||(|∂2xψ(y, t)|+ |∂3xψ(y, t)|)2||L∞x,δ ,
|q̇K(ς, x, t)|2 ≤ C(h2ς−2α + ς2−2α)‖|∂2xψ(y, t)|2||L∞x,δ .

The above inequality gives after some computations∫ 1

0
dς

∫ ςh

−ςh
(ςh− y)2|q̈k(kh+ y, x, t)|2dy/h2 (A.8)

≤ C‖(|∂2xψ(y, t)|+ |∂3xψ(y, t)|)2||L∞x,δ
∫ (k+1)h

(k−1)h

1

|y|2αdy + Ch‖(|∂2xψ(y, t)|+ |∂3xψ(y, t)|)2||L∞x,δ ,

and ∫ 1

0
dς

∫ 0

−ςh
|q̇k(Kh+ y, x, t)|2dy/h ≤ C‖|∂2xψ(y, t)|2||L∞x,δ . (A.9)

Taking (A.8), (A.9) into (A.6), for α < 1/2 we have

|Q(x, t)|2 ≤ C‖(|∂2xψ(y, t)|+ |∂3xψ(y, t)|)2||L∞x,δ . (A.10)
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On the other hand, there exists xδ ∈ [x− δ, x+ δ] such that

‖|∂2xψ(y, t)|2||L∞x,δ = |∂2xψ(xδ, t)|2 ≤ C|∂2xψ(x, t)|2 + C

∫ δ

−δ
|∂3xψ(x+ y, t)|2dy. (A.11)

Combining (A.10) and (A.11), we have

h
∞∑

j=−∞
|Q(xj , t)|2 ≤ C

∫
R

4∑
p=2

|∂pxψ(y, 0)|2dy

from Lemma 5. Thus, this ends the proof of (36). �
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