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Abstract

We present a novel robust, accurate and efficient hybrid strategy by coupling WENO5 and HOUC5 schemes
for the spatial discretization of the advection equation in a level set framework. This one is based on two
main observations. First, from its definition, the level set function is globally a smooth function in the whole
domain except where kink points are detected. And secondly, for smooth regions, the 5th order Weighted
Essentially Non-Oscillatory (WENO5) scheme reduces to compute a 5th order High-Order Upstream Central
(HOUC5) scheme, which has a lower computational cost. The introduced hybrid scheme HWH5, for hybrid
WENO5 scheme HOUC5 scheme, coupled the robustness of a WENO5 scheme for all regions where the
spatial discretization of the advection equation is subject to large error, i.e. where a kink is detected, with
the efficiency of a HOUC5 scheme for smooth regions. The efficiency and robustness of this approach are
demonstrated on a variety of benchmarks, where the hybrid approach presents equivalent results to the
WENO5 scheme for a computational cost lowered with a factor up to 2.

Alongside, we also present that the sole use of the efficient HOUC5 scheme for the spatial discretization
of the advection equation presents anti-diffusive behaviours on the volume conservation and may lead to
the introduction of noticeable perturbations of the interface which can be dreadful overtime on the overall
dynamic. Conversely, WENO5 presents diffusive results in irregular regions. Hence, the adequate coupling
of these two schemes in HWH5 allows obtaining a method as robust as WENO5 for a valuable lowered
computational cost.
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Highlights

• Hybrid spatial scheme for solving the advection equation in a level set framework.

• Straightforward implementation of the hybrid approach.

• Numerical cost reduced, up to 50%, compared to WENO5 for the same robustness and accuracy.

• Comparative study of diffusive and anti-diffusive matters of numerical schemes.

1. Introduction

The accurate representation of an evolving geometrical surface is essential in many applications. In
multiphase flows, it requires adequate numerical methods for localizing precisely each phase and their
interactions at the interface such as buoyancy and surface tension. The dynamics of such interfaces can be
relatively complex as they are subjected to high velocity gradients, shear as well as topology changes.

For this purpose, the Level Set method [1] (LSM) is a popular approach to represent evolving interfaces.
It captures the interface as the iso-surface of a scalar function which is usually defined as a signed distance
function. Using this implicit definition, topology changes are naturally handled and the interface properties,
such as the normal and curvature, can be easily and accurately calculated. However, this method suffers
from difficulties, particularly regarding mass conservation. This problem arises from two main reasons: first,
from the transport of the level set where the discretization of the advection equation inevitably introduces
numerical errors and, secondly, during the frequent reinitialization procedure [2–4] used to reshape the level
set as a signed distance function, wherein the interface position can be altered, also because of numerical
errors. The problems of mass conservation for LSM have been one of the principal subjects of research over
the past years. Many strategies have been explored for the improvement of advection and reinitialization,
as well the level set representation itself or the use of coupled methods. We steer the reader to the work
of [5, 6] for a detailed review of the literature.

As mentioned above and made evident in many works [6, 7], the use of high-order schemes is essential
for accuracy and robustness since it will not only impact the mass conservation, but also the fidelity of the
transported interface and the accurate computation of associated geometric properties such as curvature. One
of the most popular choices for the spatial discretization of the advection equation is the 5th order Weighted
Essentially Non-Oscillatory (WENO) scheme [8], initially for treating shocks in compressible flows. It is based
on a combination of 3rd order interpolation schemes through non-linear weights; it optimally converges to
5th order accuracy in smooth regions and decreases to 3rd order close to a discontinuity, with much reduced
oscillations. It is particularly suited for LSM where the scalar function can attain high gradients or where its
derivative is discontinuous, i.e. near kinks [4].

An alternative and more efficient approach is the High-Order Upstream Central (HOUC) scheme introduced
in [7]. In contrast to the WENO scheme, it is based on Lagrangian polynomials and thus linear weights.
However, it has low accuracy in non-smooth regions and can lead to important numerical oscillations near
discontinuities. The justification of using HOUC for LSM relies on the fact that, from its definition, the level
set field is and should remain globally a smooth function almost everywhere, and particularly close to the
interface. Consequently, using non-linear non-oscillatory schemes should not be necessary unless the function
deviates from a smooth function.

When incompressible flows are considered, another approach has recently been proposed [6, 9–12] based
on the rewriting of the advection equation in a conservative form with an adapted WENO scheme.

This paper focuses on the discretization of the level set advection with the three different strategies
described above. For simplicity and clarity, WENO5 and HOUC5 will be referred to as, respectively, the use
of the 5th order WENO and HOUC scheme when the non-conservative form of the advection equation is
considered. While WENO5cons will denote the use of the modified 5th order WENO scheme applied to the
conservative form of the advection equation.

We will first demonstrate on a simple case that, when coupled with a reinitialization procedure, HOUC5
and the conservative WENO5 can present anti-diffusive behaviour on the volume conservation thus leading
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to undesired perturbation of the interface. On the contrary, the non-conservative WENO5 presents diffusive
behaviours which we believe to be more stable for complex two-phase flow simulations. These observations
will be corroborated in the various benchmarks of the result section.

Finally, a novel robust and efficient hybrid scheme (HWH5) is introduced. The main objective is to
retain the same accuracy and dissipative behaviour of the WENO5 scheme close to non-smooth regions
while globally reducing the computational cost thanks to the use of the HOUC5 scheme everywhere else.
The strategy relies on the efficient detection of kinks, enhancing the initial algorithm presented in [4]. The
efficiency and robustness of this approach are demonstrated on a variety of benchmarks, where the hybrid
approach leads to equivalent results as the WENO5 scheme for a computational cost lowered up to 50%.

2. The Level Set Method coupled with Navier-Stokes equations

2.1. Level set definition

Let consider a spatial domain Ω, composed by two subdomains Ω− and Ω+ separated by an interface Γ.
For immiscible two-phase flow problems, Ω− and Ω+ locate each phase and Γ the interface between them. In
a level set framework, Γ is represented implicitly by a scalar function φ : Ω→ R which is defined as a signed
distance function:

φ (x) =
{
−dist(x,Γ) if x ∈ Ω−
+dist(x,Γ) if x ∈ Ω+ (1)

where dist(x,Γ) is the Euclidean distance of x to the interface. Consequently, the interface is defined by the
zero level set of φ:

Γ = {x ∈ Ω | φ(x) = 0} .

Furthermore, in that particular case, φ is solution of the eikonal equation :

‖∇φ‖ = 1. (2)

2.2. Navier-Stokes equations for incompressible two-phase flows

We considered the incompressible form of the Navier-Stokes equation where the momentum equation can
be written in a conservative form as:

∂ρu
∂t

+∇ · (ρu⊗ u) = −∇p+∇ · (2µD) + f

where u is the fluid velocity, ρ its density, µ its dynamic viscosity, p the pressure, D = (∇u +∇ut) /2 is the
deformation tensor and f encompasses external body forces such as buoyancy.

Under the assumption of incompressibility, the continuity equation reduces to a divergence-free constraint
on the velocity field:

∇ · u = 0

In the case of an immiscible two-phase flow, the density and viscosity fields are discontinuous, a matter that
can be treated following the one fluid model, first introduced in [13].
In the case where the density and viscosity are constant within each phase, ρ and µ are expressed as:

ρ (x) = ρ2 + (ρ1 − ρ2)c(x)
µ (x) = µ2 + (µ1 − µ2)c(x)

(3)

where ρ1 (resp. ρ2) and µ1 (resp. µ2) are the values of the first (resp. second) phase and c a characteristic
function, also referred as the volume fraction.
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Level set coupling. In a level set framework, c is expressed as a function of φ. In order to obtain a smooth
representation of the interfacial region, a regularized form of the Heaviside function is used:

c (x) = Hε (φ (x)) with Hε (φ) =


0 if φ < ε
1
2

(
1 + φ

ε + 1
π sin

(
φφε

))
if |φ| ≤ ε.

1 if φ > ε

(4)

Hence, the density and viscosity vary smoothly within the interfacial region of thickness 2ε = 2kh centered
around Γ, where h is the cell size and k a constant (usually between 1.5 and 3). Sharper approaches for
approximating the volume fraction could also be used, but this topic is outside of the scope of this article.

2.2.1. Surface tension model
Surface tension can be modeled as a pressure jump across the interface from a volume point of view as

fσ = σκΓnΓδΓ, where σ is the surface tension coefficient, κΓ the curvature of the surface and nΓ its normal
and δΓ is the Dirac function associated to the surface. Brackbill et al. [14] introduced the Continuum Surface
Force (CSF) which approximates surface tension as a body force:

σκnδΓ ' σκ∇c. (5)

Using the level set formulation, the normal n and the curvature κ associated to the interface can be expressed
as:

n = ∇φ
‖∇φ‖

and κ = ∇ · n = ∇ ·
(
∇φ
‖∇φ‖

)
.

2.3. Level set transport

The interface position evolves over time by solving the advection/transport equation applied to the level
sets in a Eulerian framework:

∂φ

∂t
+ u · ∇φ = 0 (6)

where u is the underlying velocity field.

In a general case, solving eq. (6), will stretch and compress level sets of φ which will then cease to be a
signed distance function. This problem is remedied by applying the reinitialization algorithm, where the
level set scalar field is reconstructed in a way to satisfy the eikonal equation eq. (2) without altering the
interface position.

2.4. Level set reinitialization

In this work, the reinitialization procedure is performed using the widely used method based on solving a
partial differential equation (PDE) [2, 3, 15, 16], where a front is propagated in the normal direction from
the interface by solving a PDE, which derives from the Hamilton-Jacobi equation, over a fictitious time τ :

∂ψ

∂τ
+ sgn (ψ0) (‖∇ψ‖ − 1) = 0 with ψ0 ≡ ψ (τ = 0) = φ. (7)

The complete reinitialization of the level set function is the stationary solution of eq. (7). In the following
sections, eq. (7) will be referred to as the H-J equation.
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3. Spatial discretization for the transport equation

As introduced above, the interface position is transported implicitly by solving the advection equation
eq. (6). The accurate and robust resolution of this latter is essential for volume conservation and in order
to avoid the introduction of perturbations in φ and its derivatives of higher degree which will, for instance,
perturb the curvature computation and consequently surface tension. Hence, adequate numerical methods
have been developed in order to achieve these goals.

In the literature, the advection equation can be found in two different forms: the first one, as defined
earlier in eq. (6), will be referred to as the classical advection equation. Secondly, in the case where the
velocity field is divergence-free, eq. (6) can be algebraically rewritten in a conservative form, detailed in
section 3.3, and referred to as the conservative advection equation.

∂φ

∂t
+ u · ∇φ = 0 Classical advection equation

∂φ

∂t
+∇ · (uφ) = 0 Conservative advection equation

3.1. Temporal integration

For both equations, temporal integration can be done using several strategies such as the Adams-Bashforth
method [17] or a Non-Strong Stability Preserving explicit Runge-Kutta method (RK-NSSP) [18]. As they
have been widely studied, these methods will be not detailed further and, in the entire document, all results
have been obtained using a 2nd order RK-NSSP 3,2 scheme.

3.2. Spatial discretization of the classical advection equation

The spatial discretization of the classical advection equation complexity lies in the accurate computation
approximation of ∇φ. This can be done by various spatial schemes such as Weighted-Essentially-Non-
Oscillatory (WENO) schemes [8] or High-Order Upstream Central (HOUC) schemes [7]. Anyhow, the
algorithm can be solved simultaneously and independently for all 3 directions (in 3D), given adequate
formulation, and we will thus focus the following section on 1D schemes.

3.2.1. WENO schemes

A popular choice to compute ∇φ is the WENO 5,3 scheme (denoted as WENO5). The main advantages of
this scheme are its robustness and accuracy through its non-linear formulation. Theoretically, it converges to
5th order in smooth regions and is also non-oscillatory in the presence of a discontinuity, by locally reducing
to 3rd order precision. Hence this scheme is particularly suitable to avoid introducing any perturbations on
φ, its derivatives of higher degree and particularly when computing the curvature.

An upwind approximation φ−x of the first derivative of φ at a point (xi) using WENO5 can be summarized
as a weighted combination of three 3rd order approximations:

φ−x (xi) =
3∑
k=1

wk (ISk)φ−,kx (xi)

where φ−,kx (xi) are the 3rd order approximations of φx on the associated sub-stencils Sk = {xl | l =
i+ k − 3, ..., i+ k} for k = {1, 2, 3} and wk are the associated non-linear weights. The downwind scheme
φ+
x (xi) is constructed in a symmetrical manner. When φ is smooth, the weights coincide with the weights of

the optimal 5th order scheme, i.e. the HOUC5 scheme (see next section). However, when φ is not smooth,
the weights are modified such as if a stencil contains a discontinuity, its influence is diminished, i.e. its
weights tend to zero.
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In order to do so, the smoothness indicators ISk evaluate the smoothness of φ inside each stencil.
Numerically, the smoothness indicators are evaluated as the sum of derivatives of the interpolation polynomial
and are hence themselves a non-linear combination of discrete values of φ.

The computation of the non-linear weights via smoothness indicators combined with 3rd order approxi-
mations make the WENO5 approximation robust and accurate but expensive. However, as pointed out by
Nourgaliev et al. (fig. 17 of [7]), in practice, as smoothness indicators will not be always equal with level set
fields, even far from kinks, the scheme will be sub-optimal, i.e. with and accuracy between third and fifth
order.

A variety of approaches exist for the construction of WENO schemes. All methods have a common base:
a weighted combination of numerical schemes evaluated on different stencils, the calculation of weights (wk)
and smoothness indicators (ISk) have been studied in several researches, as for example in [19–21]. In the
article, we chose WENO-Z5,3 scheme of [21] which shows a reasonable compromise between computational
cost and accuracy. An efficient implementation of the scheme is described in section A.

3.2.2. HOUC5 scheme

As introduced before, an alternative approach has been presented in [7] as the High-Order Upstream
Central (HOUC) scheme. It relies on the observation that the level set field is, and should remain, globally a
smooth function and, consequently, using usual non-linear essentially non-oscillatory schemes (e.g. WENO5)
is not necessary. Hence, [7] proposed to replace the usual WENO5 scheme with the associated Lagrange
interpolation scheme, i.e. the HOUC5 scheme, which is more efficient without any detriment to numerical
stability and accuracy.

The upwind 5th order HOUC approximation of φ−x at a point (xi) is given by:

φ−x (xi) = 1
60(−2φi−3,j + 15φi−2,j − 60φi−1,j + 20φi,j + 30φi+1,j − 3φi+2,j). (8)

The construction of φ+
x is obtained symmetrically.

Comparatively to a WENO5 scheme, the HOUC5 scheme is of much lower computational cost but is
not non-oscillatory. As demonstrated in the various benchmarks of [7], the HOUC5 scheme is sufficiently
dissipative to ensure the overall stability of the solution in the presence of corners where the first derivatives
of the level set function are not defined and hence close to kinks. However, we will demonstrate in the next
section that it may exhibit undesired behaviour for capturing the interface, particularly close to under-resolved
regions.

3.3. Spatial discretization of the conservative advection equation

When considering incompressible flows, another strategy consists in rewriting the classical advection
equation eq. (6) in a conservative form as:

∂φ

∂t
+∇ · (uφ) = 0 (9)

since ∇ · (uφ) = u · ∇φ+ (∇ · u)φ and ∇ · u = 0.
The term ∇ · (uφ) is discretized using a modified WENO5 scheme adapted to compute the advection

term in its conservative form, based on cell-mean values of φ as in a finite volume approach. This method is
called the modified WENO5 or conservative WENO5 in the literature, depending on the authors. Herein, for
convenience, it will be referred to as WENO5cons. Since the construction of this scheme follows the same
idea as the finite differences WENO5 scheme described above, further details will not be given but can be
found in [6].

It should be stressed that, in our context, all results using the WENO5cons method have been done for a
level set defined as a signed distance function (as in [6, 9–12]). A different and alternative approach, also
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named "conservative level set", where the field φ is defined through a hyperbolic tangent function [22, 23] is
not the subject of our work and thus will not be treated here.

4. Study of the anti-diffusivity of the HOUC5 andWENO5Cons schemes for level set advection

In this section, through 1D and 2D illustrative cases, we will show that both HOUC5 and WENO5cons
schemes can reveal anti-diffusive behaviours on volume conservation which can introduce unwanted perturba-
tions of the interface. On the contrary, non-conservative WENO5 exhibits diffusive behaviour in the vicinity
of under-resolved regions. Those observations agree with the recent comparative study of [6]. More precisely,
as it will be presented below, this behaviour arises from the spreading of level sets close to kink points by
HOUC5 and WENO5cons schemes when using a frequent reinitialization procedure.

First, the problem will be illustrated on the single vortex 2D case which is widely used as a key test for
interface methods. Then, we will propose an explanation for this issue emergence, particularly when coupled
to the H-J reinitialization algorithm. Further examples will also be given in the results section section 7 to
complete our observations.

4.1. 2D advection: single vortex

In the single vortex 2D case (see sec. 7.6 for details), the interface is first stretched in order to create
a thin filament and then, with the flow reversed, the initial disk should be recovered. However, due to
numerical errors, the interface may fail to return to its original circular shape. The main difficulty arises
during the stretching step when the interface will become thinner and thinner to a point that the tip of the
tail will fall below grid resolution, and hence discrete Eulerian schemes will fail to capture it correctly. As
depicted in fig. 1 for an intermediate and representative mesh, at that moment of the stretching step, two
distinct behaviors occur. The WENO5 scheme will have a diffuse nature, making the thin interface shrink
and thus leading to a loss of the shape’s total volume. On the contrary, both HOUC5 and WENO5cons have
an anti-diffuse behavior that enlarges the tail.

In this configuration, even if the enlargement of the tail is moderate it can induce perturbations over
time. As illustrated in figure fig. 2, when t = T both the HOUC5 and WENO5cons returned to a shape that
is clearly perturbed around the top, even though the total volume seems well conserved. In contrast, the
WENO5 scheme helps the interface returning to a smoother shape, which, for typical fluid flow simulations,
better corresponds to a physical solution thanks (and despite) to higher diffusion.

These two opposite behaviors are not only occurring on the particular single vortex case but are also
observable in many others, as we will see in the results section section 7.
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WENO5 HOUC5 WENO5cons

Figure 1: Interface shape for the single vortex test case at maximal deformation t = T/2 when T = 8.0 at a mesh resolution of
1282 cells. On the top the full view of the shape, on the bottom a zoom of the trailing of the tail. The reference solution, obtain
using a WENO5 scheme at a mesh resolution of 10242 cells, is drawn with black dashed lines. Reinitialization is performed as
described in sec. 7.2.2.

WENO5 HOUC5 WENO5cons

Figure 2: Interface shape for the single vortex test case at reverse time t = T when T = 8.0 at a mesh resolution of 1282 cells.
The reference solution, is drawn with black dashed lines. Reinitialization is performed as described in sec. 7.2.2.

4.2. 1D advection

The enlargement or shrink problem observed in the tail of the interface in the previous section can be
further studied by considering a 1D advection case. On a [0, 1] domain, with a resolution of 322 cells, the
interface is initialized at points 0.5−1.75∆x and 0.5+1.75∆x. This is equivalent to consider a phase centered
in the domain with a width of 3.5∆x. Periodic boundary conditions are set on the limits of the domain and
the velocity field is set to U = 1. Hence, with a time step of ∆t = 0.005, the interface returns to its original
position after 200 advection steps.

fig. 3 shows the results using the three studied schemes. Comparatively to the expected solution in gray
dashed line, after 200 advection steps without any reinitialization (left subfigure), we observe that the use of
either HOUC5 or WENO5cons schemes tend to spread the solution of the level set close to the kink while
WENO5 tends to diffuse the solution. This concurs with the statement given regarding the 2D case. After
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applying the reinitialization procedure after this 200th step (center figure), it results for both HOUC5 and
WENO5cons an enlargement of the level set solution compared to the exact solution and consequently an
increase of the volume of that phase. This contrasts with the use of the WENO5 scheme which has a diffusive
behaviour on the sharp shape of the level set, i.e. at the kink. Consequently, after the reinitialization step
the volume locally diminishes.

The reinitialization procedure was here applied after a large number of advection steps in order to depict
separately the consequences of the advection scheme. However, in practical use, the reinitialization procedure
is applied more frequently (around every 10 advection steps, or when the level set field is too much deformed,
depending on the flow field). The last subfigures depict that, in that case, closer to real usage, the same
problem arises and is even more noticeable.

0.5
x

−0.04

0.00

φ
(x

)

0.5
x

0.5
x

φ(t = 0) WENO5 HOUC5 WENO5cons

Figure 3: Numerical result of the advection 1D of the level set at a time t = 1.0 which corresponds to 200 advection step
performed. Left: result without any reinitialization step. Middle: result when only one reinitialization procedure is applied at
t = 1.0. Right: result when the reinitialization procedure is applied every 10 advection steps.

4.3. Discussion on volume gain and loss and potential induced perturbations
To conclude, it is arduous and delicate to state whether it is preferable to use an interface method with

diffusive or anti-diffusive behavior. In some particular cases, as presented in [6, 7], having an anti-diffusive
scheme can result in a better small structures volume conservation and hence, the choice between the
strategies will surely depends on the final application.

However, as presented in this section and in the following test cases (in particular, see section sec. 7.4,
7.6 and 7.8), an anti-diffusive behavior can introduce non-negligible perturbations on the interface, and
particularly close to small structures and kinks. In some cases, it could be possible that these perturbations
can sufficiently disturb the interface to a point leading to the emergence of topology changes where there
should not be any. This matter could be critical, for example, in some complex two-phase flows, like for
atomization application, by introducing erroneous interface rupture or, when considering breaking waves, by
introducing surface instabilities. Consequently, even if this subject will remain an open question, we esteem
that using a diffusive property is more suitable in most of the cases and thus, particularly near kinks, a
non-conservative WENO5 scheme should be employed.

5. Hybrid scheme for the advection equation

In this section we will introduce a novel hybrid approach, referred to as HWH5, which takes the advantages
of the accuracy and robustness of the WENO5 scheme and the efficiency of the HOUC5 scheme. This latter
arise from the same observation as [7]: for smooth regions, the non-linearity of the WENO5 scheme is not
needed since there is no large values in φ derivatives, and hence a HOUC5 scheme is more suitable. This
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latter assumption is reinforced by the property that, when all WENO5 smoothness indicators (i.e. ISk) are
equal, which is the case for smooth regions, the WENO5 scheme is mathematically equal to the HOUC5
scheme. However, as demonstrated in the previous section, applying the HOUC5 scheme at all points, as in
[7], can introduce undesired perturbations, and particularly close to kinks. In order to avoid these important
numerical errors, the hybrid scheme is constructed to use a HOUC5 scheme where the level set is trustfully
smooth and a WENO5 scheme otherwise. Furthermore, this hybrid method ensure to always used a 5th
order scheme for smooth regions thanks to the use of a HOUC scheme, which is not always the case for a
WENO5 scheme as presented in [7].

Hence, this novel strategy relies on the fast and accurate detection of trustworthy points which will be
used to choose between each scheme. We thus expect a noticeable gain in computational time, under the
assumption that the overhead cost of detecting these regions is lower than the latter. It is noticeable that
this strategy could work for any scalar field, as soon as it is possible to detect all ill-defined regions where
the use of a robust non-linear scheme is required. In the particular case of level set methods, these points are
defined as the kink points, as described below.

5.1. Kink detection
In the case of a level set defined as a signed distance function, the overall field is globally smooth excepted

on particular points, defined as kinks, where the computation of the derivatives of φ will be miscalculated
and will induce large perturbations in the solution, and, more importantly, on the interface. We distinguish
two types of kinks, as detailed in [4]:

– inherent kinks: points that are part of the medial axis, as part of the level set representation and where
the derivatives of φ are not defined [4, 24, 25];

– numerical kinks: points that are not part of the medial axis and that appear because of numerical
errors, after topological changes or near under-resolved regions [4].

The detection of all the cells containing a kink, where the set of these cells is noted ΩK is done using the
kink detection algorithm of Henri et al. [4]. Details of the algorithm and efficient implementation are given
in sec. 6.1.

Difference between the kink detection and computation of the ISk. The main difference between using a kink
detector rather than using the smoothness indicators ISk, is that we compute a global map locating stencils
that will certainly induce large errors on the computation of derivatives of φ if at least one kink is present.
Rather than computing multiple ISk (three per direction in the case of the WENO5), which moreover are
non-linear, we can benefit from knowing precisely which cells should be treated with care.

Hence, even if this approach adds an overhead computational cost for detecting kinks, we will show in the
results section (see section 7) that this methodology globally lowers the cost of the advection of the level set.
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5.2. The hybrid method

Figure 4: Illustration of the algorithm in 2D for computing ∇φ. The cells detected as containing a kink are marked with a
K. In x-direction, for a velocity Ux > 0, the stencil Sx(φi,j) is left off-centred and contains a kink. Hence a WENO5 scheme
is used for computing ∂φ/∂x. In y-direction, Uy < 0, thus the stencil Sy(φi,j) is up off-centred and does not contain a kink.
Hence a HOUC5 scheme is used for computing ∂φ/∂y.

Before solving the advection equation eq. (6), we build the map ΩK of all cells containing kink points.
Then, the computation of the advection term u · ∇φ is done by selecting the appropriate scheme, depending
on the presence of kinks in the associated stencils around a cell. We propose a complete and detailed
description of the procedure in algorithm 1, as well as an associated illustration of the method in fig. 4.
Efficient implementation of the scheme selection process is given in sec. 6.2.

The main purpose of the procedure is to compute the first derivative of φ in each direction d (which can
be x, y or z, since the procedure is the same for all directions) with the most suitable numerical scheme.
This choice depends on the presence of a kink in the scheme’s stencil. Let S±d be the set of cells used by
the scheme, may it be HOUC5 or WENO5, in accordance with the upwind/downwind direction of the
flow. In x-direction, let Ux be the associated velocity, then, if Ux > 0 then the associated upwind stencil is:
S+
x = {ci+l,j,k | l ∈ J−3,+2K} and, if Ux < 0 then the downwind stencil is: S−x = {ci+l,j,k | l ∈ J−2,+3K}.

Given the stencil, we look if at least one of the cells cl part of S±x has been marked as containing a kink.
If not, we can safely compute ∂φ/∂x with the appropriate HOUC5 scheme associated to the stencil S±d ;
otherwise, a WENO5 scheme is used. The exact same process is used for y and z directions. We thus
compute the advection term with:

(u · ∇φ)i,j,k =
∑

d∈{x,y,z}

Ud
∂φ

∂d

∣∣∣∣
i,j,k

.
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Algorithm 1: Computation of (u · ∇φ)i,j,k with the hybrid HWH5 method. The kink map ΩK is
given as input.
ugradphi← 0
for d ∈ [x, y, z] do

if Ud > 0 then
Sd ← S−d . backward scheme stencil

else if Ud < 0 then
Sd ← S+

d . forward scheme stencil

KinkInStencil ← false
for ci′,j′,k′ ∈ Sd do . see sec. 6.2 for a more efficient implementation

if ΩKi′,j′,k′ then
KinkInStencil ← true
break . at least 1 kink in stencil, leave the loop

end
end
if KinkInStencil then . scheme selection

ugradphi← ugradphi + Ud ×WENO5(φ, Sd)
else

ugradphi← ugradphi + Ud ×HOUC5(φ,Sd)
end

end
Return ugradphi

Updating the kink map. It is important to note that, when the temporal integration is split into several
intermediate integration steps, e.g. with a 2nd order Runge-Kutta scheme, a cell can switch from containing a
kink to not containing a kink (or inversely), between two intermediates steps. Therefore, a rigorous way would
be to update ΩK between each sub-iteration which would undoubtedly increase the overall computational
time. However, in practice, we have observed that this procedure is not strictly required. First, only the
case where a cell switches from not containing a kink to containing a kink matter, since in the other case a
WENO5 scheme is used. Secondly, this configuration will be occasional due to CFL restriction. And finally,
when it will occur, the anti-diffusive behaviour of the HOUC5 will have almost no effects since they are
dreadful only accumulated through time and will be compensated by the use of a WENO5 scheme at the
next advection step.

In consequence, we have chosen to compute the kink map only once before solving the advection equation
and not between each sub-integration step.

6. Details on some numerical implementation

The proposed method requires supplementary work in order to select adequately the advection numerical
scheme. Additional procedures, i.e. the kink detection and the test for kinks, should not represent a significant
overhead regarding the computational cost, otherwise the gain of using the hybrid scheme would be much
less significant. In consequence, we present below efficient implementations of the associated algorithms.

6.1. Efficient kink detection implementation
First, we propose an efficient implementation of the kink detection algorithm given in [4]. A 3D version is

given in alg. 2 which results in the array ΩK , indicating cells that are considered as kinks.
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A level set kink is defined as a point where the local field is ill-defined, i.e. either being near a medial axis
(inherent kink) or in a non-smooth region (numerical kink). The leading idea of the kink detection algorithm
is to search for closest point approximations around a cell’s center and evaluate if they do not spread too far
away. This process can be reduced and simplified in the comparison of biased normals, where the bias is
obtained by off-centering numerical differentiation.

Efficiency is achieved by pre-computing values that are used redundantly, as well as on a heuristic for the
normals comparison. Step (I) consists in computing the biased derivatives of φi,j,k in each direction and saving
them in variables (D−x , D+

x , D
−
y , D

+
y , D

−
z , D

+
z ). Then, in step (II), the 8 normals (4 in 2D) corresponding to

the 8 vertex directions are trivially generated. Finally, in step (III), normals are compared in order to detect
discrepancies in the closest point approximation. Comparing each 28 (6 in 2D) possible pair of normals can
become expensive. As the vectors are built on biased derivatives, taking opposite directions that do not
share common terms will lead to maximizing the eventual discrepancy in the closest point approximation.
Hence, we only effectuate 4 comparisons (2 in 2D) between: n−−− /n+++, n−−+ /n++−, n−+− /n+−+ and
n+−− /n−++. This represents a substantial reduction of numerical operations, particularly in 3D. This
heuristic can also be understood from a geometrical point of view: if the eventual medial axis is a surface or
a curve locally, two opposite points will undoubtedly be on each side of that entity and thus will lead to
distant closest points.

In practice, performing this approach detects fewer kinks than the original algorithm of [4], a very small
difference in proportion. We are confident that less false positives are detected and that, if kinks are missed,
they are part of numerical kinks that would eventually be discovered with a smaller threshold or at the next
iteration. Nevertheless, we have found that these mere differences did not affect the results presented in
section 7. The threshold ε used in the comparison of two normals to indicate the presence of a kink is the
same as the one used in [4]: i.e. ε = 1/2.
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Algorithm 2: Efficient kink detection implementation. In practice, in the code, the inner loops are
inlined.

ΩK ← false . Initialize the kink map
for i ∈ Nx do

for j ∈ Ny do
for k ∈ Nz do

if ci,j,k ∈ ΩBand then

� I - Compute biased derivatives

D−x ←
φi,j,k − φi−1,j,k

∆xi
; D+

x←
φi+1,j,k − φi,j,k

∆xi
D−y ←

φi,j,k − φi,j−1,k

∆yj
; D+

y←
φi,j+1,k − φi,j,k

∆yj

D−z ←
φi,j,k − φi,j,k−1

∆zk
; D+

z ←
φi,j,k+1 − φi,j,k

∆zk
� II - Compute biased normals
for (a, b, c) ∈ {−,+}3 do . For all directions: {−−−,−−+,−+−, ...}

na,b,c ←
(Da

x, D
b
y, D

c
z)

‖(Da
x, D

b
y, D

c
z)‖+ η

. Where η = 10−10 is used to avoid eventual division by zero
end

� III - Compare opposite biased normals to detect a kink

for (a, b, c) ∈ {(−−−), (−−+), (−+−), (+−−)} do . First four directions
if ‖na,b,c − n−a,−b,−c‖2 > ε2 then . Squaring avoids use of square root

ΩKi,j,k ← true . Mark ci,j,k as kink
cycle

end
end

end
end

end
end
Return ΩK

6.2. Efficient selection mask implementation
The scheme selection process is described straightforwardly in alg. 1 can be implemented in a more

efficient way, from a computational point of view. The direct method consists in searching for an eventual
kink in the cells part of the numerical stencil S±d of 6 cells, leading to 6 tests for each dimension. Based on
trading computational time for memory, another approach detailed in alg. 3 is derived by creating 3 (2 in
2D) supplementary arrays that will inform all cells whose numerical stencils contain at least one kink. In
another way, if one cell c is known to be a kink, all surrounding cells in the x, y and z directions having a
stencil S±d containing c will be marked as unsafe.

The purpose of the algorithm is to build three Boolean arrays mask_x, mask_y and mask_z such as the
array mask_x (resp. mask_y and mask_z) holds true if a WENO5 scheme needs to be used to compute
the derivative of φi,j,k in the x-direction (resp. y and z-direction), and false otherwise, i.e. where a HOUC5
scheme can be safely used. For every cell ci,j,k ∈ ΩK , mask_x, mask_y and mask_z are updated. For
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mask_x, all cells {ci′,j,k | i′ ∈ Ji− 3, i+ 3K} are marked as true. A similar treatment is applied for the other
directions. It can be noticed that following this strategy allows to solely use one array for each direction
rather than two arrays because of upwind/downwind schemes. It may therefore include few false positives.
As shown in the result section, we haven’t found this to be a problem, merely because it will compute slightly
more WENO5 schemes instead of HOUC5 than in the direct approach, while avoiding many redundant tests.

Algorithm 3: Pre-computation of masks for scheme selection.
mask_x ← false; mask_y ← false; mask_z ← false . Initialize the masks
for i ∈ Nx do

for j ∈ Ny do
for k ∈ Nz do

if ci,j ∈ ΩK then . ci,j,k marked as containing a kink
mask_x[i− 3 : i+ 3, j, k] ← true
mask_y[i, j − 3 : j + 3, k] ← true
mask_z[i, j, k − 3 : k + 3] ← true

end
end

end
end
Return [mask_x,mask_y,mask_z]

7. Results

7.1. Foreword
In this section, we detail the numerical framework used and propose a series of test cases to gauge the

accuracy, robustness and efficiency of the proposed hybrid approach. More precisely, we will demonstrate
that it is more efficient than the WENO5 scheme without compromising the accuracy.

We will first test the capability of the method from simple to complex advection test cases, involving thin
layers or sharp corners. Then the coupling with the Navier-Stokes equations will be considered to assess the
capability of the method to accurately and robustly capture the behavior of inviscid two-phase flows.

Alongside to this validation, we will extend the preliminary results of the section 4 concerning the
anti-diffusivity on volume conservation of the HOUC5 and WENO5cons schemes on different test cases and
accentuate the fact that it introduces manifest perturbations of the interface which can be disastrous over
time and on its overall dynamic.

7.2. Numerical methods

7.2.1. Flow solver
The method was implemented and tested using the massively parallel open-source CFD code Notus

[26], for which the following test cases are available or easily reproducible. The Navier-Stokes equations are
solved on a staggered grid within a finite volume framework and a time splitting correction method for the
velocity-pressure coupling [27]. A first-order semi-implicit backward difference (SBDF-1) scheme is used for
the momentum equation. The inertial term is computed with a second-order Runge-Kutta integration and
the associated spatial discretization scheme will be specified for each particular test case. Phase’s density and
viscosity are expressed as a function of the level set through a Heaviside function Hε from eqs. (3) and (4),
where the regularization parameter is set to ε = 2h.
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7.2.2. Level set
Advection step. As introduced previously, the temporal integration of the advection equation is done using a
second-order Runge-Kutta NSSP 3,2 while the spatial discretization is done with one of the four schemes of
the study: WENO5, HOUC5 or HWH5 when eq. (6) is considered, or WENO5cons for eq. (9). Moreover,
since a precise value of the level set is only mandatory at the interface and its surroundings, the spatial
numerical schemes of the study are only applied on a band of 12 cells from each side of the interface and a
first-order upwind scheme is applied otherwise.

Reinitialization step. For all simulations, independently of the spatial scheme, the reinitialization procedure
is performed since this one is essential in general case in a level set framework. The reinitialization is done by
solving the H-J equation eq. (7) which is implemented based on the algorithm of [15], where the numerical
parameters are fixed based on the comparative study of [6] and adapted for this work to obtain an accurate
reinitialization of the level set. Hence, a second-order Runge-Kutta integration coupled with a WENO5
scheme are also used. The pseudo time step is fixed at ∆τ = 0.3∆x, the number of iterations for the temporal
integration is set to 16 and the reinitialization procedure is done every 10 time steps.

7.3. Error measures

Several errors measurements are defined to assess the performance of the proposed method. These
measures will either be computed on the whole domain Ω of cardinal NΩ or only in the vicinity of the
interface defined as ΩEΓ of cardinal NEΓ . In practice, ΩEΓ encompasses all cells inside a two-cell bandwidth
centered around Γ.

Shape errors. We define the shape error, in L2 and L∞ norms, as the variation of φ from its expected value
φex for all cell xl ∈ ΩEΓ as:

EL2
shape =

√√√√ 1
NEΓ

∑
xl∈ΩEΓ

|φex(xl)− φ̃(xl)|2 and EL∞
shape = max

xl∈ΩEΓ

(|φex(xl)− φ̃(xl)|)

Volume conservation. The volume error EV can be defined as:

EV = |V (t)− V (t = 0)|
V (t = 0)

where the total volume of a phase is computed through the associated volume fractions ci (see eq. (4))
associated to the cells of volume VCVi as: V =

∑NΩ
i ciVCVi .

Error on the deviation to a signed distance function. To evaluate the quality of φ to be a signed distance
function we used the criterion introduce in [4] which ensures that the errors is the same when the slope of φ
is equal to α (i.e. |∇φ| = α) or to α−1 (i.e. |∇φ| = α−1). In L2 norm, it is given as:

EL2
∇φ =

√√√√ 1
NΓ

NΓ∑
i

e∇φ(∇φ̃)2 with e∇φ

(
∇φ̃
)

= | ln
(
|∇φ̃|

)
|

The L∞ norm of the error, noted EL∞
∇φ , is constructed similarly.

In this study, as the reinitialization step is frequent, this error measure is only considered to ensure that
no severe disturbance is introduced in the level set field.
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7.4. Multi-circles rotation

The first benchmark follows the idea of [4] to qualitatively overview the capacity of each method to carry
and conserve small to large structures from a mesh point of view, i.e. depending on the number of cells used
to represent each of them. We thus consider multiple circles of various radius, transported by rigid body
rotation. As demonstrated by [28], with this particular flow, the gradient of the level set should remain
unaltered and numerical errors are solely induced from the numerical resolution of the advection equation
and the reinitialization procedure.

Six circles denoted as {C0, C1, C2, C3, C4, C5}, with respective diameter of {D0, D0 + h,D0 + 2h,D0 +
3h,D0 + 4h,D0 + 5h} are uniformly initialized in a a [0, 1]2 domain at a distance of 0.2 of the center. In
order to study small structures, the smallest and reference diameter D0 is set to be 3h large, i.e. three cells
large. The mesh size is 642. The velocity field is constant in time and is given by:

(u, v) = 2π
T

(0.5− y, x− 0.5) (10)

The time step is fixed and set to ∆t = 1.25e-3. The simulation is stopped after one full rotation and hence,
when t = 1.

HWH5 WENO5 HOUC5 WENO5cons

Figure 5: Interface shapes after a full rotation (t = T = 500) for the disk’s rotation test case for a grid resolution of 642 cells,
the reference solution is plotted in grey dashed lines. Reinitialization is performed as described in sec. 7.2.2.

As presented in figure fig. 5, after a full rotation, the proposed method HWH5 gives very similar results
to the WENO5 scheme. For the smallest structures, where the interface is always close to a kink (the center
point), as expected, the dissipative behaviour of these two schemes leads to a mass loss. We can see that the
two smallest circles {C0, C1} have vanished. However, as soon as the structure is well described by enough
cells, the circles {C2, C3, C4, C5} are well advected and conserved.

On the other hand, both HOUC5 and WENO5cons, due to their anti-diffusive behaviour, see their shape
enlarged for regions close to a kink. Hence, this prevents {C0, C1} to collapse. This sense of accuracy arises
from the simple circular shape of these structures. However, we will see in sec. 7.6 that it is not at all desired
and can lead to dreadful distortion for more complex cases. Moreover, contrary to HWH5 and WENO5
schemes, the advection of larger structures is less properly resolved. We believe that this comes from the
enlargement of the level set near the kink at the center of the circle which propagates perturbations through
the numerical scheme.

7.5. Single circle rotation
The purpose of this case is to validate our method on simple geometry and to study more quantitatively

the proposed hybrid scheme thanks to volume and shape conservation measures as well as the deviation of
the level set to a signed distance function. To do so, a mesh convergence has been performed on a single
circle in rotation, using similar parameters to the previous case.

The coarsest mesh is equivalent to describing the circle with a diameter D = 8h with a mesh size of
N = 64. For this resolution, the time step is fixed and set to ∆t = 1.25e-3 and it is reduced proportionally
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for each finer meshes in order to keep a constant CFL number. The simulation is stopped after one full
rotation and hence, when t = 1.

In this particular simple case, at the start, only one kink is located at the center of the circle. Thus,
the proposed hybrid method will most of the time use HOUC5 and switch to WENO5 for stencils crossing
cells near the center. The convergence of various error measures in fig. 6 shows that the proposed HWH5
produces equivalent results as the WENO5 scheme. This result was expected as most points in the domain
stand far from kinks so that the hybrid method uses HOUC5. Comparatively, with the full WENO5 strategy,
as the level set is smooth almost everywhere, smoothness indicators are very close to equality and hence the
non-linear numerical scheme reduces to the optimal HOUC5 scheme. These observations induce that both
strategies converge to the same result as the mesh is refined.
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Figure 6: Single circle rotation case study. From left to right and top to bottom: convergence rate of the volume conservation,
L∞ norm for the error on the deviation to be a signed distance function (EL∞

∇φ ) and the L∞ and L2 norm on for the shape
errors (EL∞

shape
and EL2

shape
).

7.6. Single vortex 2D

We study the widely-known single vortex case [29–31] to assess the ability of the schemes to capture
the interface deformation and particularly thin filaments. A [0.0, 1.0]2 domain is considered, with an initial
circle of a diameter D = 0.3 centered at (0.5, 0.75). The velocity field (u, v) = (∂Ψ

∂y ,−
∂Ψ
∂x ) is derived from the

stream function:

Ψ = 1
π

sin2(πx) sin2(πy) cos(πt
T

).
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Over time, it will stretch the circle into a swirl, thinning the interface. The term cos(πtT ) appearing in
the velocity field definition ensures that the deformation reverses trajectories to the initial state at time T ;
maximal deformation is obtained at T/2.

First, we study all schemes’ capacity to capture the evolution of the interface under large deformation.
Then, a mesh convergence is performed and a comparison is done between WENO5 and the proposed HWH5
hybrid method.

7.6.1. Varying maximal deformation
As presented in the section 4, HOUC5 and WENO5cons schemes can present anti-diffusive behaviours,

particularly when coupled with reinitialization, close to under-resolved regions. Here, we investigate how
these schemes impact the shape of the interface when maximal deformation increases. Three different ending
times T = {8, 12, 20} for two different meshes of 1282 and 2562 cells are considered.
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Short stretch - T = 8

HWH5 WENO5 HOUC5 WENO5cons

t
=
T
/
2

t
=
T

(a) 1282 cells

HWH5 WENO5 HOUC5 WENO5cons

t
=
T
/
2

t
=
T

(b) 2562 cells

Figure 7: Interface shape for the single vortex test case with T = 8, i.e. short stretch. For both figures, we show on top the
shape at maximal deformation t = T/2 and, on the bottom, at t = T .
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Intermediate stretch - T = 12

HWH5 WENO5 HOUC5 WENO5cons

t
=
T
/
2

t
=
T

(a) 1282 cells

HWH5 WENO5 HOUC5 WENO5cons

t
=
T
/
2

t
=
T

(b) 2562 cells

Figure 8: Interface shape for the single vortex test case with T = 12, i.e. intermediate stretch. For both figures, we show on top
the shape at maximal deformation t = T/2 and, on the bottom, at t = T .
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Long stretch - T = 20

HWH5 WENO5 HOUC5 WENO5cons
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(a) 1282 cells

HWH5 WENO5 HOUC5 WENO5cons

t
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(b) 2562 cells

Figure 9: Interface shape for the single vortex test case with T = 20, i.e. long stretch. For both figures, we show on top the
shape at maximal deformation t = T/2 and, on the bottom, at t = T .
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In figs. 7 to 9, we observe that HWH5 demonstrates very similar results to WENO5 regarding interface
shape. As expected, being diffusive, both these schemes see the trailing of the interface vanish once it becomes
of the order of the size of h, the grid resolution. This results in a loss of volume that clearly appears at the
reversed position at t = T . We can note that this loss is reduced as the mesh is refined. For the longest
stretch in fig. 9, at the coarsest mesh, the interface even totally vanishes because of diffusion of very thin
filaments.

On the other side, both HOUC5 and WENO5cons maintain the trailing of the interface at maximal
deformation for the various stretches by enlarging the thickness of that region when it becomes of the order
of h. This is an interesting property as one would want to preserve thin filaments. However, for the short and
intermediate stretch (fig. 7 and fig. 8), this anti-diffusive behaviour has a critical impact on the reversed shape
at t = T . It induces perturbations that make the interface less smooth than with the HWH5 or WENO5
scheme and this anomaly is even more noticeable as the mesh is refined. For the finest mesh, HOUC5 shows
its limitation as it introduces high-frequency disturbances due to the oscillatory problems of this advection
scheme with non-smooth fields. Furthermore, for the longer stretching in fig. 9, we observe that both HOUC5
and WENO5cons produce ill-formed reversed shapes, particularly for the coarsest mesh. This problem is due
to the over conservation of thin filaments because of anti-diffusivity. Even though the problem is reduced
for the finest mesh, we see that they both induce a reversed shape that is of less quality than the smoother
shape obtained with HWH5.

It is important to note that, when dealing with two-phase flows subjected to surface tension, high-
frequency deformation of the interface will result in parasitic currents. Hence, smoother shapes would prevent
destabilizing simulations, particularly at small scales.

7.6.2. Mesh convergence
A mesh convergence is undertaken to validate the capability of the proposed method to produce equivalent

results as the WENO5 scheme on that more stressful case. We have chosen the shortest stretch (T = 8)
which is the one usually found in the literature [2, 7]. The time step is set equal to ∆t = 1.6e-3 for the
coarsest grid 1282 and is proportionally reduced as the mesh is refined. As presented in figure fig. 10, at
t = T , regarding all errors measures (volume, signed distance function and shape error), HWH5 produces
equivalent results to those of the WENO5 scheme.
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Figure 10: Single vortex 2D test case at t = T = 8. From left to right and top to bottom, convergence rate of volume conservation,
L∞ norm for the error on the deviation to be a signed distance function (EL∞

∇φ ) and the L∞ and L2 norm on for the shape
errors (EL∞

shape
and EL2

shape
).

7.7. Single vortex 3D

A 3D adaptation of the previous case was proposed by LeVeque [30] and applied by Enright et al. [31] to
test the ability of level set methods to capture thin surfaces with deformation in both x− y and x− z planes.
The configuration is very similar to the one in the previous section, in 3D: a [0, 1]3 domain is considered
where a sphere of diameter D = 0.3 is initialized at (0.35, 0.35, 0.35). The velocity field is given by:

u =2 sin2(πx) sin(πy) sin(πz) cos(πt
T

)

v =2 sin(πx) sin2(πy) sin(πz) cos(πt
T

)

z =2 sin(πx) sin(πy) sin2(πz) cos(πt
T

).

where the same term cos(πtT ) ensures that the interface will go back to its initial state at t = T and that
maximal deformation is obtained at t = T/2. Here, we have used T = 3. Table 1 shows that HWH5 is also
robust in 3D and gives, as desired, equivalent results to the ones obtained with WENO5.
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|V0−Vfinal

V0
| EL∞

∇φ EL2
shape EL∞

shape

Method 1282 2562 1282 2562 1282 2562 1282 2562

WENO5 1.41e-01 1.00e-02 2.24e-02 1.34e-03 3.49e-03 1.49e-04 1.56e-01 1.73e-02
HWH5 1.32e-01 9.66e-03 2.10e-02 1.00e-03 3.43e-03 1.60e-04 1.56e-01 2.27e-02

Table 1: Numerical results of the single vortex 3D case at t = T = 3 on the enclosed volume error, the L∞ norm on the deviation
to be a signed distance function EL∞

∇φ , the L2 norm on the shape error (EL2
shape

) and L∞ norm on the shape error (EL∞
shape

).

7.8. Zalesak disk

This test case follows the one proposed in [32] to appraise the capacity of the reinitialization method
to preserve sharp corners on the interface. In our case, it is also an interesting test as the Zalesak disk
induces inherent kinks in the slot and inside the shape, as illustrated later in fig. 14a. It is thus a stressing
configuration for our hybrid approach.

In a [0, 1]2 domain, a slotted disk is initially centered at (0.5, 0.75) with a diameter of D = 0.3 and a slot
of 0.05 of width and 0.25 of length. The velocity field is set to transport the interface in a counterclockwise
rotation around the point (0.5, 0.5) and is defined as:

(u, v) = (0.5− y, x− 0.5) (11)

As in the literature, the time step is fixed to ∆t = 2π/628 for the corresponding mesh of 1002 cells, and it is
adapted proportionally for other meshes. The simulation is stopped after one full rotation of the slotted disk
which corresponds at a time t = 2π. In this test case, as in the previous ones, numerical errors principally
originate from the advection schemes and the reinitialization. As illustrated in fig. 11, the HWH5 scheme
shows almost identical results to the WENO5 scheme on the interface shape, even in presence of kinks located
on the interface near the two sharp corners.

502 1002 2002 4002

Figure 11: Interface shape after one rotation for the Zalesak disk case. Results with WENO5 are presented in red, HWH5 in
blue and the dashed line represents the initial interface.

7.9. 2D column at equilibrium - spurious currents at fixed Laplace number

We propose to validate that the proposed method does not introduce spurious numerical oscillations in
high-order derivatives of φ and allows accurate computation of curvature. It should thus capture correctly
surface tension forces, which are dominant at small scales, and, for that purpose, we study the parasitic
currents arising from discretization errors, as evaluated in [33–35].

A 2D column at rest is considered, with a diameter D = 0.4 at the center of [0, 1]2 square. Both density
and viscosity are constant for all simulations and equal to 1 in each phase. In order to study the spatial
convergence of parasitic currents, the Laplace number (La = σρL/µ2) is fixed at 120 for a mesh resolution
varying from 322 to 2562 cells. No-slip conditions are applied to all boundaries. The time step is kept
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constant, ∆t = 3e-6, for all meshes, thus respecting the constraint given by the revised capillary time step
constraint [34] for the finest mesh. Simulations have been conducted until a numerical steady state has been
attained, i.e. when spurious currents appear to have reached a minimum.

A scaled maximum capillary number Camax = Ca∗max/Uσ is considered for the results, where the
characteristic velocity is defined as Uσ =

√
σ/(ρD) and the usual capillary number as Ca∗max = µ|u|max/σ.

Also, time is adimenzionalized as tσ = t/Tσ, with Tσ =
√
ρD3/σ.
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Figure 12: Convergence study of the 2D column at equilibrium for the enclosed volume variation (left) and Camax (right) at
La = 120 for WENO5 and HWH5, when a steady state has been reached.

Figure fig. 12 shows that HWH5 produces very equivalent results as WENO5 on the convergence of the
scaled maximum capillary number and as well as for errors on the enclosed volume. This result was expected
as the only kink present in this test case is at the center of the circle and far away from the interface for the
different mesh resolutions. Moreover, even with the presence of parasitic currents, the variation of the level
set between two iterations is moderate. Hence, when the WENO5 scheme is computed, all the non-linear
weights will be the same at the interface and its vicinity and consequently, this will be the same as using a
HOUC5 scheme.

7.10. Rayleigh-Taylor instability

The last test case presented in this study is the Rayleigh-Taylor instability case without surface tension.
The main purpose is to demonstrate the performance of the proposed method in a more complex flow, more
stressful for the level set field, and where numerous thin filaments, i.e. under-resolved structures, topology
changes and hence kinks appear. Herein, we follow the set up as in [6, 36–38]. In a domain of size [d, 4d], we
initially define the interface as φ0(x, y) = y − d(2 + 0.1 cos(2πx/d)). Gravity is taken into account and the
gravitational acceleration is denoted by g. Surface tension is not considered in this test case since it is not
necessary to obtain the desired results (thin filaments, under-resolved structures and topology changes) and
would make the simulation more demanding.

Boundary conditions are periodic in the x-direction and no-slip in the other direction. The heaviest (resp.
lightest) fluid has density ρh (resp. ρl) and viscosity µ is the same for both fluids. The dynamic of the flow
is characterised by the Atwood number A = (ρh − ρl)/(ρh + ρl) and the Reynolds number Re = ρhd

√
gd/µ.

In our case, we chose A = 0.5 and Re = 3000.
As presented in fig. 13, the HWH5 scheme produces very similar results compared to WENO5. Hence,

this last test case validates that the hybrid method has comparable accuracy and robustness to the sole
WENO5 scheme, even for a complex flow with small structures. For an illustration of the kink map on that
test case, the reader can refer to fig. 14.
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Figure 13: Interface shape at t = 3.75 for the Rayleigh-Taylor instability test case. The WENO5 method is represented in red,
the HWH5 method in blue.

7.11. Computational time
The principal purpose of the proposed hybrid method is to obtain a scheme that has equivalent accuracy

to WENO5 with a reduced computational cost. This section is devoted to investigating the numerical cost of
the hybrid method comparatively to the use of a sole WENO5 method.

Herein, we have measured the total cost of the advection procedure for comparison. For WENO5, solely
the cost for computing the u · ∇φ term is measured while, for HWH5, we also counted the supplementary
detection of kinks and scheme selection process. The results are processed in order to obtain the speedup
factor of the HWH5 such as:

Speedup factor = CPU time for WENO5
CPU time for HWH5

The overall gain obtained by the proposed algorithm, as reported in tables 2 and 3, climbs up to 2, leading to
a 50% CPU cost reduction in the most favorable cases. Also, in order to provide a finer analysis, we tracked
τ , the average relative number of HOUC5 calls against the total number of derivative computation, namely:

τ = NHOUC5

NHOUC5 +NWENO5
= NHOUC5

NHWH5
. (12)

Moreover, the HWH5 overhead cost of computing the kink map and the hybrid masks is reported as its ratio
over the overall cost:

β = CPU time for overhead
CPU time for HWH5 . (13)

In practice, of course, more overhead adds up, coming from 3D arrays memory access, processor cache
exchange, etc. that we will refer as computation overhead. Moreover, we have excluded the supplementary
costs of parallel exchanges in the CPU time measures because they are independent on the proposed method
and are particularly sensitive to implementation and hardware matters.

Nevertheless, in order to supply a good estimate of the maximum expected gain, we first measured the
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average computational cost of the sole HOUC5 and WENO5 schemes by evaluating the functions millions of
times on fictitious data. The optimized version of the WENO5 scheme, as detailed in appendix A, shows
a unit speedup around 4 in favor of the HOUC5 scheme, as expected by the fewer number of numerical
operations needed. We also have tested the solving of the 3D advection equation on practical cases of level
set advection and, due to the computation overheads as discussed above, the maximum effective speedup is
between 2 and 3.
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Table 2: Speedup factor for the hybrid HWH5 method compared to WENO5 for different test cases with various mesh resolutions,
using 16 parallel threads. Also indicating τ , the portion of HOUC5 in the hybrid scheme (see eq. (12)) and β the portion of
computational time of the overhead (see eq. (13)).

For the different test cases studied above, we have measured the CPU usage for the hybrid HWH5 method
as well as for WENO5. As computing the solutions for the finest mesh using only 1 thread wouldn’t be
righteous nor representative of practical applications, we have chosen to compare 16 and 32 parallel threads
results for all simulations, on various meshes, in order to obtain a wider overview of computational costs.
While a full scalability analysis is out of the scope of this article, we have found these partitions to be
representative and cover most practical cases, and the results well according. Calculations were carried out
on the CURTA cluster of MCIA (Mesocentre for Intensive Calculation in the Aquitaine French region) on
one node of 32 cores on 2 sockets of an Intel ®Xeon ®Gold SKL-6130 2,1 GHz.

We have reported in table 2 (16 threads) and table 3 (32 threads), the measures for all simulations: the
proposed hybrid method shows an overall speedup factor up to 2.1 for 2D cases. For the 3D case, as the
number of cells per thread is largely increased, even with a fair proportion of HOUC5 (τ ≥ 92%), the overall
speedup factor is around 1.4 which is still substantial, particularly in 3D. The reader may observer an optimal
number of cells per thread that maximizes the gain for every simulation. For 16 or 32 threads, it corresponds
to meshes between 2562 and 5122. Below or above, computation overheads play a more important role that
reduces the overall gain.

It is worthy to note that, in some particular cases where the interface shape is bound to have relatively
many kinks, HWH5 may have an overall cost higher than the use of a WENO5 scheme because most points
will be computed with the more expensive WENO5 scheme added to the overhead cost for detecting kinks.
This would be particularly the case when the interface is made of numerous small structures, relative to cells
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Table 3: Speedup factor for the hybrid HWH5 method compared to WENO5 for different test cases with various mesh resolutions,
using 32 parallel threads. Also indicating τ , the portion of HOUC5 in the hybrid scheme (see eq. (12)) and β the portion of
computational time of the overhead (see eq. (13)). Two low resolutions have not been computed here because of the too small
(< 80) proportion of cells per thread.

size. It should be stressed that the CPU cost is also linked to the number of points surrounding the surface
relatively to the total number of points in the computational domain. Indeed, computational overheads as
well as β can represent a larger portion of the costs for the same τ , as observed in the results.

Moreover, since inherent kinks are points present on the medial axis of the level set or because of a
numerical discrepancy, as presented for example on fig. 14a, the finer the mesh, the lower the portion of those
cells compared to the total number of cells. The measure of the portion τ of the HOUC5 scheme in tables 2
and 3 shows that for finer mesh, with relatively less kinks, HOUC5 scheme is favored and thus the overall
computational time decreases. In these cases, the speedup increases up significantly to 2.

8. Conclusion

We have presented a robust, accurate and efficient hybrid strategy, HWH5, coupling WENO5 and HOUC5
schemes, which preserves the robustness of the former in regions where the spatial discretization of the
advection equation is subject to large errors, and also benefits from the efficiency of the latter for all other
safe regions. An efficient implementation of kink detection permits reducing the overhead computational
effort. The capacity of this approach is demonstrated in a variety of benchmarks, where the hybrid method
presents equivalent results as the WENO5 scheme for a computational cost lowered down to 50%.

We have also presented that the sole use of the HOUC5 scheme or the WENO5cons method for solving the
advection equation presents anti-diffusive behaviors on the volume conservation and may lead to introducing
noticeable perturbations of the interface which can be dreadful over time, particularly regarding two-phase
flows. While the introduced scheme, with an adequate coupling thanks to the kink map, presents diffusive
results, allowing to obtain a method as robust as the WENO5 scheme for a reduced computational.
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(a) Zalesak test case (see sec. 7.8): initial shape for a grid resolution of 642 (left), 1282 (center) and 2562 (right) cells.

(b) Rayleigh-Taylor test case (see sec. 7.10, at t = 3.75 for a grid resolution of d/48 (left), d/96 (center) and d/192 (right) cells. Here,
for illustration purpose, the kink detection algorithm was applied on the whole domain, farther than practically needed by the level
set band.

Figure 14: Illustration of the kink detection algorithm of [4] on two cases. For all figures, the interface is drawn in blue and the
detected kink cells are marked in red. The underlying grid is shown in grey. As illustrated in both test cases, the portion of
kinks comparatively to the number of cells decreases when refining the mesh since inherent kinks are solely part of the medial
axis of the level set. Thus, the HOUC5 scheme will be favored instead of WENO5.

A. Efficient implementation of the WENO5 scheme

In order to minimize the CPU cost for evaluating WENO5 and to obtain the fairest comparison with
HOUC5, we present below an efficient implementation of the scheme in its Z version, as used in the code.
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Algorithm 4: Efficient implementation of the WENO5-Z upwind scheme. The discrete field is given
as input through the array ψ−3 → ψ+2, the spatial step is ∆.
ε← 10−6; C13/3 ← 13/3 . Pre-computed constants

for l ∈ [−2,+2] do . First order derivatives
vl ← (ψl − ψl−1)/∆

end

. Smoothness indicators
IS1 ← C13/3 (v1 − 2v2 + v3)2 + (v1 − 4v2 + 3v3)2

IS2 ← C13/3 (v2 − 2v3 + v4)2 + (v2 − v4)2

IS3 ← C13/3 (v3 − 2v4 + v5)2 + (3v3 − 4v4 + v5)2

. WENO5-Z weights
γ ← |IS1 − IS3|
a1 ← (1 + γ/(ε+ IS1))2

a2 ← 6 (1 + γ/(ε+ IS2))2

a3 ← 3 (1 + γ/(ε+ IS3))2

result← a1 (2v1 − 7v2 + 11v3)
result← result + a2 (−v2 + 5v3 + 2v4)
result← result + a3 (2v3 + 5v4 − v5)
result← result× 10/(a1 + a2 + a3) . Weights normalization

Return result
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