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Approximate viscosity solutions of path-dependent PDEs and

Dupire’s vertical differentiability

Bruno Bouchard ∗ Grégoire Loeper † Xiaolu Tan ‡

July 5, 2021

Abstract

We introduce a notion of approximate viscosity solution for a class of nonlinear

path-dependent PDEs (PPDEs), including the Hamilton-Jacobi-Bellman type equa-

tions. Existence, comparaison and stability results have been established under fairly

general conditions. It is also consistent with smooth solutions when the dimension is

less or equal to two, or the non-linearity is concave in the second order space deriva-

tive. We finally investigate the regularity (in the sense of Dupire) of the solution to the

PPDE.

1 Introduction

The main objective of the paper is to study nonlinear path-dependent PDEs (PPDEs) of

the form

−∂tv(t, x)− F
(
t, x, v(t, x),∇xv(t, x),∇2

xv(t, x)
)

= 0, (t, x) ∈ Θ, (1.1)

where Θ = [0, T ]× C([0, T ]) or Θ = [0, T ]×D([0, T ]), C([0, T ]) being the space of all Rd–
valued continuous paths on [0, T ], and D([0, T ]) being the Skorokhod space of all Rd–valued

càdlàg paths on [0, T ]. In the above, ∂tv (resp. ∇xv and ∇2
xv) represents the horizontal

derivative (resp. first and second order vertical derivatives) of v in the sense of Dupire [7],

see also Section 2.4 below.

Extending classical PDEs, PPDEs have various applications in the study of dynamic

stochastic systems in non-Markovian settings (hedging/super-hedging of path-dependent

options [7], path-dependent optimal control problems and stochastic differential games [16],

etc.). Pioneering works, such as [7, 3, 15], investigated the existence of classical solutions,

but it is generally very hard to obtain the required regularity of solutions, even for the
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most simple path-dependent heat equation. For this reason, much effort has been devoted

to introduce appropriate weak notions of solution.

In a first stream of literature, see e.g. [8, 9, 10, 18], the authors investigate a relaxed notion

of viscosity solutions for PPDEs. As for the classical notion of viscosity solutions for PDEs

on Rd, see e.g. [6], they consider families of smooth test functions and use the derivatives of

the test functions to define the viscosity supersolution and subsolution properties. However,

in contrast to the pointwise tangent property used in the classical setting, their definition

appeals to an optimality property with respect to a stopping problem under a nonlinear

expectation. For fully nonlinear equations, they require F to be non-degenerate as well as a

strong uniform continuity conditions (which for instance are not satisfied in the case of linear

equations with path-dependent coefficients). In [18], the non-degeneracy condition has been

removed, but more restrictive continuity conditions on F are needed. Only very recently,

it was introduced in [5] a notion of Crandall-Lions viscosity solutions, where comparison is

only studied for the path-dependent heat equation with constant coefficients.

Another approach consists in approximating the generator F of the PPDE by a sequence

(Fn)n≥1, for which strong existence holds, and then define the limit of the corresponding se-

quence of solutions (vn)n≥1 as a solution of the original PPDE. This is the case of the notion

of strong viscosity solution studied in [4], according to which a function v is called a strong

viscosity solution of the PPDE with generator F if there exists a sequence (vn, Fn)n≥1

that converges to (v, F ) pointwise, and each vn is a smooth solution to the PPDE with

generator Fn. Existence and uniqueness of strong viscosity solutions was proved for a class

of parabolic semilinear PPDEs, which can be expected because of their link with BSDEs

and the associated stability results. Finally, in [11], the authors introduced a notion of

pseudo-Markovian viscosity solutions for fully nonlinear PPDEs by considering a sequence

of PPDEs with generators Fn associated to paths frozen up to the exit time of certain

domains. In their case, existence in the fully nonlinear setting relies on the convergence of

a suitable sequence of functions, which is a-priori non trivial.

Let us also mention the notion of Sobolev solutions investigated in [14] for a class of

PPDEs, which uses global properties to define a solution, in contrast to the local property

required in the definition of viscosity solutions.

In this paper, we introduce a novel weak notion of solutions in the same vein as the

strong viscosity solutions of [4] and the pseudo-Markovian viscosity solutions of [11], in

the sense that it is defined by an approximation argument. Similar to [11], we consider

PPDEs with fully nonlinear, and possibly degenerate, generator F , which can exhibit a

non-uniformly continuous linear part. As in [11], our construction is based on a finite

dimensional approximation of paths, that are frozen on some time intervals. The difference

is that we do not consider a sequence of (possible infinitely many) hitting times to define

the frozen-path PPDE, but use a simple sequence π = (πn)n≥1 of discrete time grids on

[0, T ], with πn = (0 = tn0 < · · · < tnn = T ), and then freeze the path argument on each time

interval [tni , t
n
i+1) to obtain our sequence of generators Fn, see (2.7) below. Importantly,

the path argument is not only frozen, it is also approximated by a piecewise constant

or a piecewise linear approximation. For PPDEs having a probabilistic interpretation in
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terms of BSDEs or optimal control problems, this amounts to replacing in the coefficients

the original diffusion process by the corresponding piecewise constant or piecewise linear

approximation. From this point of view, this definition is very natural and simple. The

fact of freezing the path allows us to reduce to a finite dimensional setting, on which

standard viscosity solution techniques can be applied. The fact of making an additional

approximation of the original path allows us to view the corresponding PDEs as PDEs with

a finite number of parameters on which a-priori regularity estimates can be obtained.

In this setting, we say that a function v is a π-approximate viscosity solution of the PPDE

if it is the limit of the (classical) viscosity solutions (vn)n≥1 associated to the sequence

(Fn)n≥1, see Definition 2.6 for a precise statement. Without defining explicitly a notion of

solution, this approximation approach was already used successfully in [1] to obtain C1+α-

type estimates on the candidate solution of a specific class of fully-non linear PPDEs. We

show in this paper that it can actually allow one to consider fairly general situations.

Using this definition, the uniqueness and comparison are direct consequences of the com-

parison principle of classical PDEs. As for the existence, it is easy to obtain for a class of

semilinear PPDE or HJB type equations, where the solution has a probabilistic represen-

tation by the path-dependent BSDEs or optimal control problems. In fact, it is generally

enough to assume some uniform continuity conditions on the coefficient functions, and then

to apply the standard stability results of the BSDEs and SDEs, c.f. Proposition 2.8. How-

ever, it becomes more challenging to prove existence in the general nonlinear case, without

the help of a probabilistic representation. This is our main result, Theorem 2.11. It is

proved in a rather general setting ensuring that comparison and existence holds at the level

of the path-frozen finite dimensional PDEs, and only uses viscosity solution techniques. In

particular, the generator can be degenerate and does not need to be concave when d > 2,

an assumption made in [10].

At the same time, we are able to show that a classical solution of the PPDE is an

approximate viscosity solution, when d ≤ 2 or the non-linearity is concave (or convexe) in

the second order spatial derivative. In particular, our result could induce natural numerical

schemes for the class of nonlinear PPDEs, with an explicit convergence rate, see Remark

2.12.

Finally, another advantage of our approximation technique is that it allows one to obtain

Cβ,1+α-type regularity estimates (in the sense of Dupire) for solutions to PPDEs, a subject

which does not seem to have been investigated so far. In particular, this enables to use the

C0,1-functional Itô’s formula of [1], see this reference for a specific application in mathemat-

ical finance. In this paper, we show that the solution inherits the C1+α-regularity of the

coefficients and the terminal condition. For semi-linear equations, the results can actually

be proved by purely probabilistic arguments. For fully nonlinear equations, the approxi-

mation approach is fully exploited. In this case, we need to assume additional structure

conditions, and stay in the context where the generator is concave with respect to the Hes-

sian matrix or the dimension does not exceed 2. The (very difficult) question of whether a

uniform ellipticity condition can regularize the solution is left for future research.
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The rest of the paper is organized as follows. In Section 2, we introduce our notion of

π-approximate viscosity solutions to the PPDE, and provide some comparison, existence

and stability results, in a fairly general fully nonlinear setting. Then, in Section 3, we

provide some first regularity results on the solutions to the PPDE.

2 Approximate viscosity solution of path-dependent PDEs

In this section, we first define our notion of approximate viscosity solution, after introducing

some general notations. Its very definition implies that comparison holds under standard

assumptions. We next explain how it is naturally connected to optimal control problems.

Finally, we prove that existence holds in a fully nonlinear setting, and provide a first stability

result.

2.1 Preliminaries

By the parabolic and local nature of the PPDE (1.1), it is natural to consider the case

where its coefficients are defined on the space C([0, T ]) of Rd–valued continuous paths on

[0, T ]. A solution should then be defined on [0, T ] × C([0, T ]). On the other hand, when

one investigates the vertical regularity of this solution in the sense of Dupire, one needs

to consider paths with jumps, and hence it is more convenient to define it on the space

D([0, T ]) of Rd–valued càdlàg paths on [0, T ]. For this reason, we will consider two cases

Ω = C([0, T ]) or Ω = D([0, T ]) equipped with two different semimetrics.

For both cases of Ω, given x ∈ Ω, we define its uniform norm by ‖x‖ := sups∈[0,T ] |xs|,
and

xt∧ := (xt∧s)s≤T for t ≤ T , [x]ni := (xtnj )j=0,··· ,i for i ≤ n,

in which the later is defined with respect to a given increasing sequence of discrete time

grids π = (πn)n≥1, i.e.

• πn = (tni )0≤i≤n with 0 = tn0 < · · · < tnn = T , for each n ≥ 1,

• πn ⊂ πn+1, for each n ≥ 1,

• |πn| := maxi<n |tni+1 − tni | −→ 0 as n −→∞.

We define different semimetrics ρ : Ω×Ω −→ R+ as well as different projection operators

Πn : Ω −→ Ω, depending whether Ω = C([0, T ]) or Ω = D([0, T ]). Let $◦ : R+ −→ R+

be a modulus of continuity1 which is concave and satisfies that, for some constant c > 0,

$◦(x) ≥ cx for all x ≥ 0. We further define

$′◦(x) :=
√
$◦(x2), for all x ≥ 0. (2.1)

1i.e. non-decreasing and satisfying $◦(0) = 0.
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Case I: Ω = C([0, T ]). Let us define the family of semimetrics ρ and (ρt)t∈[0,T ] by

ρ := ρT , ρt(x, x
′) := $′◦

(
‖xt∧ − x′t∧‖

)
, for all (t, x, x′) ∈ [0, T ]× Ω× Ω. (2.2)

Further, for each n ≥ 1, t ∈ (tnk , t
n
k+1], k = 0, · · · , n− 1, we define Πn

t : Ω −→ Ω by

Πn
t [x]s :=

k−1∑
i=0

1{s∈[tni ,t
n
i+1)}

( tni+1 − s
tni+1 − tni

xtni +
s− tni
tni+1 − tni

xtni+1

)
+ 1{s∈[tnk ,T ]}

( t− s ∧ t
t− tnk

xtnk +
s ∧ t− tnk
t− tnk

xt

)
, x ∈ C([0, T ]).

Namely, Πn
t [x] is the linear interpolation of the points (xtn0 , · · · , xtnk , xt). By convention,

Πn[·] := Πn
T [·].

Case II: Ω = D([0, T ]). For each t ∈ [0, T ], we define the Skorokhod metric dt : Ω×Ω −→
R+ by

dt(x, x
′) = dt(xt∧, x

′
t∧) := inf

λt∈Λt
max

{
‖λt − It‖, ‖xt∧ − (x′ ◦ λ)t∧‖

}
,

for (t, x, x′) ∈ [0, T ]×D([0, T ])×D([0, T ]), where It : [0, t] −→ [0, t] is the identity function,

and Λt denotes the collection of all strictly increasing and continuous bijections from [0, t]

to [0, t]. Let µ be a finite positive measure on [0, T ] with atoms at finitely number of points

in πn for some n ≥ 1. We then define the family of semimetrics ρ and (ρt)t∈[0,T ] by

ρ := ρT , ρt(x, x
′) := $′◦

(
dt
(
xt∧, x

′
t∧
)

+

∫ t

0

∣∣xs − x′s
∣∣µ(ds)

)
, (2.3)

for (t, x, x′) ∈ [0, T ] × Ω × Ω. For each n ≥ 1, t ∈ (tnk , t
n
k+1], k = 0, · · · , n − 1, we define

Πn
t : x ∈ Ω −→ Πn

t [x] ∈ Ω as the piecewise constant approximation of x:

Πn
t [x]s :=

k−1∑
i=0

1{s∈[tni ,t
n
i+1)}xtni + 1{s∈[tnk ,t)}xt

n
k

+ 1{t}xt, and Πn[·] := Πn
T [·].

Hereafter, we shall consider the two cases simultaneously and only write (Ω, ρ), unless we

need to specialize to Ω = D([0, T ]) as in Section 2.4 and Section 3 below.

Remark 2.1. In both cases of the definitions of (Ω, ρ,Π[·]), there exists a constant C > 0

such that ρt(x, x
′) ≤ C(1 + ‖xt∧ − x′t∧‖) and

ρ(x, x′) ≤ ρt(x, x′), for all t ∈ [0, T ] and x, x′ ∈ Ω such that (xs−xt)s∈[t,T ] = (x′s−x′t)s∈[t,T ].

More importantly, one has

ρt
(
Πn
t [x], x

)
−→ 0 as n −→∞, for all x ∈ Ωt := {x ∈ Ω : x = xt∧},

and in particular, the space (Ωt, ρt) is separable.
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2.2 Definition of approximate viscosity solutions

Let Sd denote the space of all symmetric d×d-dimensional matrices, and Θ := [0, T ]×Ω. We

say that a functional u : Θ −→ R is non-anticipative if u(t, x) = u(t, xt∧) for all (t, x) ∈ Θ.

We are given a generator function F : [0, T ]×Ω×R×Rd×Sd −→ R, which is non-anticipative

in the sense that F (t, x, y, z, γ) = F (t, xt∧, y, z, γ) for all (t, x, y, z, γ) ∈ [0, T ]×Ω×R×Rd×Sd,
and a terminal data g : Ω −→ R. Throughout the paper, we study the following PPDE:

−∂tv(t, x)− F
(
t, x, v(t, x),∇xv(t, x),∇2

xv(t, x)
)

= 0, (t, x) ∈ [0, T )× Ω, (2.4)

with terminal condition

v(T, x) = g(x), x ∈ Ω. (2.5)

Our definition of approximate viscosity solutions is based on the approximations of the

path x, through the operator Πn defined above, which allows us to reduce to a finite

dimensional setting. Let us first introduce some functional spaces. Given L > 0, let

CL :=
{
g : Ω −→ R : g is continuous w.r.t. ‖ · ‖ and satisfies sup

x∈Ω

|g(x)|
1 + ‖x‖

≤ L
}
,

and let LSCnL (resp. USCnL) denote the collection of non-anticipative functions f : Θ×Rd −→
R satisfying, for each i ≤ n− 1, and (t, x, x) ∈ [tni , t

n
i+1)× Ω× Rd,

|f(t, x, x)| ≤ L
(
1 + ‖x‖+ |x|

)
and f(t, x, x) = f

(
t,Πn[x], x

)
,

and such that (t, x) 7−→ f(t, x, x) is lower-semicontinuous (resp. upper-semicontinuous) on

each domain [tni , t
n
i+1) × Rd, i = 0, · · · , n − 1. Then, it is clear that a functional f ∈

LSCnL ∪ USCnL can be represented in the form

f(t, x, x) =
n−1∑
i=0

fi
(
t, [x]ni , x

)
1[tni ,t

n
i+1)(t) + fn

(
[x]nn, x

)
1{tnn}(t). (2.6)

for a sequence of functions fi : [tni , t
n
i+1)× (Rd)i+1 ×Rd −→ R, i = 0, · · · , n− 1, and a map

fn : (Rd)n+1 × Rd −→ R. Let

CnL := LSCnL ∩ USCnL.

Finally, let us define for t ∈ [tni , t
n
i+1)

Fn(t, x, y, z, γ) := F
(
t,Πn

tni
[x], y, z, γ

)
, for all (x, y, z, γ) ∈ Ω× R× Rd × Sd. (2.7)

Definition 2.2. We say that un ∈ LSCnL (resp. USCnL) of the form (2.6) is a πn-viscosity

supersolution (resp. subsolution) of (2.4) if, for all x ∈ Ω and i = 0, · · · , n − 1, the map

(t, x) 7−→ un(t, x, x) is a viscosity supersolution (resp. subsolution) of

−∂tϕ(t, x)− Fn
(
t, x, ϕ(t, x), Dϕ(t, x), D2ϕ(t, x)

)
= 0, on [tni , t

n
i+1)× Rd, (2.8)

satisfying the boundary condition

lim inf
t↗tni+1,x

′→x
δ
(
ϕ(t, x′)− un

(
tni+1,Π

n[x]�tni+1
x, x

))
≥ 0, for all x ∈ Rd,
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with δ = 1 (resp. δ = −1) and2

x�tx
′ := x1[0,t) + x′1[t,T ], for all t ≤ T and x, x′ ∈ Ω.

Moreover, we say that un is a πn-viscosity solution of (2.4) if it is both a πn-viscosity

supersolution and subsolution of (2.4).

In order to ensure the existence and uniqueness of a πn-viscosity solution in ∪L′>0CnL′ , we

make the following standard assumption throughout the paper, in which the continuity or

Lipschitz continuity property of a functional x ∈ Ω 7−→ f(x) is defined w.r.t. the uniform

norm ‖ · ‖.

Assumption 2.3. Let L > 0 be a fixed positive constant.

(i) For all (t, x) ∈ Θ, the map (y, z, γ) ∈ R × Rd × Sd 7−→ F (t, x, y, z, γ) is L-Lipschitz

continuous, and |F (t, x, 0, 0, 0)| ≤ L(1 + ‖x‖).

(ii) There exists a continuous map $ : R+ −→ R+ such that $(0) = 0 and

F
(
t, x, y, α(z − z′),Γ1

)
− F

(
t, x, y, α(z − z′),Γ2

)
≤ $

(
α|z − z′|2 + |z − z′|

)
,

for all (t, x, y, z, z′) ∈ Θ× R× Rd × Rd, Γ1,Γ2 ∈ Sd and α > 0 such that

−3α

(
Id 0

0 Id

)
≤

(
Γ1 0

0 −Γ2

)
≤ 3α

(
Id −Id
−Id Id

)
,

in which Id denotes the d× d-dimensional identity matrix.

(iii) The map γ 7−→ F (·, γ) is non-decreasing (for the natural partial order on Sd).

(iv) There exists a compact subset A of Rd′, d′ ≥ 1, non-anticipative continuous maps σ, σ :

Θ×A −→Md and L-Lipschitz non-anticipative continuous maps F , F : Θ×R×Rd 7−→ R
such that

(a) x ∈ Ω 7−→ (σ, σ)(t, x, a) is L-Lipschitz continuous, uniformly in (t, a) ∈ [0, T ]×A.

(b) For all γ ∈ Sd,

F + inf
a∈A

1

2
Tr
[
σ σ>(·, a) γ

]
≤ F (·, γ) ≤ F + sup

a∈A

1

2
Tr
[
σ σ>(·, a) γ

]
.

Remark 2.4. Item (i) enables us to work on an unbounded domain by exhibiting a suitable

penalty function to obtain a comparison principle, see the proof of Proposition 2.5 below.

The Lipschitz continuity in (z, γ) could be made local in x by allowing the Lipschitz constant

to be of the form L′(1 + ‖x‖). We refrain from pursuing with this relaxation to avoid

unnecessary complexities. Items (ii)-(iii) of Assumption 2.3 are standard to ensure the

well-posedness of the PDE as well as the comparison principle. Item (iv) of Assumption

2.3 will be used to exhibit a πn-viscosity supersolution and a πn-viscosity subsolution of

(2.4) with terminal condition g ∈ CL, having linear growth, uniformly in n ≥ 1, see (2.10)

below. It is essentially induced by the Lipschitz continuity of F , and could be replaced by

other conditions leading to similar a-priori estimates.
2Hereafter, we identify a constant x ∈ Rd to the constant process x1[0,T ].
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Proposition 2.5. Let Assumption 2.3 hold true.

(i) Fix n ≥ 1 and let un ∈ LSCnL (resp. vn ∈ USCnL) be a πn-viscosity supersolution

(resp. subsolution) of (2.4) such that un(tnn, ·) ≥ vn(tnn, ·). Then, un ≥ vn on Θ× Rd.

(ii) Fix g ∈ CL and n ≥ 1. Then, (2.4) has a unique πn-viscosity solution vn ∈ ∪L′>0CnL′
satisfying the terminal condition

vn
(
tnn, x, xtnn

)
= vn

(
tnn,Π

n[x], xtnn
)

= g
(
Πn[x]

)
, for all x ∈ Ω. (2.9)

(iii) Fix g ∈ CL and let (vn)n≥1 be defined as in (ii) above. Then, there exists C > 0, that

depends only on L, such that

sup
n≥1
|vn(t, x, x)| ≤ C(1 + ‖x‖+ |x|), for all (t, x, x) ∈ Θ× Rd. (2.10)

Proof. (i) Let us n ≥ 1, 0 ≤ i ≤ n − 1, x ∈ Ω. If w is a viscosity subsolution of

(2.8) on [tni , t
n
i+1) × Rd, then Assumption 2.3.(i) ensures that (t, x) ∈ [tni , t

n
i+1) × Rd 7−→

w(t, x) − ε(1 + |x|2)e4Lt is a viscosity subsolution of (2.8) on [tni , t
n
i+1) × Rd for all ε > 0.

Combined with Assumption 2.3.(ii), it follows by standard arguments that (2.8) admits a

comparison principle among functions having linear growth (see e.g. [6, Section 8]). Item

(i) of Proposition 2.5 is then proved by backward induction.

(ii)− (iii) For each n ≥ 1, the uniqueness of the πn-viscosity solution vn of (2.4) with

terminal condition (2.9) follows from Item (i). It remains to construct a solution having

the (uniform) linear growth property (2.10).

Recall that A is a compact subset of Rd′ for some d′ ≥ 1, in Assumption 2.3. Let us

consider a probability space equipped with a standard d-dimensional Brownian motion

W and the corresponding Brownian filtration, and denote by A the collection of all pre-

dictable processes taking values in A. Then, given θ := (t, x, x) ∈ Θ × Rd and a ∈ A, let

(Xθ,a, Y θ,a, Zθ,a) be the unique triplet of Rd × R× Rd-adapted processes satisfying

E
[
‖Xθ,a‖2 + ‖Y θ,a‖2 +

∫ T

t
|Zθ,as |2ds

]
<∞

and that solves the (decoupled) forward-backward SDE

Xθ,a
s = 1{s∈[0,t)}xs + 1{s∈[t,T ]}

(
x+

∫ s

t
σ(r,Πn[Xθ,a], ar)dWr

)
,

Y θ,a
s = g

(
Πn[Xθ,a]

)
+

∫ T

s
F (r,Πn[Xθ,a], Y θ,a

r , Zθ,ar )dr −
∫ T

s
Zθ,ar dWr, s ∈ [t, T ].

It follows then from standard arguments combined with Item (iv) of Assumption 2.3 that

(t, x, x) ∈ Θ×Rd 7−→ un(t, x, x) := inf{Y θ,a
t , a ∈ A} is a πn-viscosity subsolution (actually

solution) of (2.4) with terminal condition (2.9), see e.g. [19]. At the same time, using

the Lipschitz continuity condition in Item (iv) of Assumption 2.3, it follows by standard

estimates on the BSDEs (see e.g. [12]) that we can find C > 0, that depends only on L,

such that

|Y θ,a
t | ≤ C(1 + ‖x‖+ |x|), ∀ a ∈ A.
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Therefore, un satisfies the linear growth estimate, uniformly in n ≥ 1. Similarly, we can

exhibit a πn-viscosity supersolution un of (2.4) with terminal condition (2.9) that satisfies

the same growth estimate. Then, the existence of a πn-viscosity solution vn and the estimate

(2.10) follow from Perron’s method, see e.g. [6].

Given the existence result of Proposition 2.5, we can now provide our definition of π-

approximate viscosity solutions.

Definition 2.6. Given g ∈ CL, let vn be the unique πn-viscosity solution of (2.4) satisfying

the terminal condition (2.9), for each n ≥ 1. We say that v is a π-approximate viscosity

solution of (2.4)-(2.5) if (vn)n≥1 admits a pointwise limit and

v(t, x) = lim
n→∞

vn(t, x, xt), for all (t, x) ∈ Θ.

2.3 Comparison principle, existence and stability properties

We provide here some results on the comparison, existence and stability of π-approximate

viscosity solutions. For a πn-viscosity solution solution vn : Θ×Rd −→ R, we will consider

it as a functional on Θ with

vn(t, x) := vn(t, x, xt), for all (t, x) ∈ Θ.

2.3.1 Comparison of solutions

By the comparison principle results for πn-viscosity solutions of Proposition 2.5, it follows

immediately a comparison principle for the π-approximate viscosity solutions, by Definition

2.6. We state the result below and omit its proof.

Proposition 2.7. For k = 1, 2, let F k : Θ × R × Rd × Sd −→ R satisfy Assumption 2.3,

gk ∈ CL, and vk be a π-approximate viscosity solution of (2.4)-(2.5) associated to (F k, gk)

in place of (F, g). Assume that F 1 ≤ F 2 and that g1 ≥ g2. Then, v1 ≥ v2 on Θ.

2.3.2 A first existence result for Hamilton-Jacobi-Bellman equations

When PPDE (2.4) is in form of a path-dependent Hamilton-Jacobi-Bellman (HJB) equa-

tion, then, for each n ≥ 1, its πn-viscosity solution vn is the solution to a classical HJB

equation, which corresponds to the value function of a controlled diffusion processes prob-

lem in which the path of the controlled forward process X is replaced by its approximation

Πn[X] in the coefficients. In this case, the convergence of (vn)n≥1 follows from the conver-

gence of Πn[X] to X. Let us provide the following example to illustrate the idea. A more

abstract result will be stated below.

Proposition 2.8. Let g ∈ CL, and

F (t, x, y, z, γ) = sup
a∈A

(
F◦(t, x, y, z, a) +

1

2
Tr[σσ>(t, x, a)γ]

)
, (t, x, y, z) ∈ Θ× R× Rd × Sd,

9



for some Borel set A ⊂ Rd′, d′ ≥ 1, and continuous functionals F◦ : Θ×R×Rd ×A −→ R
and σ : Θ×A −→ R such that sup(t,a)∈[0,T ]×A

∣∣F (t,0, 0, 0, a)
∣∣ <∞ and

sup
(t,x,a)∈Θ×A

|σ(t, x, a)|
1 + |x|

<∞,

x ∈ Ω 7−→ σ(t, x, a) is Lipschitz under ‖ · ‖ uniformly in (t, a) ∈ [0, T ]×A.

Moreover, assume that, for all (t, x, x′, y, y′, z, z′, a) ∈ [0, T ]× Ω2 × R2 × (Rd)2 ×A,∣∣g(x)−g(x′)
∣∣ ≤ ρ(x, x′), and

∣∣F◦(t, x, y, z, a)−F◦(t, x′, y′, z′, a)
∣∣ ≤ L(ρt(x, x′)+|y−y′|+|z−z′|).

Then, PPDE (2.4)-(2.5) has a unique πn-viscosity solution vn for each n ≥ 1, and vn −→ v

pointwise for some non-anticipative map v : Θ −→ R. In particular, v is a π-approximate

viscosity solution of (2.4)-(2.5).

Proof. Let us fix (t, x) ∈ Θ. First, by Proposition 2.5, there exists a unique πn-viscosity

solution vn to (2.4) with linear growth. Moreover, by the representation theorem of Marko-

vian 2BSDE (see e.g. [19]), one has vn(t, x) = supa∈A Y
n,a
t , where (Xn,a, Y n,a, Zn,a) is the

unique solution to the FBSDE

Xn,a
s = xs∧t +

∫ s∨t

t
σ
(
r,Πn

[
Xn,a

]
, ar
)
dWr, s ∈ [0, T ],

Y n,a
s = g

(
Πn
[
Xn,a

])
+

∫ T

s
F◦
(
r,Πn

[
Xn,a

]
, Y n,a

r , Zn,ar

)
dr −

∫ T

s
Zn,ar dWr, s ∈ [t, T ],

and A, W are as in Step (ii)-(iii) of the proof of Proposition 2.5. Let Xa be the controlled

diffusion process defined by

Xa
s = xs∧t +

∫ s∨t

t
σ
(
r,Xa, ar

)
dWr, s ∈ [0, T ].

It follows from standard stability result for SDEs that

sup
a∈A

E
[∥∥Xn,a −Xa

∥∥2
]
−→ 0, as n −→∞.

Using the concavity of the continuity modulus function $◦ in both (2.2) and (2.3), one can

deduce that

sup
a∈A

E
[ ∫ T

t

∣∣∣F◦(r,Πn
[
Xn,a

]
, 0, 0

)
− F◦

(
r,Xa, 0, 0

)∣∣∣2dr +
∣∣∣g(Πn

[
Xn,a

])
− g
(
Xa
)∣∣∣2] −→ 0.

Let (Y a, Za) be the unique solution of the BSDE

Y a
s = g

(
Xa
)

+

∫ T

s
F◦
(
r,Xa, Y a

r , Z
a
r

)
dr −

∫ T

s
Za
rdWr, s ∈ [t, T ].

It follows then by standard stability result for BSDEs (see e.g. [12]) that

sup
a∈A

∣∣Y n,a
t − Y a

t

∣∣ −→ 0.
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Therefore, one has

vn(t, x) = vn(t, x, xt) = sup
a∈A

Y n,a
t −→ v(t, x) := sup

a∈A
Y a
t ,

and hence v is a π-approximate viscosity solution of (2.4)-(2.5) by Definition 2.6.

Remark 2.9. (i) Similarly, one can consider Hamilton-Jacobi-Bellman-Isaac equations

associated to zero-sum games. The critical point is the uniform convergence of the approx-

imation of the controlled diffusion processes as well as the stability of the related BSDEs.

(ii) Notice that, in the proof of Proposition 2.8, convergence holds (to the same function)

for any sequence π of time grids, and the limit does not depends on π. In other words, the

exact sequence π of time grids entering in Definition 2.6 does not play any role. This will

also be the case for our general existence result in Theorem 2.11 below.

2.3.3 Existence and stability for fully nonlinear equations

In this part, we prove the existence of a unique π-approximate viscosity solution as well

as a stability result for a general class of fully nonlinear equations satisfying the following

structure condition.

Assumption 2.10. There exists a continuous non-anticipative function H : Θ×R×Rd×
Sd −→ R, together with non-anticipative maps r : Θ −→ R, µ : Θ −→ R and σ : Θ −→ Sd,
such that γ 7−→ H(·, γ) is increasing, and for all (t, x, y, z, γ) ∈ [0, T ]× Ω× R× Rd × Sd,

F (t, x, y, z, γ) = H(t, x, y, z, γ) + r(t, x)y + µ(t, x) · z +
1

2
Tr
[
σσ>(t, x)γ

]
.

Moreover, there is a constant L > 0 such that for all t ∈ [0, T ] and (x, y, z, γ), (x′, y′, z′, γ′) ∈
Ω× R× Rd × Sd, one has |r(t, x)| ≤ L and∣∣g(x)− g(x′)

∣∣ ≤ Lρ(x, x′), (2.11)∣∣r(t, x)− r(t, x′)
∣∣+
∣∣µ(t, x)− µ(t, x′)

∣∣+
∣∣σ(t, x)− σ(t, x′)

∣∣ ≤ Lmin(ρt(x, x
′), ‖x− x′‖),

(2.12)∣∣H(t, x, y, z, γ)−H(t, x′, y′, z′, γ′)
∣∣ ≤ L

(
ρt(x, x

′) + |y − y′|+ |z − z′|+ |γ − γ′|
)
. (2.13)

The above turns out to be enough not only to prove existence and uniqueness but also

that the solution does not depend on the particular sequence π = (πn)n≥1 of time grids

used in Definition 2.6 (see also Remark 2.9). Recall that $◦ : R+ −→ R+ is a modulus

of continuity, which is concave and satisfies $◦(x) ≥ cx, and $′◦(x) :=
√
$◦(x2), for all

x ≥ 0.

Theorem 2.11. Let Assumptions 2.3 and 2.10 hold true. Then:

(i) PPDE (2.4)-(2.5) has a unique π-approximate viscosity solution v.

(ii) For all K > 0, there exists a constant CK > 0, that depends only on K and L, such

that

|v(t, x′)− v(t, x)| ≤ CK $′◦
(
ρt
(
x, x′

))
and |v(t′, xt∧)− v(t, x)| ≤ CK$′◦

(
$′◦
(
|t′ − t|

1
2
))
,

(2.14)
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for all 0 ≤ t ≤ t′ ≤ T and x, x′ ∈ Ω satisfying ‖x‖ ∨ ‖x′‖ ≤ K.

(iii) If π′ is another increasing sequence of discrete time grids and v′ is the π′-approximate

viscosity solution of (2.4)-(2.5), then v′ = v on [0, T ]× Ω.

Remark 2.12. Let the conditions in Theorem 2.11 hold. As a by-product of (2.34) in the

proof below, for all K > 0, there exists a constant CK > 0 such that∣∣vn(t, x, xt)− v(t, x)
∣∣ ≤ CK $′◦

(
ρt
(
Πn
t [x], xt∧

)
+ |πn|

1
4

)
, (2.15)

whenever ‖x‖ ≤ K.

Before to prove the above, let us state immediately the following stability result.

Proposition 2.13. Let (Fk, gk)k≥0 be a sequence satisfying the assumptions in Theorem

2.11, uniformly in k ≥ 0, and such that(
Fk(tk, xk, yk, zk, γk), gk(xk)

)
−→

(
F0(t, x, y, z, γ), g0(x)

)
as k −→∞,

whenever (tk, xk, yk, zk, γk) −→ (t, x, y, z, γ) ∈ Θ×R×Rd × Sd. Let vk be a π-approximate

viscosity solution associated to (Fk, gk) for each k ≥ 0. Then, there exists a subsequence

(km)m≥1 such that (vkm)m≥1 converges pointwise to v0.

Proof. For each k ≥ 0, let vnk be the πn-viscosity solution associated to (Fk, gk). Then, for

each fixed n ≥ 1, it follows by stability of the viscosity solutions of classical PDEs that

vnk −→ vn0 pointwise as k −→∞.

In view of Remark 2.1, one can find a countable subset Θ◦ of Θ such that, for all (t, x) ∈ Θ,

there exists a sequence (ti, xi)i≥1 ⊂ Θ◦ satisfying

ρti
(
xi, x

)
+ |ti − t|1/2 −→ 0. (2.16)

Then, by a standard diagonalization argument, we can find a subsequence (kn)n≥1 such

that |vnkn − v
n
0 | −→ 0 pointwise on the countable set Θ◦. On the other hand, (2.15) implies

that, for each (t, x) ∈ Θ◦, there is some constant C > 0 such that

|vkn − v0|(t, x) ≤ |vnkn − v
n
0 |(t, x, xt) + 2C$′◦

(
ρt
(
Πn
t [x], x

)
+ |πn|

1
4

)
, for all n ≥ 1.

Therefore, by Remark 2.1, one has vkn −→ v pointwise on Θ◦. Finally, by (2.14) and (2.16),

it follows that vkn −→ v0 pointwise on Θ.

We now complete the proof of Theorem 2.11. The key ingredient is to provide a uniform

estimate on the difference vm− vn when m,n −→∞, where vm (resp. vn) is the πm-(resp.

πn-)viscosity solution of (2.4) with terminal condition (2.9).

By (2.6) and Definition 2.2, it is clear that vn(t, x, x) depends only on (xtnj )j=0,··· ,i and

x when t ∈ [tni , t
n
i+1). For this reason, for each n ≥ 1 and t ∈ [tni , t

n
i+1), we introduce

vni : [tni , t
n
i+1)× (Rd)i+1 × Rd −→ R defined by

vni
(
t, [x]ni , x

)
:= vn

(
t,Πn[x]tni ∧, x

)
, (2.17)
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and Fni : [tni , t
n
i+1)× (Rd)i+1 × Rd → R as well as gn : (Rd)n+1 → R defined as

Fni
(
t, [x]ni , ·

)
:= F

(
t,Πn[x]tni ∧, ·

)
, gn

(
[x]nn

)
:= g

(
Πn[x]

)
. (2.18)

We similarly define rni , µni , σni , i.e.

rni
(
t, [x]ni

)
:= r

(
t,Πn[x]tni ∧

)
, µni

(
t, [x]ni

)
:= µ

(
t,Πn[x]tni ∧

)
, σni

(
t, [x]ni

)
:= σ

(
t,Πn[x]tni ∧

)
.

Then, by Definition 2.2, (t, x) 7−→ vni (t, [x]ni , x) is the unique viscosity solution of the

classical PDE

−∂tvni
(
t, [x]ni , x

)
− Fni

(
t, [x]ni , v

n
i , Dv

n
i , D

2vni
)

= 0, (t, x) ∈ [tni , t
n
i+1) ∈ Rd, (2.19)

with terminal condition

vni (tni+1, [x]ni , x) = vni+1(tni+1, ([x]ni , x), x), i = 0, · · · , n− 2, vnn
(
tnn, [x]nn

)
= gn

(
[x]nn

)
,

whereDvni (resp. D2vni ) represents the gradient (resp. Hessian matrix) of x 7−→ vni (t, [x]ni , x).

Given 1 ≤ m ≤ n, let us denote

d(πm, πn) := max
t∈πn

min
t′∈πm∩[t,T ]

|t− t′|.

We first study the stability of (vn)n≥1 with respect to n and its space arguments.

Lemma 2.14. Let the conditions of Theorem 2.11 hold, and let vn be the πn-viscosity

solution of (2.4) satisfying the terminal condition (2.9) for each n ≥ 1. Then, for all

K > 0, there exists a constant CK > 0, such that, for all m,n ≥ 1, t ∈ [0, T ], and x, x′ ∈ Ω

satisfying ‖xt∧‖+ ‖x′t∧‖ ≤ K,∣∣vm(t, x, xt)− vn(t, x′, x′t)
∣∣ ≤ CK$

′
◦

(
ρt
(
Πm[x],Πn[x′]

)
+ |xt − x′t|+ d(πm, πn)

1
4

)
. (2.20)

Proof. We restrict to the one dimensional case d = 1 for ease of notations. Given m ≤ n,

as πm ⊂ πn, the vector [x]nn contains all the information of [x]mm. We will then consider a

functional of [x]m· as a functional of [x]n· . For this purpose, let us introduce, for all i ≤ n−1,

t ∈ [tni , t
n
i+1), x ∈ Ω and x ∈ R,

vm,ni

(
t, [x]ni , x

)
:= vmInm(i)

(
t, [x]mInm(i), x

)
, (2.21)

where Inm(i) := max{j : tmj ≤ tni } for all i = 0, 1, · · · , n. Similarly, one defines the

functionals

Fm,ni , Hm,n
i , rm,ni , µm,ni , σm,ni , gm,n.

(i) Given i < n, (t, x, x′) ∈ [tni , t
n
i+1)× R2 and x, x′ ∈ Ω, set

wm,ni

(
t, [x]ni , [x

′]ni , x, x
′) := vni

(
t, [x]ni , x

)
− vm,ni

(
t, [x′]ni , x

′).
We first show that wm,ni (·, [x]ni , [x

′]ni , ·, ·) is a viscosity subsolution of a HJB equation. Let

φ : [tni , t
n
i+1]× R2 −→ R be a smooth function and (t̂, x̂, x̂′) ∈ [tni , t

n
i+1)× R2 be such that

0 = max
(t,x,x′)∈[tni ,t

n
i+1)×R2

(
wm,ni

(
t, [x]ni , [x

′]ni , x, x
′)− φ(t, x, x′)

)
= wm,ni

(
t̂, [x]ni , [x

′]ni , x̂, x̂
′)− φ(t̂, x̂, x̂′).
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Recall that vni is a viscosity (super-)solution of (2.8) with generator Fn and vm,ni is a

viscosity (sub-)solution of (2.8) with generator Fm,n. Then, it follows from Ishii’s lemma

(see e.g. [6, Theorem 3.2]) that, for all ε > 0, one can find γε, γ
′
ε ∈ R such that(

γε 0

0 −γ′ε

)
≤ D2φ(t̂, x̂, x̂′) + ε

(
D2φ(t̂, x̂, x̂′)

)2
, (2.22)

and

0 ≥ − ∂tφ(t̂, x̂, x̂′)− Fn
(
t̂, [x]ni , v

n
i

(
t̂, [x]ni , x̂

)
, ∂xφ(t̂, x̂, x̂′), γε

)
+ Fm,n

(
t̂, [x]ni , v

m,n
i

(
t̂, [x′]ni , x̂

′),−∂x′φ(t̂, x̂, x̂′), γ′ε
)
. (2.23)

We now estimate the r.h.s. of (2.23). By (2.13) and (2.22), using the notation θ =

(t̂, [x]ni , x̂, x̂
′, γε, γ

′
ε),

∆Hm,n
ε := − Hn

(
t̂, [x]ni , v

n
i

(
t̂, [x]ni , x̂

)
, ∂xφ(t̂, x̂, x̂′), γε

)
+ Hm,n

(
t̂, [x′]ni , v

m,n
i

(
t̂, [x′]ni , x̂

′),−∂x′φ(t̂, x̂, x̂′), γ′ε
)

≥ − L
(
ρt(Π

n
tni

(x),Πm
tni

(x′)) + |φ(t̂, x̂, x̂′)|+ |∂xφ(t̂, x̂, x̂′) + ∂x′φ(t̂, x̂, x̂′)|
)

− ∂γH
n(θ)

(
∆φ(t̂, x̂, x̂′) + ε∆2φ(t̂, x̂, x̂′)

)
,

for some functional ∂γH
n ≥ 0 bounded by L, and where

∆φ := ∂2
xxφ+ 2∂2

xx′φ+ ∂2
x′x′φ and ∆2φ := (1, 1)

(
D2φ

)2( 1

1

)
.

This implies that

lim inf
ε↓0

∆Hm,n
ε

≥ min
(b1,b2,b3)∈B

(
− b1φ(t̂, x̂, x̂′)− b2

(
∂xφ(t̂, x̂, x̂′) + ∂x′φ(t̂, x̂, x̂′)

)
− |b3|2∆φ(t̂, x̂, x̂′)

)
− Lρt

(
Πn
tni

(x),Πm
tni

(x′)
)
, (2.24)

with B := [−L,L]2 × [0,
√
L].

Similarly, by (2.10) and (2.12),

− rni
(
t̂, [x]ni

)
vni
(
t̂, [x]ni , x̂

)
+ rm,ni

(
t̂, [x′]ni

)
vm,ni

(
t̂, [x′]ni , x̂

′)
≥ − rni

(
t̂, [x′]ni

)
φ
(
t̂, x̂, ŷ

)
− ∆rm,ni (t̂, [x]ni , [x

′]ni )vm,ni

(
t̂, [x′]ni , x̂

′),
where

∆rm,ni (t̂, [x]ni , [x
′]ni ) := rm,ni (t̂, [x′]ni )− rni (t̂, [x]ni )

satisfies

|∆rm,ni (t̂, [x]ni , [x
′]ni )| ≤ Cδm,n

t̂
(1 + ‖x′‖+ |x̂′|), (2.25)

for some constant C > 0 that depends only on L, with

δm,n
t̂

:= Lmin
(
ρt̂
(
Πn[x],Πm[x′]

)
,
∥∥Πn[x]t̂∧ −Πm[x′]t̂∧

∥∥). (2.26)
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Further, one has

− µni
(
t̂, [x]ni

)
∂xφ

(
t̂, x̂, x̂′

)
+ µm,ni

(
t̂, [x′]ni

)
(−∂x′φ

(
t̂, x̂, x̂′

)
)

= − µni (t̂, [x]ni )
[
∂xφ

(
t̂, x̂, x̂′

)
+ ∂x′φ

(
t̂, x̂, x̂′

)]
−∆µm,ni (t̂, [x]ni , [x

′]ni )∂x′φ
(
t̂, x̂, x̂′

)
,

where

∆µm,ni (t̂, [x]ni , [x
′]ni ) := µm,ni (t̂, [x′]ni )− µni (t̂, [x]ni ),

satisfies ∣∣∆µm,ni (t̂, [x]ni , [x
′]ni ))

∣∣ ≤ δm,n
t̂

. (2.27)

Finally, by (2.22),

lim inf
ε↓0

(
− σni

(
t̂, [x]ni

)2
γε + σm,ni

(
t̂, [x′]ni

)
)2(−γ′ε)

)
≥ − σni

(
t̂, [x]ni

)2
∂2
xxφ
(
t̂, x̂, x̂′

)
−
[
σni
(
t̂, [x]ni

)
+ ∆σm,ni (t, [x]ni , [x

′]ni )
]2
∂2
x′x′φ

(
t̂, x̂, x̂′

)
− 2σni

(
t̂, [x]ni

)[
σni
(
t̂, [x]ni

)
+ ∆σm,ni (t, [x]ni , [x

′]ni )
]
∂2
xx′φ

(
t̂, x̂, x̂′

)
,

where

∆σm,ni (t̂, [x]ni , [x
′]ni ) := σm,ni (t̂, [x′]ni )− σni (t̂, [x]ni ),

so that ∣∣∆σm,ni (t̂, [x]ni , [x
′]ni )
∣∣ ≤ δm,n

t̂
. (2.28)

By arbitrariness of ε > 0, it follows that wm,ni

(
·, [x]ni , [x

′]ni , ·, ·
)

is a viscosity subsolution on

[tni , t
n
i+1)× R2 of

0 ≥ − ∂tφ(t, x, x′) − max
b∈B
Lbi [t, [x]ni , [x

′]ni ]φ(t, x, y)− fni (t, [x]ni , [x
′]ni , x),

in which

fni (t, [x]ni , [x
′]ni , x) := (C + 1)

(
1 + ‖x′‖+ |x′|

)
δm,nt , (2.29)

and

Lbi [t, [x]ni , [x
′]ni ]φ(t, x, x′)

:= (b1 + rni )
(
t, [x]ni

)
φ
(
t, x, x′

)
+
(
b2 + µni (t, [x]ni )

)(
∂xφ(t, x, x′) + ∂x′φ(t, x, x′)

)
+ ∆µm,ni (t, [x]ni , [x

′]ni )∂xφ
(
t, x, x′

)
+

1

2
|
√

2b3|2∆φ(t, x, x′) +
1

2
σni
(
t, [x]ni

)2
∂2
xxφ
(
t, x, x′

)
+

1

2

[
σni
(
t, [x]ni

)
+ ∆σm,ni (t, [x]ni , [x

′]ni )
]2
∂2
x′x′φ

(
t, x, x′

)
+ σni

(
t, [x]ni

)[
σni
(
t, [x]ni

)
+ ∆σm,ni (t, [x]ni , [x

′]ni )
]
∂2
xx′φ

(
t, x, x′

)
.

Moreover, it satisfies the boundary condition

lim
t↑tni+1

wm,ni

(
t, [x]ni , [x

′]ni , x, x
′) = wm,ni+1

(
tni+1, ([x]ni , x), ([x′]ni , x

′), x, x′
)
.

(ii) Given (t, x, x′) ∈ [tni , t
n
i+1) × R2, i < n, and β ∈ B, the collection of predictable B-

valued processes, on some probability space endowed with the augmented filtration of a
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two dimensional Brownian motion W = (W 1,W 2), let us now define the two processes Xβ

and X ′β by

Xβ =[x�tx]t∧ +

∫ ·
t

[β2
s + µ(s,Πn[Xβ])]ds+

∫ ·
t

√
2β3

sdW
1
s +

∫ ·
t
σ(s,Πn[Xβ])dW 2

s

X ′β =[x′�tx
′]t∧ +

∫ ·
t
dXβ

r +

∫ ·
t

∆µ(s,Πn[Xβ],Πm[X ′β])ds

+

∫ ·
t

∆σ(s,Πn[Xβ],Πm[X ′β])dW 2
s .

Assume that ‖x‖ ∨ ‖x′‖ ∨ |x| ∨ |x′| ≤ K. Then, using (2.12), (2.26), (2.27), (2.28), we can

find CK , that only depends on L and K, such that

E
[∥∥Πn

[
Xβ
]
t∨ −Πm

[
Xβ
]
t∨
∥∥2
]
≤ CKd(πm, πn)

1
2 , E

[∥∥Xβ
∥∥2

+
∥∥X ′β∥∥2

]
≤ CK

and

E
[∥∥Xβ

t∨ −X
′β
t∨
∥∥2] 1

2 ≤ CK
(
ρt
(
Πn[x],Πm[x′]

)
+ |x− x′|+ d(πm, πn)

1
4
)
. (2.30)

By the Feynman-Kac formula, the above viscosity subsolution property, together with

(2.29), (2.25), (2.11) and the fact that r is bounded by Assumption 2.10, we deduce that

wm,ni

(
t, [x]ni , [x

′]ni , x, x
′) ≤ sup

β∈B
E
[
e
∫ T
t kβs dsLρ(Πn

tnn
[Xβ],Πm

tnn
[X ′β]) +

∫ T

t
e
∫ r
t k

β
s dsζβr dr

]
,

where, for all β ∈ B, kβ and ζβ are predictable processes such that |kβ| ≤ L and

|ζβr | ≤ L(1 + CK) ρr
(
Πn[Xβ],Πm[X ′β]

)(
1 + 2‖X ′β‖

)
.

Recalling (2.30) and that the function $◦ entering the definition of ρ is concave, one can

check that, for r ≥ t,

ρr
(
Πn[Xβ],Πm[X ′β]

)
≤ 2ρt

(
Πn[x],Πm[x′]

)
+ 2ρr

(
Πn[Xβ]t∨,Π

m[X ′β]t∨
)
,

and, by (2.30) and the concavity of $0,

E
[
ρr
(
Πn[Xβ]t∨,Π

m[X ′β]t∨
)2] ≤ C$◦(E[∥∥Πn[Xβ]t∨ −Πm[X ′β]t∨

∥∥2])
≤ C$′◦

(
ρt
(
Πn[x],Πm[x′]

)
+ |x− x′|+ d(πm, πn)

1
4

)2
.

It follows that

wm,ni

(
t, [x]ni , [x

′]ni , x, x
′) ≤ C ′K$′◦(ρt(Πn[x],Πm[x′]

)
+ |x− x′|+ d(πm, πn)

1
4

)
,

for some C ′K > 0 that only depends on K.

(iii) Finally, the corresponding lower-bound is derived similarly after exhibiting a viscosity

supersolution property by the same arguments.

We now discuss the stability with respect to the time argument.
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Lemma 2.15. Let the conditions of Theorem 2.11 hold and vn be the πn-viscosity solution

of (2.4) satisfying the terminal condition (2.9) for each n ≥ 1. Then, for all K > 0, there

exists a constant CK > 0, such that, for all n ≥ 1, 0 ≤ t ≤ t′ ≤ T and ‖x‖ ≤ K,∣∣vn(t′, xt∧, xt)− vn(t, x, xt)
∣∣ ≤ CK$

′
◦
(
$′◦
(
|t′ − t|

1
2
))
. (2.31)

Proof. We use the notations introduced in the proof of Proposition 2.5. Fix t′ ≤ T . Given

θ := (t, x, x) ∈ [0, t′] × Ω × Rd, and a ∈ A, let (Xθ,a, Y θ,a, Zθ,a) be the unique triplet of

Rd × R× Rd-adapted processes satisfying

E
[
‖Xθ,a‖2 + ‖Y θ,a‖2 +

∫ t′

t
|Zθ,as |2ds

]
<∞

and that solves the (decoupled) forward-backward SDE

Xθ,a
s = 1{s∈[0,t)}xs + 1{s∈[t,T ]}

(
x+

∫ s

t
σ(r,Πn[Xθ,a], ar)dWr

)
,

Y θ,a
s = vn(t′, Xθ,a

)
+

∫ t′

s
F (r,Πn[Xθ,a], Y θ,a

r , Zθ,ar )dr −
∫ t′

s
Zθ,ar dWr,

for t ≤ s ≤ t′. Then, Item (iv) of Assumption 2.3 implies that

vn(t, x) ≥ inf
a∈A

Y θ,a, (2.32)

see the proof of Proposition 2.5. By the Lipschitz property of F , one can find a predictable

process (ka, ζa) with values in [−L,L]2 such that

F (r,Πn[Xθ,a], Y θ,a
r , Zθ,ar ) = F (r,Πn[Xθ,a], 0, 0) + karY

θ,a
r + ζarZ

θ,a
r , t ≤ r ≤ t′.

Let Qa ∼ P be such that W a = W−
∫ ·

0 ζ
a
rdr is a Qa-Brownian motion. Then,

Y θ,a
t = EQa

[
e
∫ t′
t kasdsvn(t′, Xθ,a

)
+

∫ t′

t
e
∫ r
t k

a
sdsF (r,Πn[Xθ,a], 0, 0)dr

]
.

We can then find C ′K > 0, that depends only on L and K, such that, for all ‖x‖ ≤ K, one

has EQa
[‖Xθ,a

(t′∨t)∧ − xt‖2]
1
2 ≤ C ′K(t′ − t)

1
2 and

Y θ,a
t − vn(t′, xt∧) ≥ EQa

[
e
∫ t′
t kasdsvn(t′, Xθ,a

)
− vn(t′, xt∧)− (t′ − t)C ′K(1 + ‖x‖)

]
.

Recall that the function $◦ (used in the definition of $′◦ in (2.1)) is concave, and that, for

some constant c > 0, one has $◦(x) ≥ cx for all x ≥ 0. One can then apply Lemma 2.14

and (2.10) to deduce that there exists a constant C ′′K > 0, that depends only on L and K,

such that, for all ‖x‖ ≤ K,

Y θ,a
t − vn(t′, xt∧) ≥ − C ′′K

(∣∣t′ − t∣∣+ eC
′′
K |t
′−t| − 1 +$′◦

(
$′◦(|t′ − t|

1
2 )
))
.

Then by (2.32), there exists a constant CK > 0 such that

vn(t, x)− vn(t′, xt∧) ≥ − CK$′◦
(
$′◦
(
|t′ − t|

1
2
))
, for all ‖x‖ ≤ K.

A similar upper-bound is obtained by using the second inequality in Item (iv)-(b) of As-

sumption 2.3.
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Remark 2.16. If we can choose $◦(x) := x for all x ≥ 0, the estimations in Lemmas 2.14

and 2.15 imply that the function vn is locally Lipschitz in Πn
t [x] and 1/2-Hölder in t.

We can now conclude the proof of Theorem 2.11.

Proof of Theorem 2.11. (i) Recall that (πn)n≥1 is a sequence of discrete time grid on [0, T ],

let vn be a πn-viscosity solution of (2.4) satisfying the terminal condition (2.9). Notice

that, by the definition of ρt, it is easy to check that

ρt
(
Πm[x],Πn[x′]

)
+ |xt − x′t| ≤ Cρt

(
Πm
t [x],Πn

t [x]
)
, (2.33)

for some constant C > 0 independent of (t, x, x′). Then, for each (t, x) ∈ [0, T ] × Ω, it

follows by Lemma 2.14 that, for some constant C > 0,∣∣vm(t, x, xt)− vn(t, x, xt)
∣∣ ≤ C$′◦

(
ρt
(
Πm
t [x],Πn

t [x]
)

+ d(πm, πn)
1
4

)
, for all n ≥ m ≥ 1.

Therefore, (vn(t, x, xt))n≥1 is a Cauchy sequence so that vn(t, x, xt) −→ v(t, x) pointwise for

some nonanticipative functional v : [0, T ]×Ω −→ R. By Definition 2.6, v is a π-approximate

viscosity solution of (2.4)-(2.5). Further, it is in fact the unique π-approximate viscosity

solution, by the comparison principle in Proposition 2.7.

(ii) By the estimation in (2.20) with m = n, (2.33), and the estimation in (2.31), the limit

function v satisfies (2.14).

(iii) We finally prove that the notion of approximate viscosity solution does not depend

on the special choice of the increasing sequence of time grids. Let us fix two increasing

sequences of time grids π = (πn)n≥1 and π′ = (π′n)n≥1, and let vn be the πn-viscosity

solution, v′n be the π′n-viscosity solution. We then define π̃ = (π̃n)n≥1 by π̃k := πk for

k ≤ n, and π̃k := πn∪π′k−n for k > n, and let ṽk be the corresponding π̃k-viscosity solution.

In particular, one has π̃2n := πn∪π′n, ṽn = vn, and that ṽ2n is the πn∪π′n-viscosity solution.

Then, it follows from (2.20) and (2.33) that, for some C > 0, independent on n,∣∣vn− ṽ2n
∣∣(t, x, xt) =

∣∣ṽn− ṽ2n
∣∣(t, x, xt) ≤ C$′◦

(
ρt
(
Πn
t [x], Π̃2n

t [x]
)

+d(πn, π̃2n)
1
4

)
, (2.34)

where Π̃2n is defined as Π2n but with respect to π̃2n. By the same arguments, one has∣∣v′n − ṽ2n
∣∣(·, x, x·) ≤ C$′◦

(
ρt
(
Π
′n
t [x], Π̃2n

t [x]
)

+ d(π
′n, π̃2n)

1
4

)
.

where Π′n is defined as Πn but with respect to π′n. Therefore, the sequences (vn)n≥1 and

(v′n)n≥1 have the same limit as n→∞.

2.4 A classical solution is an approximate viscosity solution

We prove in this section that our notion of approximate solution is consistent with the

notion of smooth solution (in the sense of Dupire). For this, we will have to restrict to

the case where either d ≤ 2 or γ ∈ Sd 7→ F (·, γ) is concave (or convex, by a change of

variables). Note that Proposition 2.17 below combined with Remark 2.12 actually provides

a numerical algorithm for computing the smooth solution of a PPDE, if it exists.
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Let us set for this subsection

Ω = D([0, T ]) so that Θ = [0, T ]×D([0, T ]),

and let us recall the definition of derivatives of path-dependent functionals in the sense of

Dupire [7]. Let u : Θ −→ R be a non-anticipative function, and let us write

u(t, x, x) := u(t, x�tx).

The function u : Θ −→ R is said to be horizontally differentiable if, for all (t, x) ∈ [0, T )×
D([0, T ]), the horizontal derivative

∂tu(t, x) := lim
h↘0

u(t+ h, xt∧)− u(t, xt∧)

h
is well-defined.

Next, u is said to be vertically differentiable if, for all (t, x) ∈ Θ, the function

y ∈ Rd 7−→ u(t, x, y) = u(t, x�ty) is differentiable at xt, (2.35)

whose derivative at y = xt is called the vertical derivative of u at (t, x), denoted by∇xu(t, x).

Similarly, one can define the second-order vertical derivative ∇2
xu(t, x).

We say that u is locally bounded if supt∈[0,T ],‖x‖≤K |u(t, x)| <∞ for all K > 0. We denote

by Cloc
b (Θ) the class of all non-anticipative, continuous, and locally bounded functions on

Θ, and by C1,2(Θ) the collection of elements u ∈ Cloc
b (Θ) such that ∂tu, ∇xu and ∇2

xu are

all well defined, continuous and locally bounded on [0, T )×D([0, T ]).

We then say that u ∈ C1,2(Θ) is a classical solution of (2.4)-(2.5) if

−∂tu− F (·, u,∇xu,∇2
xu) = 0 on [0, T )×D([0, T ]) and u(T, ·) = g on D([0, T ]).

Proposition 2.17. Let Assumptions 2.3 and 2.10 hold true, let w be a classical solution

to the PPDE (2.4)-(2.5) such that

|w(t, x)| ≤ C(1 + ‖x‖p), for all (t, x) ∈ Θ,

for some C > 0 and p ∈ N. Assume in addition that either d ≤ 2 or γ ∈ Sd 7→ F (·, γ) is

concave. Then w is the approximate viscosity solution of (2.4)-(2.5).

Proof. Let vn be the πn-viscosity solution of (2.4), or, equivalently, a viscosity solution of

(2.8). It is enough to prove that vn −→ w pointwisely as n→∞.

(i) In a first step, we notice that Fn can be considered as a function of a (xtn0 , · · · , xtnn , y, z, γ),

and that one can regularize it (and possibly add a small Laplacian term to guarantee uniform

ellipticity) so that there is a sequence (Fn,k)k≥1 satisfying

Fn,k(·, y, z, γ) = Hn,k(·, y, z, γ) + rn,k(·)y + µn,k(·) · z +
1

2
Tr
[
σn,kσn,k>(·)γ

]
,

for some smooth functions (Hn,k, rn,k, µn,k, σn,k) which converge to (Hn, rn, µn, σn) uni-

formly. Moreover, when d ≤ 2 or F is concave in its last argument, the corresponding

PDE (2.8), with generator Fn,k, has a classical solution vn,k ∈ C1,3
b which converges locally
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uniformly to vn, see e.g. [13, Theorem 14.15] and [16, Appendix D]. In view of this, we can

assume w.l.o.g. that vn is a smooth solution of (2.8) with generator Fn.

(ii) Next, we will consider vn as a path-dependent functional and essentially argue as in the

proof of Lemma 2.14 with the additional property (recalling the convention (2.35)) that

φn(t, x, x′, xt, x
′
t) = φn(t, x, x′) := w(t, x)− vn(t, x′)

is a smooth functional. We therefore only sketch the proof. For later use, note that

∇xφ
n(t, x, x′) = ∇xw(t, x) , ∇x′φ

n(t, x, x′) = −∇x′v
n(t, x′) and ∇x′∇xφ

n(t, x, x′) = 0.

For ease of notations, we pursue the proof with d = 1. We first compute that

−H
(
t, x, (w,∇xw,∇2

xw)(t, x
)

+Hn
(
t, x′, (vn,∇xv

n,∇2
xv
n)(t, x′)

)
= −f(t, x,Πn(x′))− κn(t, x, x′)φn(t, x, x′)− bn(t, x, x′)(∇xφ

n(t, x, x′) +∇x′φ
n(t, x, x′))

− an(t, x, x′)
(
∇2

xφ
n(t, x, x′) +∇2

x′φ
n(t, x, x′)

)
for some continuous map an that is non-negative and bounded by L, a continuous map

(κn, bn) bounded by 2L, and where f is continuous and satisfies

|f(t, x,Πn(x′))| ≤ Lρt(x,Πn(x′)),

recall Assumption 2.10. Note that an, bn, κn depend on (t, x) through w and vn possibly.

Let us set

rn(t, x) := r
(
t,Πn[x]tni ∧

)
if t ∈ [tni , t

n
i+1), i < n,

and define µn and σn similarly with respect to µ and σ. Next, we compute that

−
(
r(t, x)w(t, x) + µ(t, x)∇xw(t, x) +

1

2
σ(t, x)2∇2

xw(t, x)
)

+
(
rn(t, x′)vn(t, x′) + µn(t, x′)∇x′v

n(t, x′) +
1

2
σn(t, x′)2∇2

x′v
n(t, x′)

)
= − rn(t, x′)φn(t, x, x′)−∆rn(t, x, x′)w(t, x)

− µn(t, x′)
(
∇xφ

n(t, x, x′) +∇x′φ
n(t, x, x′)

)
−∆µn(t, x, x′)∇xφ

n(t, x, x′)

− 1

2
σn(t, x′)2∇2

x′φ
n(t, x, x′)

− 1

2
(σn + ∆σn)(t, x, x′)2∇2

xφ
n(t, x, x′),

where ∆rn(t, x, x′) := r(t, x)− rn(t, x′) satisfies∣∣∆rn(t, x, x′)
∣∣ ≤ Lρt

(
x,Πn[x′]

)
,

and ∆µn(t, x, x′) := µ(t, x)− µn(t, x′), ∆σn(t, x, x′) := σ(t, x)− σn(t, x′) satisfy∣∣∆µn(t, x, x′)
∣∣+
∣∣∆σn(t, x, x′)

∣∣ ≤ 2Lmin
(
ρt
(
x,Πn[x′]

)
, ‖x−Πn[x′]‖

)
.
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Therefore, (t, x, x′) 7→ φn(t, x, x′) satisfies on [0, T )×D([0, T ])2

0 =− (κn(t, x, x′) + rn(t, x′))φn(t, x, x′)− ∂tφn(t, x, x′)

− (bn(t, x, x′) + µn(t, x′))(∇xφ
n(t, x, x′) +∇x′φ

n(t, x, x′))−∆µn(t, x, x′)∇xφ
n(t, x, x′)

− an(t, x, x′)
(
∇2

xφ
n(t, x, x′) +∇2

x′φ
n(t, x, x′)

)
− 1

2
σn(t, x′)2∇2

x′φ
n(t, x, x′)− 1

2
(σn + ∆σn)(t, x, x′)2∇2

xφ
n(t, x, x′)

− (∆rn(t, x, x′)w(t, x) + f(t, x,Πn(x′)))

with

φn(T, x, x′) = g(x)− g(Πn(x′)), for x, x′ ∈ Ω.

Since ∇x∇x′φ
n(·, x, x′) = 0, the fact that limn→∞ φ

n(t, x, x) = 0 for all (t, x) ∈ Θ then

follows from the same arguments as in (ii) of the proof of Lemma 2.14 by using [17, Theorem

3.16], the functional Itô’s formula of [3] and the corresponding Feynman-Kac’s formula,

recall that vn and w have polynomial growth.

3 Regularity of approximate viscosity solutions

In this section, we discuss the regularity of π-approximate viscosity solutions for a fully non-

linear PPDE and a semi-linear PPDE. Namely, we provide in this section some conditions

under which the Dupire’s vertical derivative exists and is continuous. One of the motiva-

tions to study such a regularity property is the fact that it allows to apply the functional

Itô formula in [1]. The study of further regularity of the solution, in particular the potential

regularization effect of an uniform ellipticity condition, is left for future researches.

All over this section, we set

Ω = D([0, T ]) so that Θ = [0, T ]×D([0, T ]).

We also recall that, for a functional defined on Θ, its derivatives in the sense of Dupire is

given in Section 2.4.

3.1 A fully nonlinear case

A particular fully nonlinear operator has already been studied in [1, Section 3.2] in the

case d = 1 and for a PPDE of the form −∂tv − H(∇2
xv) = 0 with a convex function

H. We provide here a generalization which is proved by an appropriate modification of

the arguments contained in the proof of [1, Proposition 3.13] and by appealing to the a-

priori estimate of Lemma 2.15 and Remark 2.16. In particular, we allow for more general

nonlinearities when the terminal condition is C1+1 (in the sense of Assumption 3.1 below

when α = 1). It fully uses the piecewise constant approximation of the path, embedded

in the definition of approximate viscosity solutions, to reduce the analysis to the finite

dimensional case which provides uniform estimates on the corresponding sequence of πn-

viscosity solutions, for all n ≥ 1.
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Assumption 3.1. (i) The function g ∈ CL and there exists α ∈ (0, 1] and a finite positive

measure λ on [0, T ] such that, for all x, x′ ∈ D([0, T ]), B = [s, t) ⊂ [0, T ] and δ ∈ Rd,

|g(x)− g(x′)| ≤
∫ T

0
|xs − x′s|λ(ds), (3.1)

δ′ ∈ Rd 7−→ g(x + δ′1B) is differentiable and3

∣∣∣dg(x + δ1B + x′)

dδ
− dg(x + δ1B)

dδ

∣∣∣ ≤ (∫ T

0

∣∣x′s∣∣λ(ds)
)α
λ(B). (3.2)

(ii) For any increasing sequence 0 = t0 < t1 < · · · < tn = T with maxi<n |ti+1 − ti| small

enough, for all 1 ≤ i < j < n there exists a diagonal matrix pi,j ∈ Sd with non-zero diagonal

terms such that, for all δ ∈ Rd, and (x`)0≤`≤n ⊂ (Rd)n+1,

g

(
n−1∑
`=0

(x` + δ1{`=i})1[t`,t`+1) + 1{T}xn

)

= g

(
n−1∑
`=0

(x` + pi,jδ1{`≥j})1[t`,t`+1) + 1{T}(xn + pi,jδ)

)
. (3.3)

(iii) F satisfies the conditions of Theorem 2.11. Moreover, F is concave4 in γ or d ≤ 2.

Further, one of the following holds:

(a) Either α ∈ (0, 1) and

F (t, x, y, z, γ) = F1(t)y + F2(t)z + F3(t, γ), (t, x, y, z, γ) ∈ Θ× R× Rd × Sd, (3.4)

for some continuous maps Fi, i = 1, . . . , 3.

(b) Or α = 1 and

F (t, x, y, z, γ) = F1(t, y, γ) + F2(t)z (3.5)

for some continuous maps Fi, i = 1, 2, such that y ∈ R 7−→ F1(t, y, γ) is C1 with

bounded and Lipschitz first order derivative, uniformly in γ ∈ Rd and t ≤ T .

Example 3.2. Let d = 1, g0 : R −→ R be in C1+α, and λ be a finite positive measure on

[0, T ] such that λ([T − ε, T ]) > 0 for any ε > 0. Then the following g : D([0, T ]) −→ R
defined by

g(x) := g0

(∫ T

0
xtλ(dt)

)
satisfies the conditions of Assumption 3.1.

Let us comment on the conditions in Assumption 3.1. In [1], we essentially “differentiate”

twice regularized versions of the PDE’s associated to the πn-viscosity solutions vn, and then

derive the uniform boundedness and Hölder type estimates on the corresponding gradients

3We abuse notations to write dg(·+ δ1B + ·)/dδ for the corresponding Jacobian with respect to δ.
4or convex, which is equivalent up to replacing F (x, ·) by −F (x,−·).
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of vn. For this, we interpret the differentiated PDEs in terms of flow equations to propagate

backward the regularity of the terminal condition g, see (3.1)-(3.2). The main difficulty is

that a bump at time t ∈ [tni , t
n
i+1) on x is on [tni+1, t

n
i+2) a bump on the i+ 1-th element of

[x �tni+1
x]ni+1 because of the boundary condition

lim
t↗tni+1,x

′→x
vn(t, x, x′) = vn

(
tni+1,Π

n[x�tni+1
x], x

)
.

Therefore, it turns, from the next term interval on, into a bump on a parameter of the PDEs.

See also (3.10) in the proof below. The structure condition (3.3) allows one to transform

a derivative with respect to a past value of the path into a derivative with respect to the

end of the path. More precisely, we have the following.

Remark 3.3. Assume that vn is a smooth πn-viscosity solution of (2.4)-(2.5) and that

Assumption 3.1 holds. Then, a backward induction argument based on (ii) of Assumption

3.1 and the fact that F does not depend on the path x imply that vn(t, · + δ1[t`,t`+1), ·) =

vn(t, ·, · + p`,i+1δ) for t ∈ [tni , t
n
i+1), ` < i + 1 ≤ n, for some p`,i+1. Letting vni be defined

as in (2.17) and denoting by ∂`v
n
i (t, [x]ni , x) the gradient of vni (t, [x]ni , x) with respect to the

`-th component of [x]ni , we deduce that

∂`v
n
i (t, [x]ni , x) = p`,i+1Dvni (t, [x]ni , x).

Note that this is no more possible if F depends on x.

As for (3.1)-(3.2), it is used to absorb the cumulation of derivatives on different time steps

generated by the above mentioned phenomena, see (3.8)-(3.9) below.

Note that (3.1)-(3.2) is a C1+α-type regularity assumption on g. It actually turns into a

C1+α-regularity in space on the solution v of the PPDE. This translates, as usual, into an

Hölder continuity in time, up to an additional term associated to λ. The interior regularity

that could be obtained under a uniform ellipticity condition is by far not obvious and

remains an open question.

Theorem 3.4. Let Assumption 3.1 hold true. Let v be the unique π-approximate viscosity

solution of (2.4)-(2.5). Then, the vertical derivative ∇xv(t, x) is well defined for all (t, x) ∈
[0, T ]×D([0, T ]), and there exists C > 0 such that |∇xv(t, x)| ≤ C,

|∇xv(t, x′)−∇xv(t, x)| ≤ C
(∣∣∣ ∫ t

0
|x′s − xs|λ(ds)

∣∣∣α + |x′t − xt|α
)
, (3.6)

for all (t, x, x′) ∈ [0, T ] × D([0, T ]) × D([0, T ]). Moreover, for all K > 0, there exists a

constant CK > 0 such that

|∇xv(t′, xt∧)−∇xv(t, x)| ≤ CK

(
|t′ − t|

α
2+2α + lim sup

ε↓0
λ([t− ε, t′ + ε))

)
, (3.7)

for all t ≤ t′ ≤ T and x ∈ D([0, T ]) satisfying ‖x‖ ≤ K.

Proof. For ease of notations, we restrict to d = 1. When d > 1, it suffices to derive

the following estimates for each dimension separately. By (i) of Assumption 3.1, upon

smoothing

gn : (x0, . . . , xn) ∈ Rn+1 7−→ g
( n−1∑
i=0

xi1[tni ,t
n
i+1) + xn1{T}

)
,
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we can assume that it is in C∞ and that

|∂xign(x0, . . . , xn)| ≤ λ([tni , t
n
i+1)), i, j ≤ n, if α ∈ (0, 1], (3.8)

|∂2
xixjg

n(x0, . . . , xn)| ≤ λ([tni , t
n
i+1))λ([tnj , t

n
j+1)), i, j ≤ n, if α = 1, (3.9)

with the convention λ([tnn, t
n
n+1)) := λ({tnn}). Let V n be defined by

V n(t, [x]ni , x) = vn(t, x, x), (x, x) ∈ D([0, T ])× Rd, t ∈ [tni , t
n
i+1), i < n.

(i) Upon smoothing also F and adding a uniform elliptic term, we can assume that V n

is C1,3
b on [0, T ), see e.g. [13, Theorem 14.15] and [16, Appendix D]. The estimates below

will not depend upon this smoothing procedure. Let φn,j denote the gradient of V n with

respect to the j-th space component, and denote by Dφn,j and D2φn,j the first and second

order derivatives of φn,j with respect to its last space variable. On each [tni , t
n
i+1), φn,j ,

j ≤ i+ 1, solves

0 = −∂tφn,j − ∂yF (Ξ)φn,j − ∂zF (Ξ)Dφn,j − ∂γF (Ξ)D2φn,j

where Ξ := (·, V n, DV n, D2V n), with the boundary condition

lim
t↑tni+1

φn,j(t, y, x) = φn,j(tni+1, (y, x), x) + 1{j=i+1}φ
n,i+2(tni+1, (y, x), x), (y, x) ∈ Ri × R.

(3.10)

By Feynman-Kac’s formula and Assumption 3.1, for each (t, z) ∈ [tni , t
n
i+1) × Ri+1, j ≤

i + 1 ≤ n, we can then find a process X and a bounded random variable β, with bound

Cβ > 0 depending only on F , such that

φn,j(t, z) = E

β
∂jgn(Xtn0

, . . . , Xtnn) + 1{j=i+1}

n∑
j′=i+2

∂j′g
n(Xtn0

, . . . , Xtnn)

 .
By (3.8), it follows that

|φn,j(t, ·)| ≤ Cβ
(
λ([tnj , t

n
j+1)) + 1{j=i+1}λ([tni+2, T ])

)
, on [tni , t

n
i+1), j ≤ i+ 1 ≤ n. (3.11)

(ii) In the case α < 1, the rest of the proof is exactly the same as the proof of [1, Proposition

3.13] up to some obvious modifications. In fact, it suffices to replace their two first estimates

at the very beginning of part 4.c. of their proof by (3.11) and (2.31) (together with Remark

2.16).

(iii) In the following, we consider the case α = 1, where the argument is slightly different

and we only sketch the proof.

(a) Let us set ψn,j,` := ∂x`φ
n,j , which solves the PDE

0 =− ∂tψn,j,` − ∂yF (Ξ)ψn,j,` − ∂zF (Ξ)Dψn,j,` − ∂γF (Ξ)D2ψn,j,`

− φn,j
(
∂2
yyF (Ξ)φn,` + ∂2

yzF (Ξ)Dφn,` + ∂2
yγF (Ξ)D2φn,`

)
(3.12)

−Dφn,j
(
∂2
zyF (Ξ)φn,` + ∂2

zzF (Ξ)Dφn,` + ∂2
zγF (Ξ)D2φn,`

)
−D2φn,j

(
∂2
γyF (Ξ)φn,` + ∂2

γzF (Ξ)Dφn,` + ∂2
γγF (Ξ)D2φn,`

)
.

24



By (3.5) and Remark 3.3, we can then find q`,i+1 ∈ R, that depends on n, such that

0 =− ∂tψn,j,` − ∂yF (Ξ)ψn,j,`

−
(
∂zF (Ξ) + q`,i+1φn,j∂2

yγF (Ξ) + q`,i+1Dφn,j∂2
zγF (Ξ)

)
Dψn,j,`

− q`,i+1
(
∂2
γyF (Ξ)φn,` + ∂2

γzF (Ξ)Dφn,` + ∂2
γγF (Ξ)D2φn,`

)
Dψn,j,`

− ∂γF (Ξ)D2ψn,j,` − φn,j∂2
yyF (Ξ)φn,`.

Moreover,

lim
t↑tni+1

ψn,j,`(t, y, x) =1{`<i+1}

(
ψn,j,` + 1{j=i+1}ψ

n,i+2,`
)

(tni+1, (y, x), x)

+ 1{`=i+1}
(
ψn,j,i+2 + 1{j=i+1}ψ

n,i+2,i+2
)

(tni+1, (y, x), x),

for (y, x) ∈ Ri×R. Then, by (iii) of Assumption 3.1 and (3.11), one can apply the Feynman-

Kac’s formula again to find, for given (t, z) ∈ [tni , t
n
i+1)×Ri+1, i < n, and j, ` ≤ i+1, adapted

processes X,β1 and β2, that depend on n but such that |(β1, β2)| ≤ C̃β for some C̃β > 0

that only depend on F and g, for which

ψn,j,`(t, z) =1{`<i+1}E
[
β1
T

(
∂2
xjx`

gn + 1{j=i+1}

n∑
j′=i+2

∂2
xj′x`

gn
)(

Πn[X]
)]

+ 1{`=i+1}

n∑
k=`+2

E
[
β1
T

(
∂2
xjxk

gn + 1{j=i+1}

n−1∑
j′=i+2

∂2
xj′xk

gn
)(

Πn[X]
)]

+ E
[ ∫ T

t
β2
sds
]
.

Thus, by (3.9),

|ψn,j,`(t, z)| ≤ C̃βλ([0, T ])2 + C̃βT. (3.13)

(b) Recall that α = 1. It follows from (2.31) (by setting $◦(x) := x for all x ≥ 0, see

Remark 2.16), (3.11) and (3.13) that we can find CK and C ′K , independent of n, such that∣∣Dvn(t+ h4, xt∧, xt)−Dvn(t, x, xt)
∣∣

≤ h−1
∣∣vn(t+ h4, xt∧, xt + h)− vn(t+ h4, xt∧, xt)− vn(t, x, xt + h) + vn(t, x, xt)

∣∣
+ 2CKh

≤ h−1
∣∣vn(t+ h4, (x + 1{t}h)t∧, xt + h)− vn(t, x, xt + h)

∣∣
+ h−1

∣∣vn(t, x, xt)− vn(t+ h4, xt∧, xt)
∣∣

+ h−1
∣∣vn(t+ h4, xt∧, xt + h)− vn(t+ h4, (x + 1{t}h)t∧, xt + h)

∣∣
+ 2CKh

≤ 2C ′Kh+ Cβλ([t− |πn|, t+ h4 + |πn|)),

for all x ∈ D([0, T ]) and t < t+ h ≤ T .

The rest of the proof is similar to the one of [1, Proposition 3.13]: (i) implies that ∇xv is

well-defined on a dense subset of Θ, including the (countably many) atoms of λ, while (a)

and (b) allow to extend it in a continuous way and imply that the extension is actually the

pointwise limit of Dvn on Θ. The required estimates are deduced from (a) and (b) .
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3.2 A semi-linear case

We now consider a semi-linear PPDE with generator of the form

F (t, x, y, z, γ) = f(t, x, y, σ>z) + µ(t, x) · z +
1

2
Tr
[
σσ>γ

]
, (3.14)

for some non-anticipative functionals f : Θ× R× Rd −→ R and (µ, σ) : Θ −→ Rd × Sd. In

this case, we can remove the structure condition (3.3). We make the following assumption

on the coefficients.

Assumption 3.5. (i) The functionals µ and σ are continuous. For each t ∈ [0, T ], the map

x ∈ D([0, T ]) 7−→ (µ(t, x), σ(t, x)) is Fréchet differentiable with derivative5 (λµ, λσ)(·; t, x)

at x ∈ D([0, T ]).

(ii) The functional g is Fréchet differentiable with derivative λg(·; x) at x ∈ D([0, T ]).

The functional f is continuous and non-anticipative, and for each (t, y, z) ∈ [0, T ] × R ×
Rd, the map x 7−→ f(t, x, y, z) is Fréchet differentiable with derivative λf (·; t, x, y, z) at

x ∈ D([0, T ]). Further, (y, z)∈ R× Rd 7−→ f(t, x, y, z) is differentiable with derivatives

(∂yf, ∂zf) which are bounded and continuous in (t, x, y, z).

(iii) There exists some finite positive measure λ on [0, T ], such that, for all (t, x, y, z) ∈
[0, T ]×D([0, T ])× R× Rd,∣∣λµ(·; t, x)

∣∣+
∣∣λσ(·; t, x)

∣∣+
∣∣λf (·; t, x, y, z)

∣∣+
∣∣λg(·; x)

∣∣� λ(·).

(iv) There exist constants α ∈ [0, 1] and Cα > 0 such that∣∣∣∣∫ T

0
x̃rλg(dr; x)−

∫ T

0
x̃rλg(dr; x′)

∣∣∣∣ ≤ Cα‖x− x′‖α‖x̃‖,∣∣∣∣∫ T

0
x̃rλ`(dr; s, x)−

∫ T

0
x̃rλ`(dr; s, x

′)

∣∣∣∣ ≤ Cα‖x− x′‖α‖x̃‖, ` ∈ {b, σ},∣∣∣∣∫ T

0
x̃rλf (dr; s, x, y, z)−

∫ T

0
x̃rλf (dr; s, x′, y′, z′)

∣∣∣∣ ≤ Cα (‖x− x′‖+ |y − y′|+ |z − z′|
)α ‖x̃‖,∣∣(∂y, ∂z)f(s, x, y, z)− (∂y, ∂z)f(s, x′, y′, z′)

∣∣ ≤ Cα (‖x− x′‖+ |y − y′|+ |z − z′|
)α
,

for all x, x′, x̃ ∈ D([0, T ]) and (s, y, z) ∈ [0, T ]× R× Rd.

Under Assumption 3.5, (2.4)-(2.5) has a unique π-approximate viscosity solution v (see

Proposition 2.8), which corresponds to the solution of a BSDE. We will then show that

v has a Dupire’s vertical derivative which enjoys further continuity conditions. In the

following, we assume that we are given a fixed complete probability space, equipped with a

Brownian motion W together with the Brownian filtration. Let S2([t, T ]) denote the space

of Rd-valued predictable processes X = (Xs)s∈[t,T ] such that E
[

supt≤s≤T |Xs|2
]
<∞, and

H2([t, T ]) denote the space of Rd-valued predictable processes Z = (Zs)s∈[t,T ] such that

E
[ ∫ T

t |Zs|
2ds
]
<∞.

5We identify the Fréchet derivatives with the associated measures on [0, T ].
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Theorem 3.6. (i) Let F be given by (3.14), and let Assumption 3.5 hold true. Let v be the

unique π-approximate viscosity solution of (2.4)-(2.5). Then, it admits a Dupire’s vertical

derivative ∇xv on [0, T )×D([0, T ]) and there exists C > 0 such that

|∇xv(t, x′)−∇xv(t, x)| ≤ C‖x′ − x‖α,

and

|∇xv(t′, xt∧)−∇xv(t, x)| ≤ C
(
|t′ − t|

α
2+2α (1 + ‖x‖) + λ([t, t′))

)
,

for all t ≤ t′ ≤ T and x, x′ ∈ D([0, T ]).

(ii) Moreover, if λ has finitely many atoms, then v solves the stochastic path-dependent

equation

v(·, Xt,x) = g
(
Xt,x

)
+

∫ T

·
f(u,Xt,x, v(u,Xt,x), [σ>∇xv](u,Xt,x))du−

∫ T

·
[∇xvσ](u,Xt,x)dWu,

in which Xt,x ∈ S2([0, T ]) is the unique solution of

Xt,x
s = xt∧s +

∫ t∨s

t
µ(u,Xt,x)du+

∫ t∨s

t
σ(u,Xt,x)dWu, t ≤ s ≤ T.

We split the proof in different steps. First, we will use the probabilistic representation

of the PPDE (with generator F in (3.14)) in terms of forward-backward SDE to deduce

the regularity of the π-approximate viscosity solution. Namely, under Assumption 3.5, it

follows from Proposition 2.8 that the approximate viscosity solution v is given by

v(t, x) = Y t,x
t , (3.15)

where (Y t,x, Zt,x) ∈ S2([t, T ])×H2([t, T ]) solves the BSDE

Y t,x
s = g

(
Xt,x

)
+

∫ T

t∨s
f(u,Xt,x, Y t,x

u , Zt,xu )du−
∫ T

t∨s
Zt,xu · dWu, s ∈ [t, T ].

Next, let us fix a path x̂ ∈ D([0, T ]), and then define a process
(
∇txX

t,x
s

)
s∈[0,T ]

as the

solution to the SDE

∇txXt,x
s = x̂s∧t +

∫ s∨t

t

∫ u

t
∇txXt,x

r λµ(dr;u,Xt,x)du+

∫ s

t

∫ u

t
∇txXt,x

r λσ(dr;u,Xt,x)dWu.

Namely, ∇txX
t,x
s is the tangent process of Xt,x in the direction of x̂. We also define the

processes
(
∇txY

t,x
s ,∇txZ

t,x
s

)
s∈[t,T ]

as the solution to the linear BSDE

∇txY t,x
s =

∫ T

0
∇txXt,x

r λg(dr;X
t,x) +

∫ T

s

(∫ u

t
∇txXt,x

r λf (dr; Θt,x
u ) +At,xu · (∇txY t,x

u ,∇txZt,xu )
)
du

−
∫ T

s
∇txZt,xu dWu,

in which

Θt,x
s :=

(
s,Xt,x, Y t,x

s , Zt,xs
)
, and At,xs :=

(
∂yf(Θt,x

s ), ∂zf(Θt,x
s )
)
. (3.16)

Under Assumption 3.5, and by standard arguments (based on Burkholder-Davis-Gundy’s

inequality and Gronwall’s lemma, see e.g. [12]), one has the following estimates on the

processes
(
Xt,x, Y t,x, Zt,x

)
and

(
∇txXt,x,∇txY t,x,∇txZt,x

)
, whose proof is ommited.
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Lemma 3.7. Let Assumption 3.5 hold true. Then, for all p ≥ 1, there exists a constant

Cp > 0, such that, for all t, t′ ∈ [0, T ] and x, x′ ∈ D([0, T ]),

E
[
‖Xt,x‖p

]
+ sup
s∈[0,T ]

E
[∣∣Y t,x

s

∣∣p]+ E
[( ∫ T

0
|Zt,xs |2

) p
2
ds
]
≤ Cp

(
1 + ‖xt∧‖p

)
, (3.17)

E
[∥∥Xt,x −Xt′,x′

∥∥p] 1
p

+ E
[∥∥Y t,x − Y t′,x′

∥∥p] 1
p

+ E
[( ∫ T

0

∣∣Zt,xs − Zt′,x′s

∣∣2ds) p2 ] 1
p

≤ Cp

(∫ t∨t′

0
|xs − x′s|λ(ds) + (1 + ‖x‖+ ‖x′‖)|t− t′|

1
2

)
, (3.18)

and

E
[∥∥∇txXt,x

∥∥p] 1
p

+ E
[∥∥∇txY t,x

∥∥p] 1
p

+ E
[( ∫ T

0

∣∣∇txZt,xs ∣∣2ds) p2 ] ≤ Cp. (3.19)

Next, for each δ > 0, we denote(
∇t,δx Xt,x

s ,∇t,δx Y t,x,∇t,δx Zt,x
)

:= δ−1
(
Xt,x+δx̂
s −Xt,x

s , Y t,x+δx̂ − Y t,x, Zt,x+δx̂ − Zt,x
)
.

Lemma 3.8. Let Assumption 3.5 hold true. Then, for all (t, x) ∈ [0, T ]× C([0, T ]),

lim
δ↘0

E
[∥∥∇t,δx Xt,x −∇txXt,x

∥∥2
]

= 0 and lim
δ↘0

∣∣∣∇t,δx Y t,x
t −∇txY

t,x
t

∣∣∣ = 0. (3.20)

Proof. For ease of notation, let us omit the superscript (t, x) in the notations of the processes(
Xt,x+δx̂, Xt,x,∇t,δx Xt,x,∇txXt,x

)
and write them as (Xδ, X,∇t,δx X,∇txX).

(i) We first notice that (∇t,δx Xs)s∈[t,T ] satisfies

∇t,δx Xs = Id +

∫ s

t

(
µ(u,Xδ)− µ(u,X)

)
du+

∫ t∨s

t

(
σ(u,Xδ)− σ(u,X)

)
dWu

= Id +

∫ s

t

∫ u

t

(
∇t,δx Xr

)
λδµ(dr;u)du+

∫ s

t

∫ u

t

(
∇t,δx Xr

)
λδσ(dr;u)dWu,

where Id is the identity matrix and, as δ ↘ 0,(
λδµ(·, u), λδσ(·, u)

)
−→

(
λµ(dr;u), λσ(dr;u)

)
:=
(
λµ(dr;u,X), λσ(dr;u,X)

)
. (3.21)

Applying Itô formula on
(
∇t,δx Xs − ∇txXs

)2
and then taking expectation, it follows by

standard arguments that, for some constant C > 0 independent of δ, and a constant

Cδ > 0,

E
[∥∥∇t,δx Xs∧ −∇txXs∧

∥∥2
]
≤ C

∫ s

t
E
[∥∥∇t,δx Xr∧ −∇txXr∧

∥∥2
]
dr + Cδ,

where, by the moment estimation in (3.17) and the convergence in (3.21),

Cδ ≤ C

∫ T

t
E
[∣∣∇t,δx Xu −∇txXu

∣∣∣∣∣ ∫ T

t
|∇txXr|

(
λδµ − λµ

)∣∣∣(dr, u)
]
du

+ C

∫ T

t
E
[( ∫ T

t
∇txXr

(
λδµ − λµ

)
(dr, u)

)2]
du −→ 0.
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By Gronwall’s lemma, it follows that the first convergence result in (3.20) holds true.

(ii) We notice that
(
∇t,δx Y,∇t,δx Z

)
satisfies

∇t,δx Ys = g(Xδ)− g(X) +

∫ T

s

(
f(u,Xδ, Y δ

u , Z
δ
u)− f(u,X, Yu, Zu)

)
du−

∫ T

s
∇t,δx ZudWu

=

∫ T

t

(
∇t,δx Xr

)
λδg(dr) +

∫ T

s

(∫ u

t

(
∇t,δx Xr

)
λδf (dr;u) +Aδu ·

(
∇t,δx Yu,∇t,δx Zu

))
du

−
∫ T

s
∇t,δx ZudWu,

where(
λδf (·, u), λδg(·)

)
−→

(
λf (dr;u), λg(dr)

)
:=
(
λf (dr;u,X, Y, Z), λg(dr;X)

)
, as δ ↘ 0,

and

Aδu ·
(
∇t,δx Yu,∇t,δx Zu

)
:= δ−1

(
f
(
u,Xδ, Y δ

u , Z
δ
u

)
− f

(
u,Xδ, Y, Z

))
.

Recalling (3.16), it follows that, for all p ≥ 1,

E
[ ∫ T

t
|Aδu −Au|pdu

]
−→ 0, as δ ↘ 0.

One can then conclude by the stability result for BSDEs (see e.g. [12, Proposition 2.1] or

[2, Theorem 4.1 and Remark 4.1]).

Proof of Theorem 3.6. (i) Let us first fix x̂ := 1{[t,T ]}. By (3.15) and (3.18), we observe

that v is locally 1/2-Hölder in time and Lipschitz in space. Moreover, by Lemma 3.8,

∇xv(t, x) = ∇txY
t,x
t .

Thus, it is enough to study the regularity of ∇txY
t,x
t in (t, x). By direct computation, one

has (using the notation (3.16))

∆(t, x, x′) :=
∣∣∇txY t,x

t −∇txY
t,x′

t

∣∣2
≤ E

[∣∣∣ ∫ T

t
∇txXt,x

r λg(dr;X
t,x)−

∫ T

t
∇txXt,x′

r λg(dr;X
t,x′)

∣∣∣2]
+ E

[ ∫ T

t

∣∣∣ ∫ s

t
∇txXt,x

r λf (dr; Θt,x
s )−

∫ s

t
∇txXt,x′

r λf (dr; Θt,x′
s )

∣∣∣2ds]
+ E

[ ∫ T

t

∣∣∣(At,xs −At,x′s ) · (∇txY t,x
s ,∇txZt,xs )

∣∣∣2ds].
Further, using Assumption 3.5 and Grownwall’s lemma, one can find a constant C > 0 such

that

E
[∥∥∇txXt,x −∇txXt,x′

∥∥2
] 1

2
+ ∆(t, x, x′)

1
2 ≤ C‖x− x′‖α.

It follows that ∇xv is α-Hölder in space.
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We now repeat the argument used at the end of the proof of Theorem 3.4. In view of

(3.18), we can find C,C ′ such that∣∣∇xv(t+ h2+2α, xt∧)−∇xv(t, x, xt)
∣∣

≤ h−1
∣∣v(t+ h2+2α, xt∧ + 1{t+h2+2α}h)− v(t+ h2+2α, xt∧)− v(t, x⊕t h) + v(t, x)

∣∣+ 2Chα

≤ h−1
∣∣v(t+ h2+2α, (x + 1{t}h)t∧)− v(t, x⊕t h)

∣∣+ h−1
∣∣v(t, x)− v(t+ h2+2α, xt∧)

∣∣
+ h−1

∣∣v(t+ h2+2α, xt∧ + 1{t+h2+2α}h)− v(t+ h2+2α, (x + 1{t}h)t∧)
∣∣+ 2Chα

≤ C ′ (hα(1 + ‖x‖+ h) + λ([t, t+ h))) ,

for all x ∈ D([0, T ]) and t < t+ h ≤ T .

(ii) Assume now that λ has finitely many atoms at times (si)i≤I ⊂ [0, T ] with si < si+1

for i + 1 ≤ I. Then, [1, Theorem 2.5] can be applied on each time interval [si, si+1).

Since v(·, Xt,x) and
∫ ·
t [∇xvσ](s,Xt,x)dWs are continuous, this implies that we can find a

continuous (and therefore predictable) orthogonal process A, see [1, Definition 2.3] such

that

v(·, Xt,x) = v(t,Xt,x) +

∫ ·
t

[∇xvσ](s,Xt,x)dWs +A .

In particular [A,W ] = 0. Thus, the fact that Y t,x = v(·, Xt,x) implies that (Zt,x)> =

[∇xvσ](·, Xt,x) dt× dP on [t, T ] by uniqueness of the co-quadratic variation of semimartin-

gales.
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