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Abstract

We apply Bogolyubov’s averaging theorem to the motion of an electron of an
atom driven by a linearly polarized laser field in the Kramers-Henneberger
frame. We provide estimates of the differences between the original trajecto-
ries and the trajectories associated with the averaged system as a function of
the parameters of the laser field and the region of phase space. We formulate a
modified Bogolyubov averaging theorem based on the Hamiltonian properties
of the system, and show that this version is better suited for these systems.
From these estimates, we discuss the validity of the Kramers-Henneberger
approximation.

Keywords: Averaging theorem, Hamiltonian systems,
Kramers-Henneberger approximation

1. Introduction

The motion of electrons in a combined Coulomb and time-dependent elec-
tric field displays a rather wide variety of behaviours which are easily under-
stood only in two limits: First, when the electron is close to its ionic core, its
motion is mainly driven by the Coulomb force, which corresponds to a case
where the electric field acts as a small perturbation of the integrable case,
therefore it evolves typically on invariant tori. Second, when the electron is
far away from the ionic core, the electron is mostly driven by the electric field
and it ionizes quickly. This second limit also corresponds to an integrable sit-
uation or a small perturbation of it. In between these two limits, the motion
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of the electron cannot be treated perturbatively, and typically displays fea-
tures at different spatial and temporal scales. Remarkably, this is the most
interesting situation dynamically and also for practical applications. Indeed,
high harmonics of the driving field are generated by these trajectories which
wander chaotically between the two integrable situations [1]. For example,
the so-called recollisions, the keystone of strong-field atomic physics [2, 3, 4],
return to the ionic core after a pre-ionization. Another example is afforded
by the ionization stabilization in strong fields [5, 6, 7] where the ionization
rate decreases as intensity is increased and a stable state is created as a result
of the combination of the Coulomb potential and the time-dependent electric
field.

A natural way to understand some of the dynamical features experienced
by the electron in a combined Coulomb and electric field is to perform aver-
aging over the smaller temporal scales (see, e.g., Refs. [24, 25]). It allows the
reduction of phase space by focusing on more relevant time scales. An impor-
tant milestone [8, 9] was achieved by Kramers and Henneberger with a change
of coordinates adapted to the electric field and an averaging of the potential
in these new coordinates. In this frame, the potential highlights a local min-
imum and therefore the possibility for a stable state, dressed by the field, far
away from the ionic core. This has given rise to a quite extensive literature
on the Kramers-Henneberger (KH) approximation [10, 11, 12, 13, 14, 15, 16]
which led to the denomination of Kramers-Henneberger atom [17, 18, 19].
The importance of this reduction is undeniable. The main question we ad-
dress here is how valid the approximation is, and if so, under which con-
ditions. This question has been addressed in Refs. [13, 20]. Classically, it
amounts to estimating the distance between the trajectories of the original
system with the ones of the averaged system. The averaging would be valid
if this distance is small enough for at least the duration of the laser pulse (at
least of the order of a few laser cycles). We follow Ref. [20] to derive rigorous
estimates between the trajectories using Bogolyubov’s averaging theorem.
Bogolyubov’s theorem is used to determine in which regions of phase space
and for which region in parameter space an averaging method is valid for a
given time. Here we show that this theorem, as stated in Refs. [21, 22, 23]
cannot provide sufficiently accurate analytic estimates to fully address the
question of the validity. We illustrate this point using a soft-Coulomb poten-
tial, which fully takes into account the long-range Coulomb interaction.

In order to provide estimates closer to the ionic core region, we formulate
a modification of Bogolyubov’s averaging theorem which is more adapted
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to Hamiltonian systems. The resulting estimates are shown to be much
more accurate than the ones of the original formulation of Bogolyubov’s
theorem. They allow us to bring more elements on the validity of the KH
approximation. This question cannot be simply answered by a consideration
of the values of the parameters of the laser field only: the regions in phase
space which are visited by the trajectories are paramount.

Here, we consider the Hamiltonian of an electron in a combined ion po-
tential and electric field in the dipole approximation

He(re,pe, t) =
p2
e

2
+ V (re) + re · E(t) , (1)

where re is the position of the electron and pe its canonically conjugate
momentum. The electron-ion potential V (re) = −(|re|2 + a2)−1/2 is modeled
as a soft-Coulomb potential. The electric field is linearly polarized and is
given by

E(t) = E0 cos(ωt) x̂ = −∂A

∂t
,

where A(t) is the vector potential.
We move to the KH frame by performing the canonical change of coordi-

nates

p = pe −A(t) , (2a)

r = re −
E(t)

ω2
. (2b)

In the KH frame, Hamiltonian (1) becomes

H(r,p, t) =
p2

2
+ V

(
r +

E(t)

ω2

)
. (3)

In the literature on KH frame, an approximation -coined Kramers-Henneberger
approximation- is performed in addition to the change of coordinates. In this
approximation, the above time-dependent Hamiltonian is averaged over one
period of the laser field, and becomes

〈H〉(r,p) =
p2

2
+ VKH(r) , (4)

where

VKH(r) =
1

T

∫ T

0

V

(
r +

E(t)

ω2

)
dt .
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The main gain is that 〈H〉 is now time-independent, and it now corresponds
to a conserved quantity. As a consequence, its dynamics is more easily un-
derstood. However, a loss of dynamical information is associated with this
approximation, since 〈H〉 is no longer conjugated to H. The central question
is how much information has been lost, moving from H to 〈H〉, and overall,
how good the KH approximation is. In order to bring elements to answer
this question, we compare the trajectories of Hamiltonian (3) with the ones
of Hamiltonian (4). Equivalently, this brings some comparison between the
trajectories (re(t),pe(t)) of the original system (1) and the reconstructed
trajectories (r(t) + E(t)/ω2,p(t) + A(t)) where (r(t),p(t)) are trajectories
of Hamiltonian (4).

In Sec. 2, we recall the formulation of Bogolyubov’s averaging theorem
and provide a concise proof. We provide and discuss the resulting estimates
for a soft-Coulomb potential in one dimension. Next, in Sec. 3, we mod-
ify Bogolyubov’s theorem by adapting the estimates to a Hamiltonian flow.
We compare and discuss the resulting estimates on a one-dimensional soft-
Coulomb potential.

2. Bogolyubov’s averaging theorem

2.1. Statement of the theorem

We consider Bogolyubov’s averaging theorem for comparing the trajec-
tories of the original system with the ones of averaged system. This was
the approach followed in Ref. [20] to assess the validity of the Kramers-
Henneberger approximation. We briefly recall the statement of the theorem
and a brief proof for the periodic case (see Refs. [21, 22, 23] for more details).
We consider the following equations of motion:

dz

dt
= εZ(t, z, ε) ,

where ε is a small positive parameter and z ∈ Rn are the coordinates of the
electron in phase space. Two Cauchy problems are compared:

I :
dz

dt
= εZ(t, z, ε) , with z(0) = z0 , (5a)

II :
du

dt
= ε 〈Z〉(u, ε) , with u(0) = z0 . (5b)

Here Z(t, z, ε) is defined in a domain D of z. For t ≥ 0 and 0 ≤ ε ≤ ε1 the
following conditions are assumed:
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(a) Z(t, z, ε) is a t-measurable function for fixed z and ε, and the limit

〈Z〉(z, ε) = lim
T→∞

1

T

∫ T

0

Z(t, z, ε) dt , (6)

exists uniformly relative to both z ∈ D and ε ∈ [0, ε1].

(b) It is possible to find constants M and λ such that, for any z, z′ in D,

‖Z(z, ε)‖ ≤M , (7a)

‖Z(t, z, ε)− Z(t, z′, ε)‖ ≤ λ‖z− z′‖ . (7b)

We consider the case where Z(t, z, ε) is periodic in t, i.e., there exists T such
that Z(t, z, ε) = Z(t+ T, z, ε) for all t ≥ 0 and z ∈ D.

Theorem 1 ([21, 22]). If the solution u(t) to the initial Cauchy problem
for system II is defined for t ≥ 0 and belongs to the domain D, then, under
Hypotheses (a) and (b), for any L > 0, the following inequality holds

‖z(t)− u(t)‖ ≤ ε eλL T (LλM + 2M) , (8)

for all 0 ≤ t < L/ε and 0 ≤ ε < ε1.

Proof: From the obvious statement,

z(t)− u(t) = ε

∫ t

0

[Z(τ, z(τ), ε)− 〈Z〉(u(τ), ε)〉]dτ,

= ε

∫ t

0

[Z(τ, z(τ), ε)− Z(τ,u(τ), ε)] dτ

+ ε

∫ t

0

[Z(τ,u(τ), ε)− 〈Z〉(u(τ), ε)〉] dτ,

where we have used the fact that z(0) − u(0) = 0, and from Eq. (7), we
deduce

‖z(t)− u(t)‖ ≤ ελ

∫ t

0

‖z(τ)− u(τ)‖ dτ + sup
t∈[0,L/ε]

∥∥∥∥∫ t

0

ε∆Z(τ,u(τ), ε) dτ

∥∥∥∥ ,
where

∆Z(t,u(t), ε) = Z(t,u(t), ε)− 〈Z〉(u(t), ε) .

5



Grönwall’s lemma implies

‖z(t)− u(t)‖ ≤ eελt sup
t∈[0,L/ε]

∥∥∥∥∫ t

0

ε∆Z(τ,u(τ), ε) dτ

∥∥∥∥ .
Therefore, the estimate on the error ‖z(t) − u(t)‖ mainly depends on the
maximum gradient of the flow, i.e., λ, and on the time integral of the fluctu-
ating part of the flow computed at the solution of the averaged equations. In
particular, the exponential term does not depend on the fact that the same
initial conditions were used for both systems I and II.

In the periodic case, in order to estimate the integral of ∆Z, the interval
[0, t] is partitioned: For nT ≤ t < (n+ 1)T , i.e., n = bt/T c,∥∥∥∥∫ t

0

∆Z(τ,u(τ), ε) dτ

∥∥∥∥ ≤ n∑
i=1

∥∥∥∥∫ iT

(i−1)T
∆Z(τ,u(τ), ε) dτ

∥∥∥∥+

∥∥∥∥∫ t

nT

∆Z(τ,u(τ), ε) dτ

∥∥∥∥ .
We denote the values of u at each period as ui = u((i− 1)T ) , i = 1, . . . , n.
Given that ∫ iT

(i−1)T
∆Z(τ,ui, ε) dτ = 0 ,

which is obtained from the periodicity of the flow, we substitute this integral
into the sum:∥∥∥∥∫ t

0

∆Z(τ,u(τ), ε) dτ

∥∥∥∥ ≤ n∑
i=1

∫ iT

(i−1)T
‖∆Z(τ,u(τ), ε)−∆Z(τ,ui, ε)‖dτ

+

∫ t

nT

‖∆Z(τ,u(τ), ε)‖ dτ,

≤
n∑
i=1

2λ

∫ iT

(i−1)T
‖u(τ)− ui‖ dτ + 2MT , (9)

where the inequality ‖〈Z〉‖ ≤ M resulting from Eqs. (6) and (7b) was used.
Now, we use the fact that for τ ∈ [(i− 1)T, iT ]:

u(τ) = ui +

∫ τ

(i−1)T
ε 〈Z〉(u(s), ε) ds ,

so that
‖u(τ)− ui‖ ≤ εM(τ − (i− 1)T ) , (10)
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which in turn, implies that∫ iT

(i−1)T
‖u(τ)− ui‖ dτ ≤ εM

T 2

2
.

Finally,∥∥∥∥∫ t

0

∆Z(τ,u(τ), ε)dτ

∥∥∥∥ ≤ 2λn εM
T 2

2
+ 2MT ≤ T (εtλM + 2M) .

Since εt < L, Eq. (8) follows.

Equation (8) is the original formulation of Bogolyubov’s averaging the-
orem. However, when examining the proof, it can be seen that a sharper
version of it can be given, essentially by introducing specific bounds for the
flows 〈Z〉 and ∆Z. We show below that this formulation improves the esti-
mates of the discrepancy between the original and the averaged trajectories,
and in fact, is better suited to a system with energy conservation. The mod-
ified statement reads as follows:

Proposition 1. If there are constants M , λ, Mδ and λδ such that, for any
z, z′ in D, and for all t ≥ 0

‖〈Z〉(z, ε)‖ ≤M , (11a)

‖Z(t, z, ε)− Z(t, z′, ε)‖ ≤ λ‖z− z′‖ , (11b)

‖∆Z(t, z, ε)‖ ≤Mδ , (11c)

‖∆Z(t, z, ε)−∆Z(t, z′, ε)‖ ≤ λδ‖z− z′‖ , (11d)

where ∆Z = Z− 〈Z〉, then the statement (8) is modified as follows:

‖z(t)− u(t)‖ ≤ ε eλL T

(
L

2
λδM +Mδ

)
. (12)

We notice that Proposition 1 always provides better estimates than The-
orem 1, since

ε eλL T

(
L

2
λδM +Mδ

)
≤ ε eλL T (LλM + 2M) .

The proof of this proposition is identical to the proof of Theorem 1. We
notice that the constant M is the maximum value of the averaged flow, while
M is the maximum value of the flow itself in Theorem 1.
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2.2. Application to a one-dimensional soft-Coulomb potential

We consider a soft-Coulomb potential in one dimension. Hamiltonian (3)
becomes

H(x, p, t) =
p2

2
+ V

(
x+

E(t)

ω2

)
,

where

V

(
x+

E(t)

ω2

)
= − 1√

(x+ q cos(ωt))2 + a2
,

with q = E0/ω
2 the quiver radius.

Rescaling procedure : We cast the equations of motion associated with Hamil-
tonian H in the form (5) in order to apply Theorem 1. We define φ = ωt as
the rescaled time/evolution parameter, and rescale position and momentum
as

x = Cx χ , p = Cp ξ .

Inserting these rescalings, the equations of motion become

dχ

dφ
=

Cp
ω Cx

ξ ,
dξ

dφ
= − 1

ω CpC2
x

W ′(χ+ (q/Cx) cosφ) ,

where W is the rescaled potential:

V (x+ q cosωt) =
1

Cx
W (χ+ (q/Cx) cosφ) .

So, the factors Cx, Cp and the small parameter ε of Bogolyubov’s theorem
must satisfy the relation

Cp
ω Cx

=
1

ω CpC2
x

= ε .

The choice of Cx is guided by the fact that the rescaling of time and space
is ruled by the external field, which governs the fast dynamics. That is why
we choose Cx to be the quiver radius q. We then have

ε =
1

ωq3/2
=

ω2

E
3/2
0

, φ = ωt , χ =
x

q
, ξ =

√
q p , (13)

where χ and ξ are the rescaled position and momentum, respectively. The
equations of motion in the rescaled variables are:

dχ

dφ
= ε ξ ,

dξ

dφ
= −εW ′(χ+ cosφ) ,
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where z = (χ, ξ) in the notations of Theorem 1 and

W (χ) = − 1√
χ2 + α2

,

where α = a/q is the rescaled softening parameter.
Using the KH approximation, the rescaled KH potential is denoted WKH

and reads

WKH(χ) = − 1

2π

∫ 2π

0

dφ√
(χ+ cosφ)2 + α2

= −

〈
1√

(χ+ cosφ)2 + α2

〉
.

Therefore the rescaled potential is related to the unrescaled potential by
WKH(χ) = qVKH(qχ). The averaged trajectory u = (χ, ξ) obeys the equa-
tions:

dχ

dφ
= ε ξ ,

dξ

dφ
= −εW ′

KH(χ).

The flows involved in Theorem 1 are given by

Z(φ, z) = (ξ ,−W ′ (χ+ cosφ)) ,

〈Z〉(u) =
(
ξ ,−W ′

KH(χ)
)
.

In what follows, we use the 1-norm:

‖z‖ = |χ|+ |ξ|.

Other choices would give similar results, thanks to the equivalence of norms
in finite dimension.

The constants M , λ, M , Mδ and λδ appearing in Theorem 1 and Propo-
sition 1 are expressed as functions of the bounds for the absolute values of
ξ, W , WKH and their derivatives. We denote these by

|ξ| ≤ Bp , |W (χ+ cosφ)| ≤ BW ,
∣∣W (n)(χ+ cosφ)

∣∣ ≤ BW,n ,

|WKH(χ)| ≤ B〈W 〉 ,
∣∣∣W (n)

KH(χ)
∣∣∣ ≤ B〈W 〉,n .

These bounds have to hold for any φ ≥ 0 and will depend on the region (χ, ξ)
of phase space where the trajectory evolves. We have then

M = M = Bp +BW,1 , λ = max (1, BW,2) , Mδ = BW,1 , λδ = BW,2 .
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From Theorem 1, for all 0 ≤ φ ≤ L/ε, we have:

|χ(φ)− χ(φ)|+ |ξ(φ)− ξ(φ)| ≤ ε eλL 2π (LλM + 2M) ,

and, from Proposition 1,

|χ(φ)− χ(φ)|+ |ξ(φ)− ξ(φ)| ≤ ε eλL 2π

(
L

2
λδM +Mδ

)
.

To deduce an estimate for the original variables xe, pe and t, Eqs. (2) and
(13) are used, i.e.,

xe(t) = q[χ(ωt) + cos(ωt)] , pe(t) =
1
√
q

[
ξ(ωt)− 1

ε
sin(ωt)

]
,

together with the analogous relations for the reconstructed trajectories of the
averaged system (ruled by the time-independent Hamiltonian (4)), which are
denoted by xe(t), pe(t):

xe(t) = q[χ(ωt) + cos(ωt)] , pe(t) =
1
√
q

[
ξ(ωt)− 1

ε
sin(ωt)

]
.

We notice that, given these expressions, we have |xe(t)−xe(t)| = |x(t)−x(t)|
and |pe(t)− pe(t)| = |p(t)− p(t)|.

We distinguish the case where χ takes values on the whole real line, and
the case where χ stays larger than a prescribed value. In each case, we
estimate the bounds Bs, using energy conservation on averaged trajectories

EKH =
1

q

[
ξ(0)2

2
+WKH(χ(0))

]
=

1

q

[
ξ(φ)2

2
+WKH(χ(φ))

]
for all φ. We notice that the bounds M , M , Mδ and λδ are obtained from
the averaged trajectory u(t), which allows the use of the energy conservation
for their estimates (see, e.g., Eqs. (9)-(10)).

2.2.1. Case χ ∈ R
If we consider the whole domain R2 for (χ, ξ), then

BW = |W (0)| = 1

α
, BW,1 =

∣∣∣∣W ′
(
α√
2

)∣∣∣∣ =
2

3
√

3α2
, BW,2 = |W ′′(0)| = 1

α3
,

(14)
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and since we do not have an explicit expression for WKH we take B〈W 〉,n =
BW,n. For bound states (EKH < 0), energy conservation on averaged trajec-
tories implies that

|ξ| ≤
√

2 (qEKH +BW ) ≤
√

2BW = Bp .

In sum: Theorem 1 gives, for all 0 ≤ t < tmax:

1

q
|xe(t)− xe(t)|+

√
q |pe(t)− pe(t)| ≤

T

q3/2
eλ tmax q−3/2

(
tmaxλM

q3/2
+ 2M

)
,

where

M =
2

3
√

3α2
+

√
2

α
, λ = max

(
1,

1

α3

)
.

If Proposition 1 is used, we have

1

q
|xe(t)− xe(t)|+

√
q |pe(t)− pe(t)| ≤

T

q3/2
eλ tmax q−3/2

(
tmaxλδM

2 q3/2
+Mδ

)
,

with

Mδ =
2

3
√

3α2
, λδ =

1

α3
.

For typical values of laser intensity I = 5 × 1015 W cm−2, frequency
ω = 0.0584, a = 1 and tmax = 5 laser cycles, we have M ' Mδ ' 4.7 × 103,
λ = λδ ' 1.4 × 106. So, the preceding bounds are mostly useless when
evaluated at realistic values of the parameters. This is due to the fact that
the electron is allowed to go arbitrarily close to the ionic core: the value of
the bounds (14) is reached when the position q(χ + cosφ) of the electron is
zero or close to zero.
Remark: The same bounds apply to the case where the trajectory of the
averaged system lies near the local minimum χ∗ of the KH potential, i.e., to
the case 1 − µ ≤ |χ| ≤ 1, with µ ∈ [0, 1]. This is due to the fact that the
absolute value of the argument χ + cosφ of the potential W takes all the
values from 0 to 2− µ as φ varies, so that the absolute maxima of |W | and
|W ′′| given by Eq. (14) are attained. In particular, the exponential behavior
of the estimate is mostly identical for χ ∈ R and for |χ| ∈ [1− µ, 1].
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2.2.2. Case |χ| ≥ 1 + µ

We now consider the domain Dµ defined by |χ| ≥ 1 +µ (and arbitrary ξ)
with µ a fixed positive number. The bounds are now:

BW = |W (µ)| = 1√
µ2 + α2

for any µ > 0 ,

BW,1 = |W ′(µ)| = µ

(µ2 + α2)3/2
if µ ≥ α√

2
,

BW,2 = |W ′′(µ)| = 2µ2 − α2

(µ2 + α2)5/2
if µ ≥

√
3

2
α .

In sum: For xe and xe satisfying the condition |xe(t)|, |xe(t)| ≥ µq and
µ ≥ α

√
3/2, Theorem 1 gives, for all 0 ≤ t < tmax:

1

q
|xe(t)− xe(t)|+

√
q |pe(t)− pe(t)| ≤

T

q3/2
eλ tmax q−3/2

(
tmaxλM

q3/2
+ 2M

)
,

(15)
where

M =
µ

(µ2 + α2)3/2
+

√
2

(µ2 + α2)1/4
, λ = max

(
1,

2µ2 − α2

(µ2 + α2)5/2

)
.

If Proposition 1 is used, we have

1

q
|xe(t)− xe(t)|+

√
q |pe(t)− pe(t)| ≤

T

q3/2
eλ tmax q−3/2

(
tmaxλδM

2 q3/2
+Mδ

)
,

(16)
with

Mδ =
µ

(µ2 + α2)3/2
, λδ =

2µ2 − α2

(µ2 + α2)5/2
.

In Fig. 1, we represent the right-hand side of the estimates (15)-(16) as
a function of µ (respectively, blue and magenta curves). We notice that the
estimate given by Eq. (16) is much more accurate for large values of µ, i.e.,
when the trajectory is far away from the core (of the order of several quiver
radii). Close to the ionic core, both estimates are equivalently inaccurate.

2.3. Discussion

Is the Kramers-Henneberger reduction valid? In order to answer this
question, Bogolyubov’s averaging theorem and a variant of it were used.
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Figure 1: Loglog plot of σ = |xe(t)− xe(t)| /q +
√
q |pe(t)− pe(t)| as a function of µ

at I = 5 × 1015 W cm−2, ω = 0.0584, a = 1 and tmax = 5 laser cycles. Blue line: from
Theorem 1, Eq. (15). Magenta line: from Proposition 1, Eq. (16). Red line: from Theorem
2, Eq. (23).
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In the estimates presented in this section, the most damaging term is the
exponential term, eλtmaxq−3/2

which can be rewritten as eελωtmax . This term
is present in both Theorem 1 and Proposition 1 with the same exponent λ.
This exponential term becomes e2πελn, where n is the duration of the laser
pulse in laser cycles. This term remains of order one if ελ is much smaller
than 1. The best-case scenario is when the electron is relatively far away
from the ionic core, where λ is of order 1 (notice that it is even larger close
to the ionic core). This leads to an upper bound for ε which translates into
a lower bound for E0:

E0 � ω4/3(2πn)2/3.

For an infrared laser field with ω = 0.0584 with a duration of five laser cycles,
this means an intensity greater than 1.8×1015 W cm−2, which is much larger
than what is typically considered for KH simulations. Following Ref. [20], an
alternative way to make this exponential term small is to reduce the size of
the pulse, namely n, and considering

n .
1

2πλ
√
ε
.

For ω = 0.0584 and an intensity of 5 × 1015 W cm−2, this gives n less than
approximately one laser cycle, which is not realistic (and it is even worse
for smaller intensities). Therefore the only way to reduce the effects of the
exponential term is to have parameters of the field so that ε is typically
smaller than 1/10, and being relatively far away from the ionic core, typically
more than a couple of quiver radii.

Does this mean that the Kramers-Henneberger reduction is invalid? Of
course, not. This just means that estimates following Bogolyubov’s theorem
are not suited to address this question, at least at a distance closer than
one quiver radius of the ionic core, since they neglect the true dynamics
in phase space, chaotic in nature close to the bounded region and rather
regular in large portions of phase space away from it. More importantly,
the estimates are very general, and not tailored to Hamiltonian systems. To
illustrate this point, we consider the following simple example for z = (x, p)
and Hamiltonian H(t, z, ε) = ε(p2/2− x cos t):

Z(t, z, ε) = ε(p , cos t) , (17a)

〈Z〉(z, ε) = ε(p , 0) . (17b)
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The constant λ in Theorem 1 and Proposition 1 is equal to 1, so that

‖z(t)− u(t)‖ ≤ 2πεM(εtmax + 2)eεtmax ,

for all |p| ≤ M − 1 and t ≤ tmax. However, in this case, the Hamiltonian
flow (17) is easily integrated, and the estimate computed exactly:

‖z(t)− u(t)‖ = ε| sin t|+ ε2|1− cos t| ≤ ε(1 + 2ε) ,

for all times. Instead of an exponential growth of the distance, this distance
remains bounded in time. Therefore, we see on one of the simplest examples
that estimates following Bogolyubov’s theorem are far from being optimal.
This is expected since these estimates are obtained with very general assump-
tions on the flow regardless of, e.g., its geometrical structure.

Below, we modify Bogolyubov’s theorem so that the estimates are better
adapted to Hamiltonian systems.

3. Modification of Bogolyubov’s averaging theorem

3.1. Statement of the theorem

First, we separate the variables into positions and momenta:

z = (r ,p) .

The equations of motion are of the form

dz

dt
= ε (∇pH ,−∇rH ) = εZ(t, z, ε) .

The trajectory z(t) is compared to the trajectory u(t) = (r(t) ,p(t)) of the
averaged system

du

dt
= ε (∇p〈H〉 ,−∇r〈H〉 ) = ε 〈Z〉(u, ε) .

Following Bogolyubov’s theorem, we consider that the two trajectories have
the same initial condition z(0) = u(0) = z0. We estimate the differences in
the positions and in momenta, i.e., the vector(

‖r(t)− r(t)‖
‖p(t)− p(t)‖

)
=

d∑
i=1

(
|ri(t)− ri(t)|
|pi(t)− pi(t)|

)
,
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where d is the dimension of configuration space.
Two Cauchy problems are compared:

I :
dr

dt
= ε∇pH(t, r,p, ε) ,

dp

dt
= −ε∇rH(t, r,p, ε) ,

II :
dr

dt
= ε∇p〈H〉(r,p, ε) ,

dp

dt
= −ε∇r〈H〉(r,p, ε) ,

with r(0) = r(0) = r0 and p(0) = p(0) = p0. Here H(t, r,p, ε) is defined in
a domain D of (r,p), and is a periodic function of t, of period T .

We suppose that, for t ≥ 0 and 0 ≤ ε < ε1, it is possible to define
two-dimensional vectors

M =

(
Mp

Mr

)
, Mδ =

(
M δ

p

M δ
r

)
, (18)

and 2× 2 matrices

� =

(
λrp λpp
λrr λrp

)
, �δ =

(
λδrp λδpp
λδrr λδrp

)
, (19)

such that the following conditions hold for t ≥ 0, for any z = (r ,p) in D:

max
1≤i≤d

|∇ri〈H〉| ≤
Mr

d
, max

1≤i≤d
|∇pi〈H〉| ≤

Mp

d
, (20a)

max
1≤i≤d

|∇ri∆H| ≤
M δ

r

d
, max

1≤i≤d
|∇pi∆H| ≤

M δ
p

d
, (20b)

max
1≤i,j≤d

|∇ri∇rjH| ≤
λrr
d
, max

1≤i,j≤d
|∇pi∇pjH| ≤

λpp
d
, max

1≤i,j≤d
|∇pi∇rjH| ≤

λrp
d
,

(20c)

max
1≤i,j≤d

|∇ri∇rj∆H| ≤
λδrr
d
, max

1≤i,j≤d
|∇pi∇pj∆H| ≤

λδpp
d
, max

1≤i,j≤d
|∇pi∇rj∆H| ≤

λδrp
d
,

(20d)

where
∆H(t, z, ε) = H(t, z, ε)− 〈H〉(z, ε) .

Remark: If we denote by A, Aδ the Hessian matrices of H, ∆H, and J2d the
symplectic matrix:

Aij = ∇zi∇zjH , Aδij = ∇zi∇zj∆H , J2d =

(
0 Id
−Id 0

)
,
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where Id is the d× d identity matrix, we see that M, Mδ give bounds for the
absolute value of the vectors J2d∇z〈H〉, J2d∇z∆H, while �, �δ give bounds
for the absolute value of JA, JAδ.

Theorem 2. If the solution (r(t) ,p(t)) to the initial Cauchy problem for
system II is defined for t ≥ 0 and belongs to the domain D, then for any
L > 0, the following inequality holds(

‖r(t)− r(t)‖
‖p(t)− p(t)‖

)
≤ e�LεT

[
L

2
�δM + Mδ

]
, (21)

for all 0 ≤ t < L/ε and 0 ≤ ε < ε1, with M, Mδ, � and �δ defined by
Eqs. (18), (19) and (20).

Theorem 2 is essentially a matrix generalization of Theorem 1, or more
precisely of Proposition 1, which improves the estimates as seen in Sec. 2.2.2.
The constants M , λ, Mδ and λδ of Eq. (11) are respectively replaced by two-
dimensional vectors M, Mδ, and 2× 2 matrices �, �δ.

The proof of Theorem 2 follows the same lines as that of Theorem 1. We
write (

‖r(t)− r(t)‖
‖p(t)− p(t)‖

)
= ε

(
‖
∫ t
0
[∇pH(τ, z(τ), ε)−∇p〈H〉(τ,u(τ), ε)]dτ‖

‖
∫ t
0
[∇rH(τ, z(τ), ε)−∇r〈H〉(τ,u(τ), ε)]dτ‖

)
≤ ε

(∫ t
0
‖∇pH(τ, z(τ), ε)−∇pH(τ,u(τ), ε)‖dτ + ‖

∫ t
0
∇p∆H(τ,u(τ), ε)dτ‖∫ t

0
‖∇rH(τ, z(τ), ε)−∇rH(τ,u(τ), ε)‖dτ + ‖

∫ t
0
∇r∆H(τ,u(τ), ε)dτ‖

)
≤ ε�

(∫ t
0
‖r(τ)− r(τ)‖dτ∫ t

0
‖p(τ)− p(τ)‖dτ

)
+ εC ,

where C is defined by

C = sup
t∈[0,L/ε]

(
‖
∫ t
0
∇p∆H(τ,u(τ), ε)dτ‖

‖
∫ t
0
∇r∆H(τ,u(τ), ε)dτ‖

)
.

We now use the following generalization of Grönwall’s inequality:

Lemma 1 ([26]). Let the vector a(t) and the nonnegative matrices G(t)
and H(t) be functions of the scalar variable t. Assume that H(t)G(t) and∫ t
t0
H(s)G(s)ds commute for t > t0. If the inequality

σ(t) ≤ a(t) + G(t)

∫ t

t0

H(τ)σ(τ)dτ

17



holds for all t > t0, then

σ(t) ≤ a(t) + G(t)

∫ t

t0

exp

(∫ t

τ

H(s)G(s)ds

)
H(τ)a(τ)dτ

holds for t > t0.

In our case a(t) = εC, G(t) = ε� independent of t, and H(t) is the identity
matrix. This leads to:(

‖r(t)− r(t)‖
‖p(t)− p(t)‖

)
≤
[
I2 + ε�

∫ t

0

dτ e(t−τ)ε�
]
εC = eεt�εC .

Here we clearly notice that the estimates for C are obtained from the trajec-
tories u(t) in the averaged system.

We evaluate the vector C in the case where H(t, z, ε) is periodic in t, i.e.,
H(t, z, ε) = H(t + T, z, ε) for all t. Proceeding in the same way as in the
proof of Theorem 1, we partition the interval [0, t]: For nT ≤ t < (n + 1)T ,
i.e., n = bt/T c, we get (say, for the first component):∥∥∥∥∫ t

0

∇p∆H(τ,u(τ), ε)dτ

∥∥∥∥ ≤ n∑
i=1

∫ iT

(i−1)T
‖∇p∆H(τ,u(τ), ε)−∇p∆H(τ,ui, ε)‖dτ

+

∫ t

nT

‖∇p∆H(τ,u(τ), ε)‖ dτ ,

where ui = u((i − 1)T ) , i = 1, . . . , n denote the values of u at each period.
It follows that∥∥∥∥∫ t

0

∇p∆H(τ,u(τ), ε)dτ

∥∥∥∥ ≤ n∑
i=1

∫ iT

(i−1)T
[λδrp‖r(τ)−ri‖+λδpp‖p(τ)−pi‖]dτ+M δ

pT .

Using the fact that for τ ∈ [(i− 1)T, iT ]

u(τ) = ui +

∫ τ

(i−1)T
ε 〈Z〉(u(s), ε) ds ,

we get

‖r(τ)− ri‖ ≤ εMp(τ − (i− 1)T ) , ‖p(τ)− pi‖ ≤ εMr(τ − (i− 1)T ) ,

18



so that∥∥∥∥∫ t

0

∇p∆H(τ,u(τ), ε)dτ

∥∥∥∥ ≤ εn
T 2

2
(λδrpMp + λδppMr) +M δ

pT,

≤ T

[
εt

2
(λδrpMp + λδppMr) +M δ

p

]
,

for all t ≤ L/ε. Performing the same estimate for the second component
leads to

C = T

[
L

2
�δM + Mδ

]
,

from which Eq. (21) follows.
Remark : Thanks to the fact that the elements on the diagonal of � are
identical (which comes from the Hamiltonian character of the dynamics) the
exponential e�L has a closed expression. For example, in the usual case where
Hamiltonian H is at most quadratic in momenta (i.e., λpp = 1) we have:

e�L = eλrpL

 cosh(
√
λrrL) 1√

λrr
sinh(

√
λrrL)

√
λrr sinh(

√
λrrL) cosh(

√
λrrL)

 . (22)

Equation (21) is the matrix equivalent of the scalar expression (12) of
Proposition 1. The advantage of the matrix formulation is evident in the
treatment of the simple example (17) considered in section 2.3. We have in
this case:

� =

(
0 1
0 0

)
, M =

(
Mp

0

)
, �δ = 0 , Mδ =

(
0
1

)
.

In this example, we notice that the value of Mp is irrelevant since M is
multiplied by the null matrix. Theorem 2 gives, for all t ≤ tmax:

|x(t)− x(t)| ≤ 2πε2tmax , |p(t)− p(t)| ≤ 2πε ,

to be compared with the estimate coming from the exact solution:

|x(t)− x(t)| = ε2|1− cos t| ≤ 2ε2 , |p(t)− p(t)| = ε| sin t| ≤ ε .

As it has been pointed out in section 2.3, Theorem 1 gives:

|x(t)− x(t)|+ |p(t)− p(t)| ≤ 2πεM(εtmax + 2)eεtmax ,
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and the modified version of Proposition 1 (with λδ = 0, Mδ = 1) leads to :

|x(t)− x(t)|+ |p(t)− p(t)| ≤ 2πεMeεtmax ,

for all |p| ≤ M − 1 and t ≤ tmax. We notice that the matrix formulation
in Theorem 2 allowed the removal of the exponentially divergent term for
this specific case, since et� is not necessarily exponential in time when � is
a matrix. Next, we consider the running example of a one-dimensional soft-
Coulomb potential to figure out if Theorem 2 improves the estimates and
allows us to conclude on the validity of the Kramers-Henneberger approxi-
mation.

3.2. Application to a one-dimensional soft-Coulomb potential

For a one-dimensional soft-Coulomb potential, the matrices and vectors
appearing in Theorem 2 are given by:

� =

(
0 1

BW,2 0

)
, M =

(
Bp

BW,1

)
, �δ =

(
0 0

BW,2 0

)
, Mδ =

(
0

BW,1

)
,

which gives, using Eqs. (21)-(22):(
|χ(φ)− χ(φ)|
|ξ(φ)− ξ(φ)|

)
≤ 2πε

(
L

2
BpBW,2 +BW,1

)( 1√
BW,2

sinh(
√
BW,2L)

cosh(
√
BW,2L)

)
.

(23)
Going back to the original variables xe, pe and t, and taking E0/ω as the
rescaling factor for momenta, we have

1

q
|xe(t)− xe(t)| ≤

T

q3/2

(
tmax

2q3/2
BpBW,2 +BW,1

)
1√
BW,2

sinh

(
tmax

√
BW,2

q3/2

)
,(24)

ω

E0

|pe(t)− pe(t)| ≤
εT

q3/2

(
tmax

2q3/2
BpBW,2 +BW,1

)
cosh

(
tmax

√
BW,2

q3/2

)
. (25)

We first notice that there is still an exponential behavior in time for tmax

large, but the exponent is
√
BW,2 compared with the exponent for Theorem

1 and Proposition 1, max(1, BW,2). This reduction of exponent is crucial
for small µs, and is one of the main ingredients for the improvement of the
estimates. In Fig. 1, we have plotted the bounds σ for |xe(t)− xe(t)| /q +
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Figure 2: Loglog plot of σx = ω2

E0
|xe(t)− xe(t)| (red solid line) and σp = ω

E0
|pe(t)− pe(t)|

(red dash-dotted line) given by equations Eqs. (24)-(25) as a function of µ for I = 5×1015

W cm−2, ω = 0.0584, a = 1 and tmax = 5 laser cycles.

√
q |pe(t)− pe(t)| where the two contributions are obtained using Eqs. (24)-

(25). We notice that for large µ the estimates obtained from Theorem 2
appear to be equivalent to the ones of Proposition 1. The main difference
manifests itself for small values of µ, where the estimates improve closer to
the ionic core.

In order to be more quantitative and compare the results of Theorem 1,
Proposition 1 and Theorem 2 for the one-dimensional soft-Coulomb potential,
we compute the estimates for large and small distances of the electron tra-
jectory from the ionic core. This allows us to better understand the different
behaviours displayed on Fig. 1 and identify quantitatively the improvement
of each estimate. For each case, we give the leading term in the expression

σ = max
t≤tmax

(
1

q
|xe(t)− xe(t)|+

√
q |pe(t)− pe(t)|

)
.
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Large distance: µ� 1.

σTh1 ' T

q3/2
etmax q−3/2

(
tmax

q3/2
+ 2

)√
2

µ
,

σProp1 ' T

q3/2
etmax q−3/2 1

µ2
, (26)

σTh2 ' T

q3/2

(
1 +

tmax

q3/2

)
1

µ2
, (27)

where estimates (26)-(27) are valid for µ such that

√
2 tmax

(µq)3/2
� 1 .

We see that the estimates from Proposition 1 and Theorem 2 decrease faster
with distance than the estimate relative to Theorem 1. Moreover, Theorem
2 gives a better result than Proposition 1 if the pulse duration tmax is larger
than q3/2.

Small distance: α� µ� 1.

σTh1 ' Ttmax

q3
e2tmax q−3/2µ−3 2

µ5
,

σProp1 ' Ttmax

q3
e2tmax q−3/2µ−3 1

µ5
,

σTh2 ' Ttmax

q3
e
√
2tmax q−3/2µ−3/2

√
2

µ7/2
,

where estimates are valid for µ such that
√

2 tmax

(µq)3/2
� 1 .

We see that the estimate from Theorem 2 diverges slower than those coming
from Theorem 1 and Proposition 1 as µ goes to zero. This is in particular
due to the reduction of the exponent in the exponential, from µ−3 to µ−3/2.
As a consequence, in the two ranges of µ, Theorem 2 provides significantly
much better estimates than Theorem 1 and Proposition 1.

One additional advantage with the formulation of Theorem 2 is that it
gives separate bounds on the positions and the momenta. These bounds
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are represented in Fig. 2 where the positions are rescaled by E0/ω
2 and the

momenta by E0/ω. Using these scalings, we see that the dominant error as
a result of the KH approximation comes from the positions getting close to
the ionic core.

3.3. Discussion

As we have seen above, the amended version of Bogolyubov’s theorem
provides better estimates than the original version. The main reason is that
this version is more suited to Hamiltonian systems. Does it allow us to
conclude on the validity of the Kramers-Henneberger approximation? As
discussed in Sec. 2.3, the answer to the validity of the KH approximation still
depends on the values of the parameters and on the region of phase space
in which the trajectory evolves. If the trajectory is sufficiently far from the
ionic core (at least, at a distance of one quiver radius), the approximation
is valid. The validity gets better as the trajectory gets further away from
the core. Using a more apt version of the Bogolyubov’s averaging theorem
adapted to Hamiltonian flows, the validity is confirmed closer to the ionic
core than it was the case with the original version of the theorem. However,
all versions of the averaging theorem lead to the same conclusions if µ is
sufficiently close to zero. This means that when the trajectory is allowed to
cross x = 0, the bounds between this trajectory and the one of the averaged
system become large.

A numerical investigation of H and 〈H〉 confirms that the two Cauchy
problems do not separate exponentially as predicted by averaging theorems.
The behavior is much more complex, depending on the region of phase space
visited by the trajectories. In order to illustrate this complex behavior a Mat-
lab [27] script KHBogolyubov.mlx is available at github.com/cchandre/KH.
This script computes and displays the trajectories in phase space for both
Hamiltonians H and 〈H〉 starting with the same initial conditions, as well as
their distance as a function of time, in order to compare it with the results
obtained using Theorem 1, Proposition 1 and Theorem 2. This script also
contains the codes to reproduce Figs. 1 and 2.

One of the main arguments of the KH approximation is the possibility
to create stable laser-dressed states located near the minimum of the KH
potential. However, this minimum is always at a distance smaller than one
quiver radius. The estimates obtained by Bogolyubov’s theorem or their
amended versions do not work in this region of phase space, mostly regardless
of the parameters of the laser field. As a consequence, we cannot conclude
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on the validity of the KH approximation close to the local minimum of the
KH potential which is at the core of the KH atom.
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