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# QUASI-STATIONARY DISTRIBUTION FOR HAMILTONIAN DYNAMICS WITH SINGULAR POTENTIALS 

ARNAUD GUILLIN ${ }^{\diamond}$, BORIS NECTOUX ${ }^{\diamond}$, AND LIMING WU ${ }^{\diamond}$


#### Abstract

In this work, we prove the existence and the uniqueness of a quasi-stationary distribution for hypoelliptic Hamiltonian dynamics for a system of $N$ particles in $\mathbb{R}^{d}$ interacting with Lennard-Jones type potentials or with repulsive Coulomb potentials.
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## 1. Introduction

1.1. Setting and purpose. For $d \geq 1$, consider a system of $N \geq 2$ particles in $\mathbb{R}^{d}$ which cannot collide and let

$$
x_{t}=\left(x_{t}^{1}, \ldots, x_{t}^{N}\right) \in\left(\mathbb{R}^{d}\right)^{N} \text { and } v_{t}=\left(v_{t}^{1}, \ldots, v_{t}^{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}
$$

denotes respectively the positions of the $N$ particles and their velocities, at time $t \geq 0$. The natural space to consider the time evolution of the positions $\left(x_{t}, t \geq 0\right)$ and of the velocities $\left(v_{t}, t \geq 0\right)$ of the $N$ particles is thus

$$
\begin{equation*}
\mathcal{S}=\mathcal{O} \times\left(\mathbb{R}^{d}\right)^{N}, \tag{1.1}
\end{equation*}
$$

where

$$
\begin{cases}\text { if } d=1, & \mathcal{O}=\left\{x=\left(x^{1}, \ldots, x^{N}\right) \in(\mathbb{R})^{N}, x^{1}<x^{2}<\ldots<x^{N}\right\}  \tag{1.2}\\ \text { if } d \geq 2, & \mathcal{O}=\left\{x=\left(x^{1}, \ldots, x^{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}, x^{i} \neq x^{j} \text { for all } i \neq j\right\} .\end{cases}
$$

Notice that in both cases, $\mathcal{O}$ is open, path connected, and unbounded. In addition,

$$
\partial \mathcal{S}=\partial \mathcal{O} \times\left(\mathbb{R}^{d}\right)^{N}, \text { with, }\left\{\begin{array}{l}
\text { if } d=1, \quad \partial \mathcal{O} \subset \cup_{i=1, \ldots, N-1}\left\{x \in \mathbb{R}^{N}, x^{i}=x^{i+1}\right\}  \tag{1.3}\\
\text { if } d \geq 2, \quad \partial \mathcal{O}=\cup_{1 \leq i \neq j \leq N}\left\{x \in\left(\mathbb{R}^{d}\right)^{N}, x^{i}=x^{j}\right\}
\end{array}\right.
$$

In molecular dynamics, the interatomic potential of the system of $N$ particles is typically of the form, for $x=\left(x^{1}, \ldots, x^{N}\right) \in \overline{\mathcal{O}}$,

$$
\begin{equation*}
\mathrm{V}(x)=\sum_{i=1}^{N} \mathrm{~V}_{\mathrm{c}}\left(x^{i}\right)+\sum_{1 \leq i<j \leq N} \mathrm{~V}_{\mathrm{I}}\left(x^{i}-x^{j}\right) \in \overline{\mathbb{R}}, \tag{1.4}
\end{equation*}
$$
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where $\mathrm{V}_{\mathrm{c}}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is the confining potential of the system and $\mathrm{V}_{\mathrm{I}}: \bar{\Omega} \rightarrow \mathbb{R}$ (where, if $d=1, \Omega=\{y<0\}$, and if $d \geq 2, \Omega=\{y \neq 0\}$ ) is the potential energy modeling the interaction between two particles, the latter becoming infinite when (and only when) $y \in \partial \Omega=\{0\}$ (which prevents from collisions). Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ be a filtered probability space. We assume that the evolution of the positions $\left(x_{t}, t \geq 0\right)$ and the velocities $\left(v_{t}, t \geq 0\right)$ of the $N$ particles on $\mathcal{S}^{1}$ is described by the following hypoelliptic stochastic differential equation

$$
\left\{\begin{array}{l}
d x_{t}=v_{t} d t  \tag{1.5}\\
d v_{t}=-\nabla \mathrm{V}\left(x_{t}\right) d t-\gamma\left(x_{t}, v_{t}\right) v_{t} d t+\Sigma\left(x_{t}, v_{t}\right) d B_{t}
\end{array}\right.
$$

where $\gamma:\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathrm{M}_{N d}(\mathbb{R})$ (the space of square matrices of size $N d$ with real coefficients) is the friction coefficient, $\left(B_{t}, t \geq 0\right)$ is a standard $d N$-dimensional Brownian motion, and $\Sigma:\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}$. We set $X_{t}=\left(x_{t}, v_{t}\right)$ for $t \geq 0$. Throughout this paper, we assume that
(Ac) $\gamma:\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathrm{M}_{N d}(\mathbb{R})$ is a locally Lipschitz function such that:
(i) there exists $\gamma^{*}>0, \forall x, v \in\left(\mathbb{R}^{d}\right)^{N}: \frac{1}{2}\left[\gamma(x, v)+\gamma^{T}(x, v)\right] \geq \gamma^{*} I_{\left(\mathbb{R}^{d}\right)^{N}}$, where $\gamma^{T}$ is the transpose matrix of $\gamma$,
(ii) $\sup _{x, v \in\left(\mathbb{R}^{d}\right)^{N}, k, \ell=1, \ldots, N d}\left|\gamma_{k, \ell}(x, v)\right|<+\infty$.
$(\mathbf{A} \Sigma) \Sigma:\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}$ is a $\mathcal{C}^{\infty}$ function, uniformly Lipschitz over $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}$, and such that for some $\Sigma_{0}>0$ and $\Sigma_{\infty}>0$,

$$
\forall x \in\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}, \Sigma_{0} \leq \Sigma(\mathrm{x}) \leq \Sigma_{\infty}
$$

For many intermediate results, Assumption (Ac) can be relaxed, see Remark 2.13
In this work, we prove the existence and the uniqueness of a quasi-stationary distribution for the process (1.5) when $\mathrm{V}_{\mathrm{I}}$ is the Lennard-Jones type potential or the Coulomb potential (see (1.7) for the definition of a quasi-stationary distribution). These two pair potentials are widely used in molecular dynamics simulation. Such a setting is motivated by what follows. Due to energetic barriers of the potential V , the process $\left(x_{t}, t \geq 0\right)$ spends a lot of time in a neighborhood O (bounded or not) of a local minimum of V in $\mathcal{O}$. Thus, the process (1.5) is stuck during long period of times in regions $\mathcal{D}$ of the form $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$. For this reason, the set $\mathcal{D}$ is called a metastable region (modelling in practice a macroscopic state). It is thus expected that when the process starts inside $\mathcal{D}$, its law becomes quickly close to a local equilibrium inside $\mathcal{D}$. This local equilibrium inside $\mathcal{D}$ is described by a quasi-stationary distribution. In addition, starting from the quasi-stationary distribution, the first exit time from $\mathcal{D}$ and the exit location on $\partial \mathcal{D}$ are independent, and the first exit time from $\mathcal{D}$ is exponentially distributed. For this reason, the notion of quasi-stationary distribution is a central object to justify the use of kinetic Monte Carlo processes (also called Markov jump processes) to model the exit event from a metastable region [35, 29, 18, 1, 31].
The main results of this work are Theorem 2.4 and Theorem 3.2 which provides existence and uniqueness (in some weighted spaces) of a quasi-stationary distribution (see (1.7)) for the process (1.5) on $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$ (where $\mathrm{O} \subset \mathcal{O}$ ) when $\mathrm{V}_{\mathrm{I}}$ is respectively a

[^0]Lennard-Jones type potential and when $\mathrm{V}_{\mathrm{I}}$ is the Coulomb potential. The results cover the case when $\overline{\mathrm{O}}$ contains some subset of singular points of V , namely some subset of $\partial \mathcal{O}$. The starting point of the proofs is [24, Theorem 2.2]. To use these results, we will in particular construct Lyapunov functions W on $\mathcal{S}$ for such processes which provide an asymptotic return from $+\infty$. Let us mention that these Lyapunov functions are much smaller, to the best of our knowledge, to those already constructed in the literature for such processes. Indeed, they satisfy, for any $\eta \in(0,1), \mathbf{W} \leq \exp \left(m \mathbf{H}^{\eta}\right)$ on $\mathcal{S}$, where $\mathbf{H}$ is the Hamiltonian of the process (1.5). Let us also mention that since the potentials V we consider are singular and $\partial \mathrm{O} \cap\{\mathrm{V}=+\infty\}$ is not necessarily nonempty, it turns out that most of the arguments used in [24, Section 6] do not apply here.

Remark 1.1. The long time behavior of the law of the process (1.5) has been investigated in [26, 32, 3, 5] when when $\gamma$ and $\Sigma$ are constant, and V is $\mathcal{C}^{\infty}$ on $\mathcal{S}$ (see also [8, 17, 16, 34, 38, 23] and references therein).

Remark 1.2. From the proof of Theorem 2.4 and Theorem 3.2, we also deduce that large deviation principles hold for the non killed process (i.e. the process $\left(X_{t}, t \geq 0\right)$ on $\mathcal{S}$ ) with Lennard-Jones and Coulomb potential interactions, as well as the exponential convergence of its law towards its invariant measure, see Corollary 4.1.

Remark 1.3. The notion of quasi-stationary distribution has initially been introduced to investigate long time behavior of biological systems and we refer for instance to [14, 33, [15, 6, 7, 13, 10, 20, 19]. For existence and uniqueness of a quasi-stationary distribution for elliptic processes, we refer to [25, 11, 9, 29, 36, 22, 28]. See also [2, 21, 12] for general criteria implying existence uniqueness of a quasi-stationary distribution.

We refer to 24 for existence and uniqueness of a quasi-stationary distribution for the process (1.5) when the coefficient of (1.5) are continuous on $\mathbb{R}^{2 d N}$. We also refer to 30 ] (see also [37, Chapter 4]) when $\gamma$ and $\Sigma$ are constant on $\mathbb{R}^{2 d N}$, the drift in (1.5) is smooth on $\mathbb{R}^{2 d N}$, and O is bounded. Existence and uniqueness of quasi-stationary distribution for hypoelliptic diffusions on a bounded subdomain $D$ of $\mathbb{R}^{m}$ have been very recently investigated in [4] when D satisfies a boundary condition (see (ii)-(a) in Theorem 1 there), and the coefficients of the diffusions are smooth and satisfy some Hörmander conditions.
1.2. Notation and definition of a quasi-stationary distribution. Let $\mathcal{B}(\mathcal{S})$ be the Borel $\sigma$-algebra of $\mathcal{S}, b \mathcal{B}(\mathcal{S})$ the space of all bounded and Borel measurable functions $f$ on $\mathcal{S}$ (its norm will be denoted by $\left.f \in b \mathcal{B}(\mathcal{S}) \mapsto\|f\|_{b \mathcal{B}(\mathcal{S})}=\sup _{\mathrm{x} \in \mathcal{S}}|f(\mathrm{x})|\right)$. If u : $\mathcal{S} \rightarrow[1,+\infty)$ is a continuous function, we denote by $b_{\mathrm{u}} \mathcal{B}(\mathcal{S})$ the Banach space of all $\mathcal{B}(\mathcal{S})$-measurable functions on $\mathcal{S}$ with norm $\|f\|_{b_{u} \mathcal{B}(\mathcal{S})}:=\sup _{\mathrm{x} \in \mathcal{S}}|f(\mathrm{x})| / \mathrm{u}(\mathrm{x})<+\infty$. The function $1_{K}$ will denote the indicator function of $K \subset\left(\mathbb{R}^{d}\right)^{N}$.
Consider $\left(X_{t}, t \geq 0\right)$ the (strong) Markov process solution in the strong sense of the stochastic differential equation (1.5) with values in an open subset $\mathcal{S}$ of $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}$ (existence and uniqueness of such a process will be proved later, see Propositions 2.3 and 3.1). Its transition probability semigroup is denoted by $\left(P_{t}, t \geq 0\right)$ where we recall that it is defined by:

$$
P_{t} f(\mathrm{x})=\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right)\right],
$$

for $f \in b \mathcal{B}(\mathcal{S})$ and $\mathrm{x} \in \mathcal{S}$. We will denote by $\left(X_{t}(\mathrm{x}), t \geq 0\right)$ the process $\left(X_{t}, t \geq 0\right)$ when $X_{0}=\mathrm{x} \in \mathcal{S}$. Given an initial distribution $\nu$ on $\mathcal{S}$, we write $\mathbb{P}_{\nu}(\cdot)=\int_{\mathcal{S}} \mathbb{P}_{\mathrm{x}}(\cdot) \nu(d \mathrm{x})$. Under $\mathbb{P}_{\nu}$, the distribution of $X_{0}$ is $\nu$.

Now let $\mathcal{D}$ be a non-empty open domain of $\mathcal{S}$, different from $\mathcal{S}$. Consider the first exit time of $\mathcal{D}$

$$
\sigma_{\mathcal{D}}:=\inf \left\{t \geq 0, X_{t} \in \mathcal{D}^{c}\right\}
$$

where $\mathcal{D}^{c}=\mathcal{S} \backslash \mathcal{D}$ is the complement of $\mathcal{D}$. The transition semigroup of the killed process $\left(X_{t}, 0 \leq t<\sigma_{\mathcal{D}}\right)$ is for $t \geq 0$ and $\mathrm{x} \in \mathcal{D}$,

$$
\begin{equation*}
P_{t}^{\mathcal{D}} f(\mathrm{x})=\mathbb{E}_{\mathrm{x}}\left[1_{t<\sigma_{\mathcal{D}}} f\left(X_{t}\right)\right], \tag{1.6}
\end{equation*}
$$

for $f \in b \mathcal{B}(\mathcal{D})$. Let us now recall the definition of a quasi-stationary distribution.
Definition 1.4. A quasi-stationary distribution ( $Q S D$ in short) of the Markov process $\left(X_{t}, t \geq 0\right)$ in the domain $\mathcal{D}$ is a probability measure on $\mathcal{D}$ such that

$$
\begin{equation*}
\mu_{\mathcal{D}}(A)=\mathbb{P}_{\mu_{\mathcal{D}}}\left(X_{t} \in A \mid t<\sigma_{\mathcal{D}}\right)=\frac{\mathbb{P}_{\mu_{\mathcal{D}}}\left(X_{t} \in A, t<\sigma_{\mathcal{D}}\right)}{\mathbb{P}_{\mu_{\mathcal{D}}}\left(t<\sigma_{\mathcal{D}}\right)}, \forall t>0, A \in \mathcal{B}(\mathcal{D}) \tag{1.7}
\end{equation*}
$$

where $\mathcal{B}(\mathcal{D}):=\{A \cap \mathcal{D} ; A \in \mathcal{B}(\mathcal{S})\}$.
We say that a continuous function $f$ belongs to the extended domain $\mathbb{D}_{e}(\mathcal{L})$ of the generator $\mathcal{L}$ of $\left(P_{t}, t \geq 0\right)$ if there is some measurable function $g$ on $\mathcal{S}$ such that $\int_{0}^{t}|g|\left(X_{s}\right) d s<+\infty, \mathbb{P}_{x}$ - a.e. for all $\mathrm{x} \in \mathcal{S}$, and

$$
\mathrm{M}_{t}(f)=f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t} g\left(X_{s}\right) d s
$$

is a $\mathbb{P}_{\mathrm{x}}$-local martingale for all x . Such a function $g$, denoted by $\mathcal{L} f$, is not unique in general. But it is unique up to the equivalence of quasi-everywhere (q.e.): two functions $g_{1}, g_{2}$ are said to be equal q.e., if $g_{1}=g_{2}$ almost everywhere in the (resolvent) measure $R_{1}(\mathrm{x}, \cdot)=\int_{0}^{+\infty} e^{-t} P_{t}(\mathrm{x}, \cdot) d t$ for every $\mathrm{x} \in \mathcal{S}$.

Finally, we say that a class $\mathcal{A}$ of bounded continuous functions on $\mathcal{D}$ is measureseparable, if for any bounded (signed) measure $\nu$ on $\mathcal{D}$, if $\nu(f)=0$ for all $f \in \mathcal{A}$, then $\nu=0$.
1.3. Organization. The rest of the paper is organized as follows. In Section 2, we focus on Lennard-Jones type interactions (see (2.1)): we state and prove Theorem 2.4 . Section 3 is dedicated to the case when $\mathrm{V}_{\mathrm{I}}$ is the Coulomb potential. The main result of Section 3 is Theorem 3.2.

## 2. Quasi-stationary distributions for Lennard-Jones type interactions

In this section, we state and prove Theorem 2.4, which is concerned with existence and uniqueness of the process (1.5) with Lennard-Jones type interactions.

### 2.1. Main result.

2.1.1. Lennard-Jones type interactions. Recall that $\Omega=\{y \in \mathbb{R}, y<0\}$ if $d=1$, and $\Omega:=\left\{y \in \mathbb{R}^{d},|y| \neq 0\right\}$ if $d \geq 2$. Let $\Phi_{1, \mathrm{I}}: \Omega \rightarrow \mathbb{R}, \mathrm{B}>0$, and $\beta_{1}>1$. Define for $y \in \bar{\Omega}$ :

$$
\mathrm{V}_{1, \mathrm{I}}(y)=\left\{\begin{array}{r}
\frac{\mathrm{B}}{|y|^{\beta_{1}}}+\Phi_{1, \mathrm{I}}(y) \text { if } y \in \Omega \\
+\infty \text { if } y=0
\end{array}\right.
$$

Recall that the potential function $\mathrm{V}_{1}$ we consider is, for $x=\left(x^{1}, \ldots, x^{N}\right) \in \overline{\mathcal{O}}($ see 1.2$)$,

$$
\begin{equation*}
\mathrm{V}_{1}(x)=\sum_{i=1}^{N} \mathrm{~V}_{1, \mathrm{c}}\left(x^{i}\right)+\sum_{1 \leq i<j \leq N} \mathrm{~V}_{1, \mathrm{I}}\left(x^{i}-x^{j}\right) \in \overline{\mathbb{R}} \tag{2.1}
\end{equation*}
$$

where $\mathrm{V}_{1, \mathrm{c}}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $\mathrm{V}_{1, \mathrm{I}}: \bar{\Omega} \rightarrow \overline{\mathbb{R}}$. We assume the following on $\mathrm{V}_{1, \mathrm{~V}_{2, \mathrm{c}}}$ and $\Phi_{1, \mathrm{I}}$.
Assumption (H-LJ). Let $\mathrm{A}>0$ and $\alpha_{1}>1$. The function $\mathrm{V}_{1, \mathrm{c}} \in \mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and for some $r>0$, it holds:

$$
\forall y \in \mathbb{R}^{d},|y| \geq r, \mathrm{~V}_{1, \mathrm{c}}(y)=\mathrm{A}|y|^{\alpha_{1}}+\Phi_{1, \mathrm{c}}(y)
$$

where $\Phi_{1, \mathrm{c}} \in \mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ satisfies:

$$
\lim _{|y| \rightarrow+\infty} \frac{\left|\Phi_{1, \mathrm{c}}(y)\right|}{|y|^{\alpha_{1}}}=\lim _{|y| \rightarrow+\infty} \frac{\left|\nabla \Phi_{1, \mathrm{c}}(y)\right|}{|y|^{\alpha_{1}-1}}=\lim _{|y|_{\rightarrow+\infty}} \frac{\left|\operatorname{Hess} \Phi_{1, \mathrm{c}}(y)\right|}{|y|^{\alpha_{1}-2}}=0
$$

In addition, $\Phi_{1, \mathrm{I}}: \Omega \rightarrow \mathbb{R}$ is $\mathcal{C}^{2}$ and satisfies:

$$
\begin{equation*}
\lim _{y \in \Omega,|y| \rightarrow 0}|y|^{\beta_{1}}\left|\Phi_{1, \mathrm{I}}(y)\right|=\lim _{y \in \Omega,|y| \rightarrow 0}|y|^{\beta_{1}+1}\left|\nabla \Phi_{1, \mathrm{I}}(y)\right|=\lim _{y \in \Omega,|y| \rightarrow 0}|y|^{\beta_{1}+2}\left|\operatorname{Hess} \Phi_{1, \mathrm{I}}(y)\right|=0 \tag{2.2}
\end{equation*}
$$

Finally, for some $r>0$,

$$
\begin{equation*}
\Phi_{1, \mathrm{I}}, \nabla \Phi_{1, \mathrm{I}} \text {, and Hess } \Phi_{1, \mathrm{I}} \text { are bounded on } \Omega \cap\{|y| \geq r\} . \tag{2.3}
\end{equation*}
$$

Remark 2.1. The Lennard-Jones potential $\mathrm{V}_{1, \mathrm{I}}$ corresponds to $\beta_{1}=12$ and $\Phi_{1, \mathrm{I}}(y)=$ $-\mathrm{C} /|y|^{6}, \mathrm{C}>0, y \in \Omega$. When $d \geq 3$, the Coulomb potential is also covered here by choosing $\beta_{1}=d-2$ and $\Phi_{1, \mathrm{I}}=0$. The Coulomb potential when $d=1,2$ is treated in Section 3 .

In this section, we assume that (H-LJ) is satisfied. Recall that (see $(1.1)$ ), $\mathcal{S}=\mathcal{O} \times\left(\mathbb{R}^{d}\right)^{N}$ is the natural state space on which the evolution of the $N$ particles can be considered. By assumption (H-LJ),

$$
\mathcal{O}=\left\{x \in \overline{\mathcal{O}}, \mathrm{~V}_{1}(x)<\infty\right\}(\text { see indeed }(1.2))
$$

Notice also that the set $\mathcal{S}$ is open and path connected. Let us now give some properties of $\mathrm{V}_{1}$ which are direct consequences of ( $\mathbf{H}-\mathbf{L J}$ ) and which will be used throughout this work. Note first that $\mathrm{V}_{1}: \mathcal{S} \rightarrow \mathbb{R}$ is $\mathcal{C}^{2}$.

Remark 2.2. We have assumed that $\mathrm{V}_{1}$ is at least $\mathcal{C}^{2}$ on $\mathcal{S}$ to ensure existence and uniqueness of a local strong solution to (1.5) when $\mathrm{V}=\mathrm{V}_{1}$, see indeed the proof of Proposition 2.3.

Notice also that by (H-LJ), for all $\epsilon>0$, there exist $k, K>0$ such that for all $y \in \mathbb{R}^{d}$,

$$
\begin{equation*}
-k+\frac{\mathrm{A}}{1+\epsilon}|y|^{\alpha_{1}} \leq \mathrm{V}_{1, \mathrm{c}}(y) \leq K+(1+\epsilon) \mathrm{A}|y|^{\alpha_{1}} \tag{2.4}
\end{equation*}
$$

and, for all $y \in \Omega$,

$$
\begin{equation*}
-k+\frac{\mathrm{B}}{1+\epsilon}|y|^{-\beta_{1}} \leq \mathrm{V}_{1, \mathrm{I}}(y) \leq K+(1+\epsilon) \mathrm{B}|y|^{-\beta_{1}} \tag{2.5}
\end{equation*}
$$

In particular, $\bigvee_{1, \mathrm{c}}$ and $\bigvee_{1, \mathrm{I}}$ are lower bounded respectively on $\mathbb{R}^{d}$ and on $\Omega$. Therefore, $\mathrm{V}_{1}$ is also lower bounded on $\mathcal{O}$, i.e.

$$
\inf _{\mathcal{O}} \mathrm{V}_{1}>-\infty
$$

In addition, by (2.4) and (2.5), $\mathrm{V}_{1, \mathrm{I}}(y) \rightarrow+\infty(y \in \Omega)$ if and only if $|y| \rightarrow 0$, and $\mathrm{V}_{1, \mathrm{c}}(y) \rightarrow+\infty$ if and only if $|y| \rightarrow+\infty$. This implies that, when $x \in \mathcal{O}$ (see (2.1)):

$$
\mathrm{V}_{1}(x) \rightarrow+\infty \text { iff }\left\{\begin{array}{l}
(1) \exists i \in\{1, \ldots, N\} \text { s.t. }\left|x^{i}\right| \rightarrow+\infty \text { or, }  \tag{2.6}\\
(2) \text { for some } i \neq j \in\{1, \ldots, N\},\left|x^{i}-x^{j}\right| \rightarrow 0
\end{array}\right.
$$

or equivalently, $\mathrm{V}_{1}(x) \rightarrow+\infty$ iff either (1) $|x| \rightarrow+\infty$ or (2) $x \rightarrow \partial \mathcal{O}$ (see (1.3)), that we write $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$. In the following and up to changing $\mathrm{V}_{1}$ into $\mathrm{V}_{1}-\inf _{\mathcal{O}} \mathrm{V}_{1}+1$, we assume that

$$
\mathrm{V}_{1} \geq 1 \text { on } \mathcal{O}
$$

Let us denote for $(x, v) \in \mathcal{S}$,

$$
\begin{equation*}
\mathcal{L}_{1}=\frac{\Sigma^{2}(x, v)}{2} \Delta_{v}+v \cdot \nabla_{x}-\nabla \mathrm{V}_{1}(x) \cdot \nabla_{v}-\gamma(x, v) v \cdot \nabla_{v} \tag{2.7}
\end{equation*}
$$

the infinitesimal generator of the diffusion (1.5) when $\mathrm{V}=\mathrm{V}_{1}$. The Hamiltonian of the process (1.5) when $\mathrm{V}=\mathrm{V}_{1}$ is, for $(x, v) \in \mathcal{S}$,

$$
\begin{equation*}
\mathrm{H}_{1}(x, v)=\mathrm{V}_{1}(x)+\frac{1}{2}|v|^{2} \geq 1 \tag{2.8}
\end{equation*}
$$

Notice that for $(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v) \rightarrow+\infty$ if and only if $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or if $|v| \rightarrow+\infty$. Existence and uniqueness of the process (1.5) on $\mathcal{S}$ (see also [26, Proposition 2.2 and Section 4]) follows from the following result.
Proposition 2.3. Assume that ( $\boldsymbol{H}-\mathbf{L J}$ ) is satisfied as well as ( $\boldsymbol{A c}$ ) and ( $\boldsymbol{A} \Sigma$ ). For all $R>0$, the set $\left\{x \in \mathcal{O}, \bigvee_{1}(x)<R\right\}$ is open, bounded, and its closure is included in $\mathcal{O}$. Furthermore, for all $\left(x_{0}, v_{0}\right) \in \mathcal{S}$, there exists a unique pathwise solution $\left(X_{t}=\right.$ $\left(x_{t}, v_{t}\right), t \geq 0$ ) of

$$
\left\{\begin{array}{l}
d x_{t}=v_{t} d t  \tag{2.9}\\
d v_{t}=-\nabla \mathrm{V}_{1}\left(x_{t}\right) d t-\gamma\left(x_{t}, v_{t}\right) v_{t} d t+\Sigma\left(x_{t}, v_{t}\right) d B_{t}
\end{array}\right.
$$

with $X_{0}=\left(x_{0}, v_{0}\right)$, which is moreover non-explosive and remains in $\mathcal{S}$ for all $t \geq 0$.
Notice that by Proposition 2.3, the process 2.9) is a (strong) Markov process.

Proof. Clearly, for $R>0$, the set $\left\{x \in \mathcal{O}, \mathrm{~V}_{1}(x)<R\right\}$ is open, and its closure is included in $\mathcal{O}$ since $\partial \mathcal{O}=\left\{\mathrm{V}_{1}=+\infty\right\}$. It is bounded, by (2.6). Even if it is standard, let us write the proof of the second statement since we will need Eq. (2.12) below for further computations. Then, by definition of $\mathrm{H}_{1}$ (see (2.8)), for $r>0$, the set

$$
\begin{equation*}
\mathcal{H}_{r}^{1}:=\left\{(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v)<r\right\} \tag{2.10}
\end{equation*}
$$

is open, bounded, and its closure is included in $\mathcal{S}$. Let $\mathrm{x}=(x, v) \in \mathcal{S}$ and $r_{\mathrm{x}}>0$ be such that $\mathrm{x} \in\left\{(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v)<r_{\mathrm{x}}\right\}$. Since the coefficients of the stochastic differential equations (1.5) are locally Lipschitz on $\mathcal{S}$, for any $r \geq r_{\mathrm{x}}$, there exists a unique strong solution $\left(X_{t}=\left(x_{t}, v_{t}\right), t \geq 0\right)$ of (2.9) with initial condition x up to time

$$
\begin{equation*}
\tau_{r}(\mathrm{x})=\inf \left\{t \geq 0, X_{t}(\mathrm{x}) \notin \mathcal{H}_{r}^{1}\right\} \tag{2.11}
\end{equation*}
$$

Let $\tau=\lim _{r \rightarrow+\infty} \tau_{r}=\sup _{r \geq r_{x}} \tau_{r}$. Then, for all $(x, v) \in \mathcal{S}$

$$
\mathcal{L}_{1} \mathrm{H}_{1}(x, v)=\frac{1}{2} d N \Sigma^{2}(x, v)-\gamma(x, v) v \cdot v \leq h \mathrm{H}_{1}(x, v)
$$

where $h=\max \left(d N \Sigma_{\infty}^{2} / 2,2 m\right)$ where $m>0$ is such that $\gamma+\gamma^{T} \geq-2 m I_{\left(\mathbb{R}^{d}\right)^{N}}$ on $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}($ see $(\mathbf{A c})$ and $(\mathbf{A} \Sigma))$. Thus, by Itô formula, $\left(e^{-h t \wedge \tau_{r}} \mathrm{H}_{1}\left(X_{t \wedge \tau_{r}}\right), t \geq 0\right)$ is a supermartingale and then:

$$
\begin{equation*}
\text { for } r \geq r_{\mathrm{x}}: \mathrm{H}_{1}(\mathrm{x}) \geq \mathbb{E}_{\mathrm{x}}\left[1_{\tau_{r} \leq t} e^{-h t \wedge \tau_{r}} \mathrm{H}_{1}\left(X_{t \wedge \tau_{r}}\right)\right] \geq e^{-h t} r \mathbb{P}_{\mathrm{x}}\left(\tau_{r} \leq t\right) \tag{2.12}
\end{equation*}
$$

Therefore, $\mathbb{P}_{\mathbf{x}}\left(\tau_{r} \leq t\right) \rightarrow 0$ as $r \rightarrow+\infty$, and then $\mathbb{P}_{\mathbf{x}}(\tau>t)=1$. That is $\mathbb{P}_{\mathbf{x}}(\tau=+\infty)=$ 1. Because $\{\tau=+\infty\} \subset\left\{X_{t} \in \mathcal{S}, \forall t \geq 0\right\}^{2}$, it holds $\mathbb{P}_{\times}\left(\left\{X_{t} \in \mathcal{S}, \forall t \geq 0\right\}\right)=1$, which concludes the proof of the proposition.
2.1.2. Quasi-stationary distribution for Lennard-Jones type interactions. The first main result of this section concerns the existence and uniqueness of a quasi-stationary distribution of the process (2.9) in $\mathcal{D}=\mathrm{O} \times \mathbb{R}^{d}$ with the potential $\mathrm{V}_{1}$ (see (2.1)).

Theorem 2.4. Assume that ( $\boldsymbol{H}-\boldsymbol{L J}),(\boldsymbol{A c})$, and $(\boldsymbol{A} \Sigma)$ are satisfied. Let O be a subdomain of $\mathcal{O}$ such that $\mathcal{O} \backslash \overline{\mathrm{O}}$ is nonempty and $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$. Set $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N} \subset \mathcal{S}$ (see (1.1)). Consider the process $\left(X_{t}, t \geq 0\right)$ solution of (2.9) with potential $\bigvee_{1}$ on $\mathcal{S}$ (see Proposition 2.3). Then, for each

$$
\eta_{1} \in(0,1] \text { with moreover, if } \alpha_{1} \in(1,2), \eta_{1}>\left(2-\alpha_{1}\right) / \alpha_{1}(\in(0,1)) \text {, }
$$

there exists a continuous and unbounded Lyapunov functional $\mathrm{W}_{1}: \mathcal{S} \rightarrow[1,+\infty)$ such that $\mathrm{W}_{1} \leq \exp \left[m \mathrm{H}_{1}^{\eta_{1}}\right]$ on $\mathcal{S}$, for some $m>0$ (see Proposition 2.9 for the explicit construction of $\mathrm{W}_{1}$ ) and for all $p \in(1,+\infty)$ :
(a) There is only one $Q S D \mu_{\mathcal{D}}$ of the process $\left(X_{t}, t \geq 0\right)$ in $\mathcal{D}$ satisfying $\mu_{\mathcal{D}}\left(\mathrm{W}_{1}^{1 / p}\right):=$ $\int_{\mathcal{D}} \mathrm{W}_{1}^{1 / p}(\mathrm{x}) \mu_{\mathcal{D}}(d \mathrm{x})<+\infty$.
(b) There exists $\lambda_{\mathcal{D}}>0$ such that for all $t \geq 0$, the spectral radius of $P_{t}^{\mathcal{D}}$ on $b_{w_{1}^{1 / p}} \mathcal{B}(\mathcal{D})$ is given by

$$
\mathrm{r}\left(\left.P_{t}^{\mathcal{D}}\right|_{b_{w_{1}^{1 / p}} \mathcal{B}(\mathcal{D})}\right)=e^{-\lambda_{\mathcal{D}} t}
$$

[^1]In addition, $\mu_{\mathcal{D}} P_{t}^{\mathcal{D}}=e^{-\lambda_{\mathcal{D} t}} \mu_{\mathcal{D}}$, for all $t \geq 0$, and $\mu_{\mathcal{D}}(O)>0$ for all non-empty open subsets $O$ of $\mathcal{D}$. Furthermore, there is a unique continuous function $\varphi: \mathcal{D} \rightarrow \mathbb{R}$ bounded by $\mathrm{CW}_{1}^{1 / p}($ for some $c>0)$ such that $\mu_{\mathcal{D}}(\varphi)=1$ and

$$
\begin{equation*}
P_{t}^{\mathcal{D}} \varphi=e^{-\lambda_{\mathcal{D}} t} \varphi \text { on } \mathcal{D}, \forall t \geq 0 \tag{2.13}
\end{equation*}
$$

Moreover, $\varphi>0$ everywhere on $\mathcal{D}$.
(c) There exist $\delta>0$ and $C \geq 1$ such that for any initial distribution $\nu$ on $\mathcal{D}$ with $\nu\left(\mathrm{W}_{1}^{1 / p}\right)<+\infty$,

$$
\begin{equation*}
\left|\mathbb{P}_{\nu}\left(X_{t} \in A \mid t<\sigma_{\mathcal{D}}\right)-\mu_{\mathcal{D}}(A)\right| \leq C e^{-\delta t} \frac{\nu\left(\mathrm{~W}_{1}^{1 / p}\right)}{\nu(\varphi)}, \forall A \in \mathcal{B}(\mathcal{D}), t>0 \tag{2.14}
\end{equation*}
$$

(d) $\mathbb{P}_{\times}\left(\sigma_{\mathcal{D}}<+\infty\right)=1$ for all $\mathrm{x} \in \mathcal{D}, X_{\sigma_{\mathcal{D}}}$ and $\sigma_{\mathcal{D}}$ are $\mathbb{P}_{\mu_{\mathcal{D}}}$-independent, and $\mathbb{P}_{\mu_{\mathcal{D}}}(t<$ $\left.\sigma_{\mathcal{D}}\right)=e^{-\lambda_{\mathcal{D}} t}$.
Notice that O is not necessarily bounded in Theorem 2.4, and its closure may contain singularities of V , namely some subset of $\partial \mathcal{O}$. The Lyapunov function $\mathrm{W}_{1}$ given in (2.24) satisfies thanks to 2.30), for $(x, v) \in \mathcal{S}$,

$$
\mathbf{W}_{1}(x, v)=\exp \left[\left(\mathfrak{a} \mathrm{H}_{1}(x, v)+o\left(\mathrm{H}_{1}(x, v)\right)\right)^{\eta_{1}}\right]
$$

as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or $|v| \rightarrow+\infty$. If $\alpha_{1} \geq 2$, there is no restriction on $\eta_{1}$ (i.e. one can choose any $\eta_{1}$ in $\left.(0,1]\right)$. Notice that if O is bounded, we can modify $\mathrm{V}_{1, \mathrm{c}}$ outside O with $\alpha_{1} \geq 2$, so that we can take any $\eta_{1} \in(0,1]$ such that $\mathrm{W}_{1}$ satisfies (C3). In addition, because $\mathrm{W}_{1}$ is continuous over $\mathcal{S}$, the set of probability measures $\nu$ such that $\nu\left(\mathrm{W}_{1}^{1 / p}\right)<+\infty$ contains the set of compactly supported probability measures in $\mathcal{D}$ (and in particular Dirac measures $\delta_{x}$ with $x \in \mathcal{D}$ ). Theorem 2.4 will be a consequence of Lemma 2.7, Corollary 2.12, and Propositions 2.8, 2.9, and 2.11 below.

Remark 2.5. Apart from the fact that $\mathrm{V}_{1}$ is assumed to be only $\mathcal{C}^{2}$ on $\mathcal{S}$, Assumption (H-LJ) differs from those adopted in [26, Example 4.4] because (2.3) is not assumed there. We have added Assumption (2.3) so that in particular [26, Lemma A.1] implies that

$$
\begin{equation*}
\mid \text { Hess } \vee_{1}\left|/\left|\nabla \mathrm{V}_{1}\right|^{2} \rightarrow 0 \text { as } x \rightarrow \partial \mathcal{O} \cup\{\infty\}\right. \tag{2.15}
\end{equation*}
$$

a property we will use ${ }^{3}$. Indeed, without (2.3) one can consider, when $d=1$ and $N=2, \Phi_{1, \mathrm{I}}(y)=y^{6}$ for $y<0$, and $\alpha_{1}=2$. To simplify the computations, choose $\beta_{1}=1, \mathrm{~B}=\mathrm{A}=1$, and $\Phi_{1, \mathrm{c}} \equiv 0$. Then, it holds for $x^{1}<x^{2} \in \mathbb{R}, \mathrm{~V}_{1}\left(x^{1}, x^{2}\right)=$ $\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+1 /\left(x_{1}-x_{2}\right)+\left(x^{1}-x^{2}\right)^{6}$. Thus, for $x^{1}<x^{2} \in \mathbb{R}$ :

$$
\partial_{1}^{2} \mathrm{~V}_{1}\left(x^{1}, x^{2}\right)=2+\frac{2}{\left(x_{1}-x_{2}\right)^{3}}+30\left(x^{1}-x^{2}\right)^{4}
$$

Set $x^{2}=0$ and $x^{1}=-\lambda$, for $\lambda>0$. Then, one has $\partial_{1}^{2} \bigvee_{1}(-\lambda, 0) \sim 30 \lambda^{4}$, when $\lambda \rightarrow+\infty$. Then, we cannot conclude with [26, Lemma A.1] that $\left|\partial_{1}^{2} \mathrm{~V}_{1}(-\lambda, 0)\right| /\left|\nabla \mathrm{V}_{1}(-\lambda, 0)\right|^{2} \rightarrow 0$ as $\lambda \rightarrow+\infty$, since $\alpha_{1}-1=1$ here. However, when assuming (2.3), Eq. (2.29) below holds, and then [26, Lemma A.1] implies that (2.15) holds. Assumption (2.29) is natural since it states that the interaction potential does not blow up when the particles are far from each other (this the case for the potential functions of interest, see Remark 2.1).

[^2]Remark 2.6. Let us explain why [26, Lemma A.1] (that we will use) is valid when (H-LJ) holds. Lemma A. 1 in [26] is proved there when $\Phi_{1, \mathrm{c}} \equiv 0$ and $\Phi_{1, \mathrm{I}} \equiv 0$. Fix $C>0$. By (2.3), for all $r>0$, there exists $m>0$, for all $y \in \Omega$,

$$
\frac{C}{|y|^{\beta_{1}+1}}-\left|\nabla \Phi_{1, \mathrm{I}}(y)\right| \geq \frac{1_{|y| \leq r}}{|y|^{\beta_{1}+1}}\left[C-|y|^{\beta_{1}+1}\left|\nabla \mathrm{~V}_{1, \mathrm{I}}(y)\right|\right]-m
$$

Then, by (2.2), choosing $r>0$ small enough, there exists $m>0, C /|y|^{\beta_{1}+1}-\left|\nabla \Phi_{1, \mathrm{I}}(y)\right| \geq$ $C /\left(2|y|^{\beta_{1}+1}\right)-m$. Similarly, one has $C|y|^{\alpha_{1}-1}-\left|\nabla \Phi_{1, \mathrm{c}}(y)\right| \geq C|y|^{\alpha_{1}-1} / 2-R$ for some $R>0$ and all $y \in \mathbb{R}^{d}$. Thus, [26, Lemma A.1] holds under (H-LJ).
2.2. Proof of Theorem 2.4. The proof of Theorem 2.4 is based on the recent results from [24].
2.2.1. Result from [24]. Let us recall the previous result from [24]. We consider in this section, the framework of Section 1.2. Introduce the following set of assumptions:
(C1) There exists $t_{0}>0$ such that for each $t \geq t_{0}, P_{t}$ is strong Feller, i.e. $P_{t} f$ is continuous on $\mathcal{S}$ for any $f \in b \mathcal{B}(\mathcal{S})$.
(C2) For every $T>0, \mathrm{x} \rightarrow \mathbb{P}_{\mathrm{x}}\left(X_{[0, T]} \in \cdot\right)$ (the law of $\left.X_{[0, T]}:=\left(X_{t}\right)_{t \in[0, T]}\right)$ is continuous from $\mathcal{S}$ to the space $\mathrm{M}_{1}\left(\mathcal{C}^{0}([0, T], \mathcal{S})\right)$ of probability measures on $\mathcal{C}^{0}([0, T], \mathcal{S})$, equipped with the weak convergence topology.
(C3) There exist a continuous function function $\mathrm{W}: \mathcal{S} \rightarrow[1,+\infty)$, belonging to the extended domain $\mathbb{D}_{e}(\mathcal{L})$, two sequences of positive constants $\left(r_{n}\right)$ and $\left(b_{n}\right)$ where $r_{n} \rightarrow+\infty$, and an increasing sequence of compact subsets $\left(K_{n}\right)$ of $\mathcal{S}$, such that

$$
-\mathcal{L} \mathrm{W}(\mathrm{x}) \geq r_{n} \mathrm{~W}(\mathrm{x})-b_{n} 1_{K_{n}}(\mathrm{x}), \text { q.e. }
$$

Let $\mathcal{D}$ be an nonempty subdomain of $\mathcal{S}$ different from $\mathcal{S}$. Assume in addition that the killed process $\left(X_{t}, 0 \leq t<\sigma_{\mathcal{D}}\right)$ satisfies:
(C4) For $t \geq 0, P_{t}^{\mathcal{D}}$ is weakly Feller, i.e. for a measure-separable class $\mathcal{A}$ of continuous bounded functions $f$ with support contained in $\mathcal{D}, P_{t}^{\mathcal{D}} f$ is continuous on $\mathcal{D}$.
(C5) $\left(P_{t}^{\mathcal{D}}, t \geq 0\right)$ is topologically irreducible on $\mathcal{D}$, that is: there exists $t_{1}>0$ such that for all $t \geq t_{1}$, for all $\mathrm{x} \in \mathcal{D}$ and non-empty open subsets $O$ of $\mathcal{D}, P_{t}^{\mathcal{D}}(\mathrm{x}, O)>0$ (where $P_{t}^{\mathcal{D}}(\mathrm{x}, O):=\mathbb{P}_{\mathrm{x}}\left(X_{t} \in O, t<\sigma_{\mathcal{D}}\right)$ ). In addition, there exists $\mathrm{x}_{0} \in \mathcal{D}$ such that $\mathbb{P}_{x_{0}}\left(\sigma_{\mathcal{D}}<+\infty\right)>0$.
Notice that (C1), (C2), and (C3) are independent of the domain $\mathcal{D}$. Let us recall [24, Theorem 2.2] when one considers the process (1.5) on $\mathcal{S}$.
Lemma 2.7. If (C1), (C2), (C3), (C4), and (C5) hold, then, items (a) $\rightarrow(d)$ in Theorem 2.4 are satisfied with W given by (C3).
The purpose of the next sections is to check that $(\mathbf{C 1}) \rightarrow(\mathbf{C} 5)$ are satisfied when $\mathcal{D}=$ $\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$ with O a subdomain of $\mathcal{O}$ (see (1.1) and the lines after).
2.2.2. Assumptions ( $\boldsymbol{C 2}$ ) and $\left(\boldsymbol{C}\right.$ 3) on $\left(P_{t}, t \geq 0\right)$. In this section, we prove that assumptions (C2) and (C3) are satisfied for the process (2.9) with potential function $\mathrm{V}_{1}$ (see 2.1).
Proposition 2.8. Assume that ( $\boldsymbol{H}-\mathbf{L J}$ ) is satisfied as well as (Ac) and (A乏). Then, assumption (C2) is satisfied for the process $\left(X_{t}, t \geq 0\right)$ solution of (2.9) on $\mathcal{S}$ (see Proposition 2.3).

Proof. Let $T>0$. Let $\mathrm{x}_{n} \rightarrow \mathrm{x} \in \mathcal{S}$, where $\left(\mathrm{x}_{n}\right)_{n \geq 0}$ is a sequence in $\mathcal{S}$. Then, there exists $r_{\mathrm{x}}>0$ such that

$$
\begin{equation*}
\left\{\mathrm{x}_{n}, n \geq 0\right\} \cup\{\mathrm{x}\} \subset \mathcal{H}_{r_{\mathrm{x}}}^{1}=\left\{(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v)<r_{\mathrm{x}}\right\} . \tag{2.16}
\end{equation*}
$$

In what follows we consider $r \geq r_{x}$. We first claim that the sequence of probability measures $\left(\mathbb{P}_{\times_{n}}\left[X_{[0, T]} \in \cdot\right]\right)_{n \geq 0}$ on $\mathcal{C}^{0}([0, T])$ is tight. Let us prove this claim. Recall that (see (2.11)),

$$
\tau_{r}(\mathbf{z})=\inf \left\{t \geq 0, X_{t}(\mathbf{z}) \notin \mathcal{H}_{r}^{1}\right\}
$$

is the first exit time for the process (2.9) from $\mathcal{H}_{r}^{1}$ (see 2.10) when $X_{0}=\mathbf{z} \in \mathcal{S}$. Define for $(x, v) \in \mathcal{S}$ :

$$
\begin{equation*}
\mathrm{b}(x, v)=\binom{v}{-\nabla \mathrm{V}_{1}(x)-\gamma(x, v) v}, \tag{2.17}
\end{equation*}
$$

which is the drift of the stochastic differential equation (2.9). Set for $r>0$,

$$
\mathrm{c}_{r}=\sup _{(x, v) \in \mathcal{H}_{r}^{1}}|\mathrm{~b}(x, v)| .
$$

Notice that $\mathrm{c}_{r}$ is finite because $\mathcal{H}_{r}^{1}$ is bounded, with closure included in $\mathcal{S}$ (see 2.10 ) and the lines below), and b is locally bounded on $\mathcal{S}$ since it is continuous on $\mathcal{S}$. Then, for all $n \geq 0,0 \leq s \leq t \leq \tau_{r}\left(\mathrm{x}_{n}\right)$, it holds:

$$
\int_{s}^{t}\left|\mathrm{~b}\left(x_{u}\left(\mathrm{x}_{n}\right), v_{u}\left(\mathrm{x}_{n}\right)\right)\right| d u \leq \mathrm{c}_{r}(t-s) .
$$

Because $\Sigma$ is uniformly bounded on $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}$ (see $(\mathbf{A} \Sigma)$ ), using in addition the Burkholder's inequality and the Kolmogorov-Chentsov criterion (see for instance [27, Corollary 14.9 and Proposition 15.7]), it follows that $\left(\mathbb{P}_{X_{n}}\left[X_{\left[0, T \wedge \tau_{r}\right]} \in \cdot\right]\right)_{n \geq 0}$ is tight in $\mathrm{M}_{1}\left(\mathcal{C}^{0}([0, T], \mathcal{S})\right)$, for any $r \geq r_{\mathrm{x}}$ fixed. On the other hand, by (2.12) (see also (2.16)), one has for all $n \geq 0$ and $r \geq r_{\mathrm{x}}$ :

$$
\mathrm{H}_{1}\left(\mathrm{x}_{n}\right) \geq e^{-h T} r \mathbb{P}_{\mathrm{x}_{n}}\left(T \geq \tau_{r}\right)
$$

Thus, since $\mathrm{H}_{1}$ is continuous at x , $\sup _{n \geq 0} \mathbb{P}_{\times_{n}}\left(\tau_{r} \leq T\right) \rightarrow 0$ as $r \rightarrow+\infty$. Let $K$ be compact subset of $\mathcal{C}^{0}([0, T], \mathcal{S})$. Then,

$$
\begin{align*}
\mathbb{P}_{\times_{n}}\left(X_{\left[0, T \wedge \tau_{r}\right]} \in K\right)= & \mathbb{P}_{x_{n}}\left(X_{[0, T]} \in K, T<\tau_{r}\right)+\mathbb{P}_{x_{n}}\left(X_{\left[0, \tau_{r}\right]} \in K, T \geq \tau_{r}\right) \\
= & \mathbb{P}_{\times_{n}}\left(X_{[0, T]} \in K\right)-\mathbb{P}_{\times_{n}}\left(X_{[0, T]} \in K, T \geq \tau_{r}\right) \\
& +\mathbb{P}_{\times_{n}}\left(X_{\left[0, \tau_{r}\right]} \in K, T \geq \tau_{r}\right) . \tag{2.18}
\end{align*}
$$

Let $\epsilon>0$. Take $r(\epsilon) \geq r_{\times}$such that $\sup _{n \geq 0} \mathbb{P}_{\times_{n}}\left(\tau_{r(\epsilon)} \leq T\right) \leq \epsilon / 2$. For this fixed $r(\epsilon)>0$, let $K_{\epsilon} \subset \mathcal{C}^{0}([0, T], \mathcal{S})$ be a compact set such that for all $n \geq 0, \sup _{n \geq 0} \mathbb{P}_{\times_{n}}\left(X_{\left[0, T \wedge \tau_{r}(\epsilon)\right]} \in\right.$ $\left.K_{\epsilon}\right)>1-\epsilon / 2$. By (2.18),

$$
\sup _{n \geq 0} \mathbb{P}_{x_{n}}\left[X_{[0, T]} \in K_{\epsilon}\right]>1-\epsilon
$$

Thus, by Prokhorov's theorem [27, Theorem 14.3], $\left(\mathbb{P}_{\times_{n}}\left[X_{[0, T]} \in \cdot\right]\right)_{n \geq 0}$ is sequentially compact in the space $\mathrm{M}_{1}\left(\mathcal{C}^{0}([0, T], \mathcal{S})\right)$ equipped with the topology of weak convergence. Let P and $\left(\mathbb{P}_{\mathrm{x}_{m^{\prime}}}\left[X_{[0, T]} \in \cdot\right]\right)_{m^{\prime} \geq 0}$ a subsequence such that

$$
\mathbb{P}_{x_{m^{\prime}}}\left[X_{[0, T]} \in \cdot\right] \rightarrow \mathrm{P}\left(\text { weakly in } \mathrm{M}_{1}\left(\mathcal{C}^{0}([0, T], \mathcal{S})\right)\right) \text { as } m^{\prime} \rightarrow+\infty
$$

Denote by $Y_{[0, T]}=\left(Y_{t}, t \geq 0\right)$ the canonical process associated with P . For each $\mathrm{m}^{\prime}$, $X_{[0, T]}\left(\mathrm{x}_{m^{\prime}}\right)=\left(X_{t}\left(\mathrm{x}_{m^{\prime}}\right), t \in[0, T]\right)$ is the solution of the martingale problem associated with (2.9) and with initial condition $\mathrm{x}_{m^{\prime}}$. For $f: \mathcal{S} \rightarrow \mathbb{R}$ a smooth compactly supported function, $0 \leq s<t \leq T, g: \mathcal{C}^{0}([0, s], \mathcal{S}) \rightarrow \mathbb{R}$ a bounded and continuous function, and $\mu \in \mathcal{C}^{0}([0, T], \mathcal{S})$, set

$$
\Phi_{s, t}(\mu)=\left(f(\mu(t))-f(\mu(s))-\int_{s}^{t} \mathcal{L}_{1} f(\mu(r)) d r\right) g\left(\left.\mu\right|_{[0, s]}\right) \in \mathbb{R}
$$

It thus holds for all $m^{\prime} \geq 0, \mathbb{E}\left[\Phi\left(X_{[0, T]}\left(x_{m^{\prime}}\right)\right)\right]=0$. Because $\Phi_{s, t}\left(\mu_{m^{\prime}}\right) \rightarrow \Phi_{s, t}(\mu)$ when $\mu_{m^{\prime}} \rightarrow \mu$ in $\mathcal{C}^{0}([0, T], \mathcal{S})$ (because b and $\Sigma$ are continuous over $\mathcal{S}$ ), and $\mathbb{P}_{\times_{m^{\prime}}}\left[X_{[0, T]} \in \cdot\right] \rightarrow$ $\mathrm{P}\left(\right.$ weakly in $\mathrm{M}_{1}\left(\mathcal{C}^{0}([0, T], \mathcal{S})\right)$ ), by [27, Theorem 3.27], one has as $m^{\prime} \rightarrow+\infty$

$$
\mathbb{E}\left[\Phi_{s, t}\left(X_{[0, T]}\left(\mathrm{x}_{m^{\prime}}\right)\right)\right] \rightarrow \mathbb{E}\left[\Phi_{s, t}\left(Y_{[0, T]}\right)\right]
$$

Consequently, $\mathbb{E}\left[\Phi_{s, t}\left(Y_{[0, T]}\right)\right]=0$, i.e. $Y_{[0, T]}$ solves the martingale problem 2.9) with initial condition x . By uniqueness of the martingale problem for 2.9$]^{4}, Y_{[0, T]}=X_{[0, T]}(\mathrm{x})$ in law and then, $\mathbb{P}_{\times_{n}}\left[X_{[0, T]} \in \cdot\right] \rightarrow \mathbb{P}_{\mathrm{x}}\left[X_{[0, T]} \in \cdot\right]$ weakly in $\mathrm{M}_{1}\left(\mathcal{C}^{0}([0, T], \mathcal{S})\right)$ as $n \rightarrow+\infty$. This concludes the proof of the proposition.
Let us now check that assumption (C3) is satisfied. To this end, let us introduce some functionals. Recall that $\alpha_{1}>1$. Let

$$
\eta_{1} \in(0,1] .
$$

and assume moreover that, if $\alpha_{1} \in(1,2), \eta_{1}>\left(2-\alpha_{1}\right) / \alpha_{1}$ (notice that in this case $\left.\left(2-\alpha_{1}\right) / \alpha_{1} \in(0,1)\right)$. Let us define for $x=\left(x^{1}, \ldots, x^{N}\right) \in \mathcal{O}$,

$$
\begin{equation*}
\kappa(x)=\kappa_{\mathrm{c}}(x)+\kappa_{\mathrm{I}}(x) \tag{2.19}
\end{equation*}
$$

with

$$
\kappa_{\mathrm{c}}(x)=\sum_{i=1}^{N} \mathrm{U}\left(x^{i}\right) \text { and } \kappa_{\mathrm{I}}(x)=\sum_{1 \leq i<j \leq N}\left|x^{i}-x^{j}\right|^{-\beta_{1}}
$$

and where $U: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$is smooth and is such that,

$$
\text { for all } y \in \mathbb{R}^{d},|y| \geq 1, \mathrm{U}(y)=|y|^{\alpha_{1}-\epsilon_{1}}
$$

with

$$
\begin{equation*}
\max \left(0,2-\alpha_{1}\right)<\epsilon_{1}<\min \left(1, \alpha_{1} \eta_{1}\right) \tag{2.20}
\end{equation*}
$$

The function $\kappa$ is a smooth function over $\mathcal{O}$ and is lower bounded. Notice that the function $\kappa(x) \rightarrow+\infty$ if and only if $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ (since $\alpha_{1}-\epsilon_{1}>0$ ).

We now claim that there exists $r>0$ such that $\left|\nabla \mathrm{V}_{1}(x)\right| \neq 0$ if $\mathrm{V}_{1}(x) \geq r, x \in \mathcal{O}$. This is is a simple consequence of what follows. By [26, Lemma A.1] (see also Remark 2.6), it holds for some $C>0$ and $m>0$, and all $x \in \mathcal{O}$ :

$$
\begin{equation*}
\left|\nabla \mathrm{V}_{1}(x)\right| \geq C\left(|x|^{\alpha_{1}-1}+\sum_{1 \leq i<j \leq N}\left|x^{i}-x^{j}\right|^{-\beta_{1}-1}\right)-m \tag{2.21}
\end{equation*}
$$

[^3]Consequently, since $\alpha_{1}>1$ and $\beta_{1}>0,\left|\nabla \mathrm{~V}_{1}(x)\right| \rightarrow+\infty$ (when $x \in \mathcal{O}$ ) if one of the two conditions (1) or (2) in (2.6) is satisfied. The reverse is also true since $\left|\nabla \mathrm{V}_{1}\right|$ is continuous over $\mathcal{O}$. Hence, one has:

$$
\left|\nabla \bigvee_{1}(x)\right| \rightarrow+\infty \text { iff } x \rightarrow \partial \mathcal{O} \cup\{\infty\} \text { (equivalently iff } \bigvee_{1}(x) \rightarrow+\infty \text {, by (2.6). }
$$

Therefore, there exists $r>0$ such that $\left|\nabla \mathrm{V}_{1}(x)\right| \neq 0$ if $\mathrm{V}_{1}(x) \geq r$. Then, inspired by [26], we set for $x \in \mathcal{O}$ :

$$
\begin{equation*}
\mathrm{G}_{1}(x)=\kappa(x) \alpha\left(\mathrm{V}_{1}(x)\right) \frac{\nabla \mathrm{V}_{1}(x)}{\left|\nabla \mathrm{V}_{1}(x)\right|^{2}} \tag{2.22}
\end{equation*}
$$

where $\alpha \in \mathcal{C}^{\infty}(\mathbb{R},[0,1])$ is such that $\alpha(u)=1$ if $u \geq R_{2}$ and $\alpha(u)=0$ if $u \leq R_{1}$ $\left(0<R_{1}<R_{2}\right)$, where $R_{1}$ is chosen large enough such that $\left|\nabla \mathrm{V}_{1}(x)\right| \neq 0$ if $\mathrm{V}_{1}(x) \geq R_{1}$. The function $\mathrm{G}_{1}$ is then $\mathcal{C}^{1}$ over $\mathcal{O}$. Recall that the Hamiltonian of the process (2.9) is, for $(x, v) \in \mathcal{S}$ (see (2.8),

$$
\mathrm{H}_{1}(x, v)=\mathrm{V}_{1}(x)+\frac{1}{2}|v|^{2} .
$$

Let us introduce for $(x, v) \in \mathcal{S}$, the modified Hamiltonian [39, Eq. (3.3)],

$$
\begin{equation*}
\mathrm{F}_{1}(x, v)=\mathfrak{a} \mathrm{H}_{1}(x, v)+\mathfrak{b} v \cdot \mathrm{G}_{1}(x), \tag{2.23}
\end{equation*}
$$

where $\mathfrak{a}>0$ and $\mathfrak{b}>0$. For all $(x, v) \in \mathcal{S}$, set:

$$
\begin{equation*}
\mathrm{W}_{1}(x, v)=\exp \left[\left(\mathrm{F}_{1}(x, v)+\mathrm{m}\right)^{\eta_{1}}\right] \geq 1 \tag{2.24}
\end{equation*}
$$

where $m=-\inf _{\mathcal{S}} F_{1}+1$. It will be proved in the next proposition that $F_{1}$ is indeed lower bounded on $\mathcal{S}$.

When $\eta_{1}=1$ and $\kappa$ is a (well chosen) constant function (i.e. $\kappa$ is independent of $x$ ), it is proved in [26] that for some $\mathfrak{a}, \mathfrak{b}>0$ :

$$
\begin{equation*}
\frac{\mathcal{L}_{1} \mathrm{~W}_{1}}{\mathrm{~W}_{1}} \leq-c_{1}|v|^{2}-c_{2} \text { on } \mathcal{S}, \tag{2.25}
\end{equation*}
$$

where $c_{1}, c_{2}>0$. To get Assumption (C3), one needs in particular a stronger version of (2.25). More precisely, we need an asymptotic return to $+\infty$ in the $x$-variable in the sense that we need that (2.25) holds replacing $c_{2}$ in (2.25) by a function L of $x \in \mathcal{O}$ satisfying

$$
\lim _{x \in \mathcal{O}, x \rightarrow \partial \mathrm{O} \cup\{\infty\}} \mathrm{L}(x)=+\infty .
$$

It turns out that the function $\kappa$ defined in (2.19) will provide this asymptotic behavior as $\mathrm{V}_{1} \rightarrow+\infty$, as shown by the following result.

Proposition 2.9. Assume that ( $\boldsymbol{H}-\boldsymbol{L J}$ ) is satisfied as well as ( $\boldsymbol{A c}$ ) and ( $\boldsymbol{A} \Sigma$ ), and consider the process $\left(X_{t}, t \geq 0\right)$ solution of (2.9) on $\mathcal{S}$ (see Proposition 2.3). Then, the function $\mathrm{F}_{1}$ is lower bounded on $\mathcal{S}$. Moreover, for each

$$
\eta_{1} \in(0,1] \text { with moreover, if } \alpha_{1} \in(1,2), \eta_{1}>\left(2-\alpha_{1}\right) / \alpha_{1},
$$

we can choose parameters $\mathfrak{a}, \mathfrak{b}, \epsilon_{1}>0$ (see (2.37), 2.38), 2.20) such that (C3) is satisfied for the process (2.9) on $\mathcal{S}$ with the Lyapunov function $\mathrm{W}_{1}: \mathcal{S} \rightarrow[1,+\infty)$ defined in (2.24) (see also (2.22) and (2.19).

Proof. We prove that $\mathrm{F}_{1}$ is lower bounded over $\mathcal{S}$ and that, for $\mathfrak{a}, \mathfrak{b}>0$ small enough, $\mathrm{W}_{1}$ defined by (2.24) satisfies (C3). The proof is divided into two steps.

Step 1. Properties of $G_{1}$ and $F_{1}$ is lower bounded over $\mathcal{S}$.
In this step, $C>0$ is a constant independent of $(x, v) \in \mathcal{S}$, which can change from one occurence to another.

For all $x \in \mathcal{O}, \mathrm{G}_{1}(x) \cdot \nabla \mathrm{V}_{1}(x)=\kappa(x) \alpha\left(\mathrm{V}_{1}(x)\right)$. Therefore, if $\mathrm{V}_{1}(x) \geq R_{2}$,

$$
\mathrm{G}_{1}(x) \cdot \nabla \mathrm{V}_{1}(x)=\kappa(x)
$$

Thus, since the closure of $\left\{x \in \overline{\mathcal{O}}, \mathrm{~V}_{1}(x)<R_{2}\right\}$ is a compact subset of $\mathcal{O}$, it holds on $\mathcal{O}$,

$$
\begin{equation*}
\nabla \mathrm{V}_{1} \cdot \mathrm{G}_{1} \geq \kappa-M \tag{2.26}
\end{equation*}
$$

for some $M>0$. Let us now prove that $\nabla \mathrm{G}_{1}$ is bounded over $\mathcal{O}$. One has on $\mathcal{O}$ :

$$
\left|\nabla \mathrm{G}_{1}\right| \leq C\left[\alpha\left(\mathrm{~V}_{1}\right)|\kappa| \frac{\mid \text { Hess } \mathrm{V}_{1} \mid}{\left|\nabla \mathrm{V}_{1}\right|^{2}}+\alpha\left(\mathrm{V}_{1}\right) \frac{|\nabla \kappa|}{\left|\nabla \mathrm{V}_{1}\right|}+|\kappa|\left|\alpha^{\prime}\left(\mathrm{V}_{1}\right)\right|\right]
$$

By definition of $\kappa$ (see 2.19), for all $x \in \mathcal{O}$,

$$
\begin{equation*}
|\kappa(x)| \leq C\left(1+\sum_{i=1}^{N}\left|x^{i}\right|^{\alpha_{1}-\epsilon_{1}}+\sum_{1 \leq i<j \leq N}\left|x^{i}-x^{j}\right|^{-\beta_{1}}\right) \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
|\nabla \kappa(x)| \leq C\left(1+\sum_{i=1}^{N}\left|x^{i}\right|^{\alpha_{1}-\epsilon_{1}-1}+\sum_{1 \leq i<j \leq N}\left|x^{i}-x^{j}\right|^{-\beta_{1}-1}\right) \tag{2.28}
\end{equation*}
$$

Using (H-LJ), for all $y \in \Omega$, $\mid$ Hess $\vee_{1, \mathrm{I}}(y) \mid \leq C\left(1 /|y|^{\beta_{1}+2}+1\right)$ and for all $y \in \mathbb{R}^{d}$, $\mid$ Hess $\mathrm{V}_{1, \mathrm{c}}(y) \mid \leq C\left(|y|^{\alpha_{1}-2}+1\right)$. Then, by definition of $\mathrm{V}_{1}$ (see (2.1)) for all $x \in \mathcal{O}$ :

$$
\begin{equation*}
\mid \text { Hess } \bigvee_{1}(x) \mid \leq C\left(1+\sum_{i=1}^{N}\left|x^{i}\right|^{\alpha_{1}-2}+\sum_{1 \leq i<j \leq N}\left|x^{i}-x^{j}\right|^{-\beta_{1}-2}\right) \tag{2.29}
\end{equation*}
$$

Because $\alpha^{\prime}\left(\mathrm{V}_{1}\right)=0$ if $\mathrm{V}_{1} \geq R_{2}$ and since $\left\{x \in \mathcal{O}, \mathrm{~V}_{1} \leq R_{2}\right\}$ is bounded,

$$
\text { the function }|\kappa|\left|\alpha^{\prime}\left(\mathrm{V}_{1}\right)\right| \text { is bounded over } \mathcal{O}
$$

A continuous function $\mathrm{Q}: \mathcal{O} \rightarrow \mathbb{R}$ is bounded if and only if it is bounded when $x \rightarrow$ $\partial \mathcal{O} \cup\{\infty\}$. For this reason, and using (2.28) and (2.21) together with the fact that $0 \leq \alpha \leq 1$,

$$
\alpha_{1}-\epsilon_{1}-1-\left(\alpha_{1}-1\right)=-\epsilon_{1}<0 \text { and } \beta_{1}+1-\left(\beta_{1}+1\right)=0
$$

the function $\alpha\left(\mathrm{V}_{1}\right)|\nabla \kappa| /\left|\nabla \mathrm{V}_{1}\right|$ is bounded over $\mathcal{O}$. Furthermore, using (2.27, (2.21) and (2.29) together with

$$
\alpha_{1}-\epsilon_{1}+\alpha_{1}-2-2\left(\alpha_{1}-1\right)=-\epsilon_{1}<0
$$

and

$$
\beta_{1}+\beta_{1}+2-2\left(\beta_{1}+1\right)=0
$$

the function $\alpha\left(\mathrm{V}_{1}\right)|\kappa| \mid$ Hess $\mathrm{V}_{1}\left|/\left|\nabla \mathrm{V}_{1}\right|^{2}\right.$ is bounded over $\mathcal{O}$. In conclusion, the function $\nabla \mathrm{G}_{1}$ is bounded over $\mathcal{O}$.

Let us now prove that as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or $v \rightarrow\{\infty\}$,

$$
\begin{equation*}
\left|v \cdot \mathrm{G}_{1}(x)\right|=o\left(\mathrm{H}_{1}(x, v)\right) . \tag{2.30}
\end{equation*}
$$

First of all, since $\alpha\left(\mathrm{V}_{1}\right)\left|\kappa_{\mathrm{I}}\right| /\left|\nabla \mathrm{V}_{1}\right|$ is bounded over $\mathcal{O}$ (by definition of $\kappa_{\mathrm{I}}$ and (2.21)), for all $(x, v) \in \mathcal{S}$ :

$$
\left|v \cdot \mathrm{G}_{1}(x)\right| \leq|v| \alpha\left(\mathrm{V}_{1}\right)(x) \frac{\left|\kappa_{\mathrm{c}}(x)\right|}{\left|\nabla \mathrm{V}_{1}(x)\right|}+C|v| .
$$

In addition, for all $x \in \mathcal{O}$,

$$
\begin{equation*}
\alpha\left(\mathrm{V}_{1}\right)(x) \frac{\left|\kappa_{\mathrm{c}}(x)\right|}{\left|\nabla \mathrm{V}_{1}(x)\right|} \leq C\left(1+|x|^{1-\epsilon_{1}}\right) \tag{2.31}
\end{equation*}
$$

Let $p$ be such that $2<p<\left(\alpha_{1}-\epsilon_{1}\right) /\left(1-\epsilon_{1}\right)$ (notice that $\left(\alpha_{1}-\epsilon_{1}\right) /\left(1-\epsilon_{1}\right)>2$ since $\left.\epsilon_{1}>2-\alpha_{1}\right)$. Set $q=p /(p-1)<2$. By Young's inequality, for all $(x, v) \in \mathcal{S}$,

$$
\begin{equation*}
\left|v \cdot \mathrm{G}_{1}(x)\right| \leq C|v|+C|v|^{q}+C \alpha\left(\mathrm{~V}_{1}\right)(x) \frac{\left|\kappa_{\mathrm{c}}(x)\right|^{p}}{\left|\nabla \mathrm{~V}_{1}(x)\right|^{p}} \tag{2.32}
\end{equation*}
$$

In conclusion, by (2.31) and (2.32) together with the definition of $\mathrm{V}_{1}$ (see (2.1), (2.4), and (2.5), since $1<q<2$ and $p\left(1-\epsilon_{1}\right)<\alpha_{1}-\epsilon_{1}<\alpha_{1}$ for all $(x, v) \in \mathcal{S}$,

$$
\frac{\left|v \cdot \mathrm{G}_{1}(x)\right|}{|v|^{2} / 2+\mathrm{V}_{1}(x)} \leq \frac{C\left(1+|v|^{q}\right)}{|v|^{2} / 2+\mathrm{V}_{1}(x)}+\frac{C\left(1+|x|^{1-\epsilon_{1}}\right)^{p}}{|v|^{2} / 2+\mathrm{V}_{1}(x)} \rightarrow 0
$$

as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or $v \rightarrow\{\infty\}$. This proves (2.30). Equation (2.30) implies that

$$
\inf _{\mathcal{S}} F_{1}>-\infty
$$

Step 2. $W_{1}$ satisfies (C3).
Let us now prove that Assumption (C3) is satisfied for the process (2.9) on $\mathcal{S}$ with $\mathrm{W}_{1}: \mathcal{S} \rightarrow[1,+\infty)$ (see (2.24)). Because $\mathrm{W}_{1} \in \mathcal{C}^{1,2}(\mathcal{S}, \mathbb{R})$ (i.e. $\mathrm{W}_{1}$ is $\mathcal{C}^{1}$ in the variable $x$ and $\mathcal{C}^{2}$ in the variable $\left.v\right), \mathrm{W}_{1} \in \mathbb{D}_{e}(\mathcal{L})$ and $\mathcal{L} \mathrm{W}_{1}=\mathcal{L}_{1} \mathrm{~W}_{1}$ quasi-everywhere. In the following, for ease of notation and with a slight abuse of notation, we denote by $F_{1}$ the function $\mathrm{F}_{1}+\mathrm{m}$. One then has on $\mathcal{S}$,

$$
\begin{align*}
\frac{\mathcal{L}_{1} \mathrm{~W}_{1}}{\mathrm{~W}_{1}} & =\mathcal{L}_{1} \mathrm{~F}_{1}^{\eta_{1}}+\frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{1}^{\eta_{1}}\right|^{2} \\
& =\eta_{1} \mathrm{~F}_{1}^{\eta_{1}-1} \mathcal{L}_{1} \mathrm{~F}_{1}+\frac{\Sigma^{2}}{2}\left[\eta_{1}\left(\eta_{1}-1\right)\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2} \mathrm{~F}_{1}^{\eta_{1}-2}+\eta_{1}^{2} \mathrm{~F}_{1}^{2\left(\eta_{1}-1\right)}\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2}\right] \\
& \leq \frac{\eta_{1}}{\mathrm{~F}_{1}^{1-\eta_{1}}}\left[\mathcal{L}_{1} \mathrm{~F}_{1}+\eta_{1} \frac{\Sigma^{2}}{\left.2 \mathrm{~F}_{1}^{1-\eta_{1}}\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2}\right]}\right. \\
& \leq \frac{\eta_{1}}{\mathrm{~F}_{1}^{1-\eta_{1}}}\left[\mathcal{L}_{1} \mathrm{~F}_{1}+\eta_{1} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2}\right] \tag{2.33}
\end{align*}
$$

where we have used that $\eta_{1}-1 \leq 0$ and that over $\mathcal{S}, 0 \leq 1 / F_{1}^{1-\eta_{1}} \leq 1$ (because $\mathrm{F}_{1} \geq 1$ ). In addition, for all $(x, v) \in \mathcal{S}$ :

$$
\begin{align*}
\mathcal{L}_{1} \mathrm{~F}_{1}(x, v)+\eta_{1} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2}(x, v)= & \frac{\Sigma^{2}(x, v)}{2} \Delta_{v} \mathrm{~F}_{1}(x, v)+v \cdot \nabla_{x} \mathrm{~F}_{1}(x, v) \\
& -\left[\nabla \mathrm{V}_{1}(x)+\gamma(x, v) v\right] \cdot \nabla_{v} \mathrm{~F}_{1}(x, v) \\
& +\eta_{1} \frac{\Sigma^{2}(x, v)}{2}\left|\nabla_{v} \mathrm{~F}_{1}(x, v)\right|^{2} \\
= & \mathfrak{a} N d \frac{\Sigma^{2}(x, v)}{2}-\mathfrak{a} \gamma(x, v) v \cdot v+\mathfrak{b} \sum_{i, j=1}^{N} v^{i} \cdot \partial_{x_{i}}\left(\mathrm{G}_{1}\right)^{j}(x) v^{j} \\
& -\mathfrak{b} \gamma(x, v) v \cdot \mathrm{G}_{1}(x)-\mathfrak{b} \nabla \mathrm{V}_{1}(x) \cdot \mathrm{G}_{1}(x) \\
& +\eta_{1} \frac{\Sigma^{2}(x, v)}{2}\left|\mathfrak{a} v+\mathfrak{b} \mathrm{G}_{1}(x)\right|^{2} . \tag{2.34}
\end{align*}
$$

For all $\varepsilon>0$ and for $(x, v) \in \mathcal{S}$, one has:

$$
\begin{equation*}
\left|\mathfrak{a} v+\mathfrak{b} \mathrm{G}_{1}(x)\right|^{2} \leq \mathfrak{a}^{2}|v|^{2}(1+\varepsilon)+\mathfrak{b}^{2}\left(1+\varepsilon^{-1}\right)\left|\mathrm{G}_{1}(x)\right|^{2} \tag{2.35}
\end{equation*}
$$

By (2.31) and (2.32), and since $\alpha\left(\mathrm{V}_{1}\right)\left|\kappa_{\mathrm{I}}\right| /\left|\nabla \mathrm{V}_{1}\right|$ is bounded over $\mathcal{O},|v| \leq|v|^{q}+1$, and $\gamma$ is bounded over $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}($ see $(\mathbf{A c}))$, there exists $\mathrm{C}_{1}>0$ such that for $(x, v) \in \mathcal{S}$,

$$
-\gamma(x, v) v \cdot \mathbf{G}_{1}(x) \leq \mathbf{C}_{1}\left(1+|v|^{q}+|x|^{p\left(1-\epsilon_{1}\right)}\right)
$$

and

$$
\left|\mathbf{G}_{1}(x)\right|^{2} \leq \mathbf{C}_{1}\left(1+|x|^{2\left(1-\epsilon_{1}\right)}\right)
$$

In addition, since $\nabla \mathrm{G}_{1}$ is bounded over $\mathcal{O}$, there exists $\mathrm{C}_{2}>0$ such that for $(x, v) \in \mathcal{S}$

$$
\begin{equation*}
\sum_{i, j=1}^{N} v^{i} \cdot \partial_{x_{i}}\left(\mathrm{G}_{1}\right)^{j}(x) v^{j} \leq \mathrm{C}_{2}|v|^{2} \tag{2.36}
\end{equation*}
$$

Consequently, using also (2.26), (Ac), and (Aइ), one has for all $(x, v) \in \mathcal{S}$ :

$$
\begin{aligned}
\mathcal{L}_{1} \mathrm{~F}_{1}(x, v)+\eta_{1} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2}(x, v) \leq & \mathfrak{a} N d \frac{\Sigma_{\infty}^{2}}{2}-\left[\mathfrak{a}\left(\gamma^{*}-\mathfrak{a} \eta_{1} \Sigma_{\infty}^{2}(1+\varepsilon) / 2\right)-\mathfrak{b} \mathrm{C}_{2}\right]|v|^{2} \\
& +\mathfrak{b} \mathrm{C}_{1}|v|^{q}+\eta_{1} \mathfrak{b}^{2} \Sigma_{\infty}^{2}\left(1+\varepsilon^{-1}\right) \mathrm{C}_{1}\left(1+|x|^{2\left(1-\epsilon_{1}\right)}\right) / 2 \\
& -\mathfrak{b}(\kappa(x)-M)+\mathfrak{b} \mathrm{C}_{1}\left(1+|x|^{p\left(1-\epsilon_{1}\right)}\right)
\end{aligned}
$$

Choose $\mathfrak{a}>0$ such that

$$
\begin{equation*}
\mathfrak{a}<2 \gamma^{*} /\left(\eta_{1} \Sigma_{\infty}^{2}\right) \tag{2.37}
\end{equation*}
$$

For $\varepsilon>0$ small enough, one has $\left(\gamma^{*}-\mathfrak{a} \eta_{1} \Sigma_{\infty}^{2}(1+\varepsilon) / 2\right)>0$, and then for $\mathfrak{b}>0$ small enough:

$$
\begin{equation*}
\mathfrak{a}\left(\gamma^{*}-\mathfrak{a} \eta_{1} \Sigma_{\infty}^{2}(1+\varepsilon) / 2\right)-\mathfrak{b} C_{2}>0 \tag{2.38}
\end{equation*}
$$

Fix such parameters $\mathfrak{a}>0$ and $\mathfrak{b}>0$. Since $p\left(1-\epsilon_{1}\right)<\alpha_{1}-\epsilon_{1}$ and $2\left(1-\epsilon_{1}\right)<\alpha_{1}-\epsilon_{1}$ (because $\epsilon_{1}>2-\alpha_{1}$ ), it holds

$$
\max \left(|x|^{2\left(1-\epsilon_{1}\right)},|x|^{p\left(1-\epsilon_{1}\right)}\right)=o\left(\kappa_{\mathrm{c}}(x)\right) \text { as } x \rightarrow \partial \mathcal{O} \cup\{\infty\}
$$

and since $q<2,|v|^{q}=o\left(|v|^{2}\right)$ as $|v| \rightarrow+\infty$. Consequently, using in addition (2.37) and (2.38), there exist constants $\mathrm{c}_{i}>0(i=1,2,3)$ such that for all $(x, v) \in \mathcal{S}$,

$$
\mathcal{L}_{1} \mathrm{~F}_{1}(x, v)+\eta_{1} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{1}\right|^{2}(x, v) \leq \mathrm{c}_{1}-\mathrm{c}_{2}|v|^{2}-\mathrm{c}_{3} \kappa(x),
$$

so that

$$
\frac{\mathcal{L}_{1} \mathrm{~W}_{1}}{\mathrm{~W}_{1}}(x, v) \leq-\mathrm{K}_{1}(x, v),
$$

where

$$
\mathrm{K}_{1}(x, v):=\frac{\eta_{1}\left[-\mathrm{c}_{1}+\mathrm{c}_{2}|v|^{2}+\mathrm{c}_{3} \kappa(x)\right]}{\mathrm{F}_{1}^{1-\eta_{1}}(x, v)} .
$$

The function $\mathrm{K}_{1}$ is continuous over $\mathcal{S}$. By 2.30 , for all $(x, v) \in \mathcal{S}, \mathrm{F}_{1}(x, v) \leq M \mathrm{H}_{1}(x, v)$, for some $M>0$. Consequently, it holds, for $(x, v) \in \mathcal{S}$ outside a compact set of $\mathcal{S}$ (so that the numerator in the definition of $\mathrm{K}_{1}$ is positive):

$$
\mathrm{K}_{1}(x, v) \geq \frac{2 \eta_{1}\left[-\mathrm{c}_{1}+\mathrm{c}_{2}|v|^{2}+\mathrm{c}_{3} \kappa(x)\right]}{M^{1-\eta_{1}}\left(|v|^{2} / 2+\mathrm{V}_{1}(x)\right)^{1-\eta_{1}}} .
$$

By definition of $\kappa$ (see 2.19) and $\mathrm{V}_{1}$ (see 2.1), 2.4), and (2.5)), since $\alpha_{1}-\epsilon_{1}>\alpha_{1}\left(1-\eta_{1}\right)$ (recall that $\epsilon_{1}<\alpha_{1} \eta_{1}$, see $\left.(2.20)\right), \beta_{1}\left(1-\eta_{1}\right)<\beta_{1}$, and $2>2\left(1-\eta_{1}\right)$, we deduce that, for $(x, v) \in \mathcal{S}$,

$$
\lim _{x \rightarrow \partial \mathcal{O} \cup\{\infty\} \text { or } v \rightarrow\{\infty\}} \mathrm{K}_{1}(x, v)=+\infty,
$$

or equivalently,

$$
\lim _{(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v) \rightarrow+\infty} \mathrm{K}_{1}(x, v)=+\infty
$$

Let us now consider, for $n \in \mathbb{N}, K_{n}$ as the closure of the bounded set $\mathcal{H}_{n}^{1}=\{(x, v) \in$ $\left.\mathcal{S}, \mathrm{H}_{1}(x, v)<n\right\}$, which is a compact subset of $\mathcal{S}$ (see the lines after 2.10). For all $(x, v) \in \mathcal{S}$, one has:

$$
\begin{aligned}
\frac{\mathcal{L}_{1} \mathrm{~W}_{1}}{\mathrm{~W}_{1}}(x, v) & \leq-\mathrm{K}_{1}(x, v) 1_{\mathcal{S} / K_{n}}(x, v)-\mathrm{K}_{1}(x, v) 1_{K_{n}}(x, v) \\
& \leq-1_{\mathcal{S} / K_{n}}(x, v) \inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1}-\mathrm{m}_{1} 1_{K_{n}}(x, v) \\
& \leq-\inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1}+\left(\inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1}-\mathrm{m}_{1}\right) 1_{K_{n}}(x, v) \\
& \leq-\inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1}+\left(\inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1}-\mathrm{m}_{1}\right) \frac{\sup _{K_{n}} \mathrm{~W}_{1}}{\mathrm{~W}_{1}(x, v)} 1_{K_{n}}(x, v),
\end{aligned}
$$

where $\mathrm{m}_{1}=\inf _{\mathcal{S}} \mathrm{K}_{1}$ (the function $\mathrm{K}_{1}$ is indeed lower bounded on $\mathcal{S}$ ). Set $r_{n}:=$ $\inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1} \rightarrow+\infty$ as $n \rightarrow+\infty$, and $b_{n}=\left(\inf _{\mathcal{S} / K_{n}} \mathrm{~K}_{1}-\mathrm{m}_{1}\right) \sup _{K_{n}} \mathrm{~W}_{1} \geq 0$. The proof of the proposition is complete.
2.2.3. On Assumptions (C1), (C4), and (C5). Let us now consider a subdomain O of $\mathcal{O}$. Set

$$
\begin{equation*}
\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N} \subset \mathcal{S} \tag{2.39}
\end{equation*}
$$

Recall that $\sigma_{D}$ is the first exit time from $\mathcal{D}$ for the process (2.9):

$$
\sigma_{\mathcal{D}}(\mathrm{x})=\inf \left\{t \geq 0, X_{t}(\mathrm{x}) \notin \mathcal{D}\right\}=\inf \left\{t \geq 0, x_{t}(\mathrm{x}) \notin \mathrm{O}\right\}
$$

and that the semigroup of the killed process $\left(X_{t}, t \in\left[0, \sigma_{\mathcal{D}}\right)\right)$ is

$$
P_{t}^{\mathcal{D}}(\mathrm{x})=\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{D}}\right]
$$

for $f \in b \mathcal{B}(\mathcal{D})$ and $\mathrm{x} \in \mathcal{D}$. Introduce the process $\left(X_{t}^{0}=\left(x_{t}^{0}, v_{t}^{0}\right), t \geq 0\right)$ solution (in the strong sense) to the stochastic differential equation over $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}$ :

$$
\left\{\begin{array}{l}
d x_{t}^{0}=v_{t}^{0} d t  \tag{2.40}\\
d v_{t}^{0}=\Sigma\left(x_{t}^{0}, v_{t}^{0}\right) d B_{t}
\end{array}\right.
$$

That is $\left(X_{t}^{0}, t \geq 0\right)$ is the process (2.9) when $\mathrm{V}_{1}=0$ and $\gamma=0$. We will denote by $\sigma_{\mathcal{D}}^{0}$ the first exit time from $\mathcal{D}$ for the process $\left(X_{t}^{0}, t \geq 0\right)$. One has the following (local) Girsanov formula.

Proposition 2.10. Assume that ( $\boldsymbol{H} \mathbf{- L J}$ ), ( $\boldsymbol{A c}$ ), and ( $\boldsymbol{A} \Sigma$ ) are satisfied, and consider the process $\left(X_{t}, t \geq 0\right)$ solution of $(2.9)$ on $\mathcal{S}$ (see Proposition 2.3). Let O be a subdomain of $\mathcal{O}$ and set $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$ (see (2.39)). Let $f \in b \mathcal{B}(\mathcal{D})$ (see (2.39)), $t>0$, and $\mathrm{x} \in \mathcal{D}$. Then, it holds:

$$
\begin{equation*}
\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right]=\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}^{0}\right) 1_{t<\sigma_{\mathcal{D}}^{0}} \mathrm{M}_{t}\right] \tag{2.41}
\end{equation*}
$$

where $\mathrm{M}_{t}$ is the exponential martingale defined by

$$
\begin{align*}
\mathrm{M}_{t}= & \exp \left[-\int_{0}^{t} \Sigma^{-1}\left(x_{s}^{0}, v_{s}^{0}\right)\left(\gamma\left(x_{s}^{0}, v_{s}^{0}\right) v_{s}^{0}+\nabla \mathrm{V}_{1}\left(x_{s}^{0}\right)\right) d B_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t}\left|\Sigma^{-1}\left(x_{s}^{0}, v_{s}^{0}\right)\left[\gamma\left(x_{s}^{0}, v_{s}^{0}\right) v_{s}^{0}+\nabla \mathrm{V}_{1}\left(x_{s}^{0}\right)\right]\right|^{2} d s\right], t<\sigma_{\mathcal{D}}^{0} \tag{2.42}
\end{align*}
$$

Proof. Let O be a subdomain of $\mathcal{O}$. For $n \in \mathbb{N}$, let $\mathrm{O}_{n}$ be a bounded subdomain of $\mathcal{O}$ such that $\overline{\mathrm{O}_{n}} \subset \mathrm{O}_{n+1}$ and $\cup_{n \geq 0} \mathrm{O}_{n}=\mathrm{O}$ (so $\overline{\mathrm{O}_{n}} \cap \partial \mathcal{O}=\emptyset$ ). Then, set

$$
\mathcal{D}_{n}=\mathrm{O}_{n} \times\left\{v \in\left(\mathbb{R}^{d}\right)^{N},|v|<n\right\},
$$

which is bounded and with closure included in $\mathcal{S}=\mathcal{O} \times\left(\mathbb{R}^{d}\right)^{N}$. Choose a function $\psi_{n} \in \mathcal{C}^{\infty}\left(\left(\mathbb{R}^{d}\right)^{N},[0,1]\right)$ such that $\psi_{n}=1$ on $\mathrm{O}_{n}$ and $\psi_{n}=0$ on $\left(\mathbb{R}^{d}\right)^{N} \backslash \mathcal{O}_{n+1}$ (this is possible since $\left.\overline{\mathrm{O}_{n}} \subset \mathrm{O}_{n+1}\right)$. Set

$$
\begin{equation*}
\mathrm{V}^{(n)}=\psi_{n} \mathrm{~V}_{1} \tag{2.43}
\end{equation*}
$$

By reasoning as in the proof of [39, Lemma 1.1], for all $n \geq 0$, there exists a unique non explosive strong solution $\left(X_{t}^{(n)}=\left(x_{t}^{(n)}, v_{t}^{(n)}\right), t \geq 0\right)$ on $\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N}$ of

$$
\left\{\begin{array}{l}
d x_{t}^{(n)}=v_{t}^{(n)} d t \\
d v_{t}^{(n)}=-\nabla \mathrm{V}^{(n)}\left(x_{t}^{(n)}\right) d t-\gamma\left(x_{t}^{(n)}, v_{t}^{(n)}\right) v_{t}^{(n)} d t+\Sigma\left(x_{t}^{(n)}, v_{t}^{(n)}\right) d B_{t}
\end{array}\right.
$$

Let us denote $\sigma_{\mathcal{D}_{n}}^{(n)}=\inf \left\{t \geq 0, x_{t}^{(n)} \notin \mathrm{O}_{n}\right\}$ the first exit time from $\mathcal{D}_{n}$ for the process $\left(X_{t}^{(n)}, t \geq 0\right)$. Let $f \in b \mathcal{B}(\mathcal{D}), t>0$, and $x \in \mathcal{D}$. Then, the process $\left(X_{t}, t \geq 0\right)$ and $\left(X_{t}^{(n)}, t \geq 0\right)$ coincides in law up to the first exit time from $\mathcal{D}_{n}$, i.e. for all $n \geq 0$,

$$
\mathbb{E}_{\times}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}_{n}}}\right]=\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}^{(n)}\right) 1_{t<\sigma_{\mathcal{D}_{n}}^{(n)}}\right]
$$

By the Girsanov formula [39, Lemma 1.1], for all $t>0$ and $n \geq 0$ :

$$
\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}^{(n)}\right) 1_{t<\sigma_{\mathcal{D}_{n}}^{(n)}}\right]=\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}^{0}\right) 1_{t<\sigma_{\mathcal{D}_{n}}^{0}} \mathrm{M}_{t}^{(n)}\right],
$$

where $\mathrm{M}_{t}^{(n)}$ is the exponential martingale:

$$
\begin{aligned}
\mathbf{M}_{t}^{(n)}= & \exp \left[-\int_{0}^{t} \Sigma^{-1}\left(x_{s}^{0}, v_{s}^{0}\right)\left(\gamma\left(x_{s}^{0}, v_{s}^{0}\right) v_{s}^{0}+\nabla \mathrm{V}^{(n)}\left(x_{s}^{0}\right)\right) d B_{s}\right. \\
& \left.-\frac{1}{2} \int_{0}^{t}\left|\Sigma^{-1}\left(x_{s}^{0}, v_{s}^{0}\right)\left[\gamma\left(x_{s}^{0}, v_{s}^{0}\right) v_{s}^{0}+\nabla \mathrm{V}^{(n)}\left(x_{s}^{0}\right)\right]\right|^{2} d s\right] .
\end{aligned}
$$

Notice that when $t<\sigma_{\mathcal{D}_{n}}^{0}, \mathrm{~V}^{(n)}\left(x_{s}^{0}\right)=\mathrm{V}_{1}\left(x_{s}^{0}\right)$ for all $s \in[0, t]$, and thus, $\mathrm{M}_{t}^{(n)}=\mathrm{M}_{t}$ where $\mathrm{M}_{t}$ is given by (2.42). Then, $\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}_{n}}}\right]=\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}^{0}\right) 1_{t<\sigma_{\mathcal{D}_{n}}^{0}} \mathrm{M}_{t}\right]$. Notice that $\sigma_{\mathcal{D}_{n}}(\mathrm{x})$ is increasing in $n$ and

$$
\left\{t<\sigma_{\mathcal{D}}\right\}=\cup_{n \geq 0}\left\{t<\sigma_{\mathcal{D}_{n}}\right\},
$$

and the same holds for $\left\{t<\sigma_{\mathcal{D}}^{0}\right\}$. Consequently, passing to the limit $n \rightarrow+\infty$, one has by the Lebesgue monotone convergence theorem, if $f \geq 0$,

$$
\begin{equation*}
\mathbb{E}_{\times}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right]=\mathbb{E}_{\times}\left[f\left(X_{t}^{0}\right) 1_{t<\sigma_{\mathcal{D}}^{0}} \mathrm{M}_{t}\right] . \tag{2.44}
\end{equation*}
$$

Equation (2.44) then extends to any $f \in b \mathcal{B}(\mathcal{D})$, by linearity. The proof of Proposition 2.10 is complete.

With Proposition 2.10, we are in position to prove the following result.
Proposition 2.11. Assume that ( $\boldsymbol{H}-\boldsymbol{L J})$, ( $\boldsymbol{A} \boldsymbol{c})$, and $(\boldsymbol{A} \Sigma)$ are satisfied, and consider the process $\left(X_{t}, t \geq 0\right)$ solution of $(2.9)$ on $\mathcal{S}$ (see Proposition 2.3). Recall that O is a subdomain of $\mathcal{O}$ and $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$ (see (2.39)). Then:
(1) The semigroup $\left(P_{t}^{\mathcal{D}}, t \geq 0\right)$ is topologically irreducible on $\mathcal{D}$.
(2) If $\mathcal{O} \backslash \overline{\mathrm{O}}$ is nonempty, then for all $\mathrm{x} \in \mathcal{D}$

$$
\mathbb{P}_{\times}\left(\sigma_{\mathcal{D}}<+\infty\right)>0
$$

(3) If $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$, for $t>0, P_{t}^{\mathcal{D}}$ is strong Feller on $\mathcal{D}$ (and thus weakly Feller on D).

Consequently, (C4) and (C5) are satisfied for the process (2.9) when $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$.
Proof. Let O be a subdomain of $\mathcal{O}$.
Step 1. On Assumption (C5).
Consider $\mathrm{x}_{0} \in \mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$. Let $\mathcal{O}_{1} \subset \mathrm{O}$ and $\mathcal{O}_{2} \subset\left(\mathbb{R}^{d}\right)^{N}$ be two nonempty open sets. Then, by choosing $f=1_{\mathcal{O}_{1} \times \mathcal{O}_{2}} \in b \mathcal{B}(\mathcal{D})$ in (2.41), it holds for all $t>0$,

$$
\mathbb{P}_{x_{0}}\left(X_{t} \in \mathcal{O}_{1} \times \mathcal{O}_{2}, t<\sigma_{\mathcal{D}}\right)>0 \text { if and only if } \mathbb{P}_{x_{0}}\left(X_{t}^{0} \in \mathcal{O}_{1} \times \mathcal{O}_{2}, t<\sigma_{\mathcal{D}}^{0}\right)>0
$$

Consider $\mathrm{x}_{1}=\left(x_{1}, v_{1}\right) \in \mathcal{O}_{1} \times \mathcal{O}_{2}$, and write $\mathrm{x}_{0}=\left(x_{0}, v_{0}\right)$ with $x_{0} \in \mathrm{O}$ and $v_{0} \in\left(\mathbb{R}^{d}\right)^{N}$. By the first step of the proof of [24, Lemma 6.5],

$$
\mathbb{P}_{\times_{0}}\left(X_{t}^{0} \in \mathcal{O}_{1} \times \mathcal{O}_{2}, t<\sigma_{\mathcal{D}}^{0}\right)>0
$$

This implies that for all $t>0$,

$$
P_{t}^{\mathcal{D}}\left(\mathrm{x}_{0}, \mathcal{O}_{1} \times \mathcal{O}_{2}\right)=\mathbb{P}_{\mathrm{x}_{0}}\left(X_{t} \in \mathcal{O}_{1} \times \mathcal{O}_{2}, t<\sigma_{\mathcal{D}}\right)>0
$$

Let us now prove that $\mathbb{P}_{\times_{0}}\left(\sigma_{\mathcal{D}}<t\right)>0$, for all $t>0$. Assume that $\mathcal{O} \backslash \overline{\mathrm{O}}$ is not empty. Let us then consider a nonempty open ball $B_{1}$ such that $\overline{B_{1}} \subset \mathcal{O} \backslash \overline{\mathrm{O}}$. Let $\mathrm{x}_{1}=\left(x_{1}, v_{1}\right) \in B_{1} \times\left(\mathbb{R}^{d}\right)^{N}$. By the first step of the proof of [24, Lemma 6.5], for all $t>0$,

$$
\mathbb{P}_{x_{0}}\left(X_{t}^{0} \in B_{1} \times\left(\mathbb{R}^{d}\right)^{N}, t<\sigma_{\mathcal{S}}^{0}\right)>0
$$

Then, using 2.41) with $\mathcal{S}$ instead of $\mathcal{D}$, it holds for all $t>0$ and all $\mathrm{x}_{0} \in \mathcal{D}$,

$$
\mathbb{P}_{\times_{0}}\left(X_{t} \in B_{1} \times\left(\mathbb{R}^{d}\right)^{N}\right)=\mathbb{P}_{\times_{0}}\left(X_{t} \in B_{1} \times\left(\mathbb{R}^{d}\right)^{N}, t<\sigma_{S}\right)>0,
$$

since $\mathbb{P}_{\times_{0}}\left(t<\sigma_{S}\right)=1$ by Proposition 2.3. When $X_{0}=x_{0},\left\{X_{t} \in B_{1} \times\left(\mathbb{R}^{d}\right)^{N}\right\} \subset\left\{\sigma_{\mathcal{D}}<t\right\}$ by continuity of the trajectories of the process (2.9) and because $x_{0} \in \mathrm{O}$ and $\overline{B_{1}} \subset \mathcal{O} \backslash \overline{\mathrm{O}}$. Therefore, we have

$$
\mathbb{P}_{x_{0}}\left(\sigma_{\mathcal{D}}<+\infty\right) \geq \mathbb{P}_{x_{0}}\left(\sigma_{\mathcal{D}}<t\right)>0
$$

Assumption (C5) is then satisfied for the process (2.9).
Step 2. On Assumption (C4).
Let us now prove that ( $\mathbf{C} 4$ ) is satisfied. Pick $f \in b \mathcal{B}(\mathcal{D}), t>0$, and $x \in \mathcal{D}$. Let $\left(\mathrm{x}_{n}\right)_{n}$ be a sequence of elements of $\mathcal{S}$ such that $\mathrm{x}_{n} \rightarrow \mathrm{x} \in \mathcal{D}$ as $n \rightarrow+\infty$. We want to prove that

$$
\begin{equation*}
\mathbb{E}_{\times_{n}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right] \rightarrow \mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right], \text { as } n \rightarrow+\infty \tag{2.45}
\end{equation*}
$$

Assume that $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$.
Case 1. Let us first consider the case when $\overline{\mathrm{O}} \subset \mathcal{O}$.
By [39, Equation (1.8)],

$$
f\left(X_{t}^{0}\left(\mathrm{x}_{n}\right)\right) \rightarrow f\left(X_{t}^{0}(\mathrm{x})\right) \text { in probability as } n \rightarrow+\infty
$$

In addition, one can replace $\mathrm{V}_{1}$ by $\psi \mathrm{V}_{1}$ in the expression of $\mathrm{M}_{t}$ in (2.42), where $\psi \in$ $\mathcal{C}^{\infty}\left(\left(\mathbb{R}^{d}\right)^{N},[0,1]\right)$ is such that $\psi=1$ on O and $\psi=0$ on $\left(\mathbb{R}^{d}\right)^{N} \backslash \mathcal{O}$ (which is possible since $\overline{\mathrm{O}} \subset \mathcal{O})$. Indeed, when $t<\sigma_{\mathcal{D}}, \mathrm{V}_{1}\left(x_{s}^{0}\right)=\left(\psi \mathrm{V}_{1}\right)\left(x_{s}^{0}\right)$, for all $s \in[0, t]$. The function $\psi \bigvee_{1}$ is lower bounded and $\mathcal{C}^{1}$ over $\left(\mathbb{R}^{d}\right)^{N}$. Thus, $\psi \bigvee_{1}$ satisfies the assumptions of [39, Proposition 1.2] as well as $\gamma$ and $\Sigma$ (see indeed (Ac) and (A $\Sigma$ )). Therefore, by [39, Equation (1.7)], one has, as $n \rightarrow+\infty$,

$$
\mathrm{M}_{t}\left(\mathrm{x}_{n}\right) \rightarrow \mathrm{M}_{t}(\mathrm{x}) \text { in } L^{1}
$$

Finally, since $\partial \mathrm{O}$ is $\mathcal{C}^{2}$, by the first step of the proof of [24, Proposition 6.6], one has, $1_{t<\sigma_{\mathcal{D}}^{0}\left(x_{n}\right)} \rightarrow 1_{t<\sigma_{\mathcal{D}}^{0}(\mathrm{x})}$ in probability as $n \rightarrow+\infty$. Thus,

$$
\mathbb{E}_{\mathrm{x}_{n}}\left[f\left(X_{t}^{0}\right) 1_{t<\sigma_{\mathcal{D}}^{0}} \mathrm{M}_{t}\right] \rightarrow \mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}^{0}\right) 1_{t<\sigma_{\mathcal{D}}^{0}} \mathrm{M}_{t}\right], \text { as } n \rightarrow+\infty,
$$

which implies (2.45) thanks to (2.41).
Case 2. Let us now consider the case when $\partial \mathrm{O} \cap \partial \mathcal{O} \neq \emptyset$.

In this case, we cannot argue as previously since the situation when $x_{\sigma_{\mathcal{D}}}^{0} \in \partial \mathrm{O} \cap \partial \mathcal{O}$ can occur, and $\partial \mathrm{O} \cap \partial \mathcal{O}$ is not in general $\mathcal{C}^{2}$, a crucial condition to prove that $1_{t<\sigma_{\mathcal{D}}^{0}\left(\times_{n}\right)} \rightarrow 1_{t<\sigma_{\mathcal{D}}^{0}(\mathrm{x})}$ in probability as $n \rightarrow+\infty$ (see indeed the first step of the proof of [24, Proposition 6.6]). To overcome this issue, we use the fact that, roughly speaking, the process $\left(X_{t}, t \geq 0\right)$ has a very small probability to reach a neighborhood of $\partial \mathcal{O}$, according to (2.12). More precisely, we proceed as follows. Since $\mathrm{x}_{n} \rightarrow \mathrm{x} \in \mathcal{D}$, there exists $r_{\mathrm{x}}>0$ such that

$$
\left\{\mathrm{x}_{n}, n \geq 0\right\} \cup\{\mathrm{x}\} \subset \mathcal{H}_{r_{\mathrm{x}}}^{1}=\left\{(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v)<r_{\mathrm{x}}\right\}
$$

and, for all $n$ large enough (say $n \geq n_{1}$ ), $x_{n} \in \mathcal{D}$. In the following, we assume without loss of generality that $n_{1}=0$. By (2.12), for all $\epsilon>0$, there exists $r_{*}=r_{*}(\epsilon)>r_{\mathrm{x}}$ such that

$$
\sup _{n \geq 0} \mathbb{P}_{\times_{n}}\left(\tau_{r_{*}} \leq t\right) \leq \frac{\epsilon}{4\left(1+\|f\|_{L^{\infty}}\right)} \text { and } \mathbb{P}_{\times}\left(\tau_{r_{*}} \leq t\right) \leq \frac{\epsilon}{4\left(1+\|f\|_{L^{\infty}}\right)}
$$

In addition, because $\left\{x \in \overline{\mathcal{O}}, \mathrm{~V}_{1}(x) \geq r_{*}\right\}$ is a neighborhood of $\partial \mathcal{O}$ in $\overline{\mathcal{O}}$ (since the closure of its complementary in $\overline{\mathcal{O}}$, namely $\left\{x \in \mathcal{O}, \mathrm{~V}_{1}(x)<r_{*}\right\}$, is a compact included in the open set $\mathcal{O}$, by Proposition 2.3), $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$, and O is connected, there exist two subsets $\mathcal{D}_{r_{*}}$ and $\Omega_{r_{*}}$ of $\mathcal{O}$ such that

$$
\mathcal{D}=\mathcal{D}_{r_{*}} \cup \Omega_{r_{*}}
$$

where

- $\mathcal{D}_{r_{*}}=\mathrm{O}_{r_{*}} \times\left(\mathbb{R}^{d}\right)^{N}$ with $\mathrm{O}_{r_{*}}$ a $\mathcal{C}^{2}$ subdomain of $\mathcal{O}$ such that

$$
\overline{\mathrm{O}_{r_{*}}} \subset \mathcal{O}
$$

- $\Omega_{r_{*}}=\mathrm{U}_{r_{*}} \times\left(\mathbb{R}^{d}\right)^{N}\left(\right.$ where $\left.\mathrm{U}_{r_{*}}=\mathrm{O} \backslash \mathrm{O}_{r_{*}}\right)$ with

$$
\mathrm{U}_{r_{*}} \subset\left\{x \in \mathcal{O}, \mathrm{~V}_{1}(x) \geq r_{*}\right\}
$$



Figure 1. Schematic representation, when $d=1$ and $N=3$, of a slice of the domain $\mathcal{O}=\left\{x=\left(x^{1}, x^{2}, x^{3}\right) \in \mathbb{R}^{3}, x^{1}<x^{2}<x^{3}\right\}$, the domain O (where $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$ ), the $\mathcal{C}^{2}$ domain $\mathrm{O}_{r_{*}}$ (with $\overline{\mathrm{O}_{r_{*}}} \subset \mathcal{O}$ ), and $\mathrm{U}_{r_{*}}$ (with $\mathrm{U}_{r_{*}} \subset\left\{\mathrm{~V}_{1} \geq r_{*}\right\}$.

We refer to Figure 1 for a schematic representation of $\mathrm{O}_{r_{*}}$ and $\mathrm{U}_{r_{*}}$. By continuity of the trajectories of the process (2.9) on $\mathcal{S}$, when $X_{0} \in \mathcal{D}_{r_{*}}$ and on $\left\{t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r_{*}}}\right\}$,

$$
\exists s \in(0, t], X_{s} \in \Omega_{r_{*}} \subset\left\{(x, v) \in \mathcal{S}, \mathrm{H}_{1}(x, v) \geq r_{*}\right\}
$$

so that $\left\{t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r *}}\right\} \subset\left\{\tau_{r_{*}} \leq t\right\}$, where we recall that $\tau_{r_{*}}$ is defined by (2.11). Since $r_{*}>r_{\mathrm{x}}$,

$$
\left\{x_{n}, n \geq 0\right\} \cup\{x\} \subset \mathcal{D}_{r_{*}} .
$$

Therefore, when $X_{0} \in\left\{x_{n}, n \geq 0\right\} \cup\{x\}$,

$$
\left\{t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r_{*}}}\right\} \subset\left\{\tau_{r_{*}} \leq t\right\}
$$

Furthermore, by (2.41), and since $\mathrm{O}_{r_{*}}$ is $\mathcal{C}^{2}$ and $\overline{\mathrm{O}_{r_{*}}} \subset \mathcal{O}$, by the first case above, there exists $n_{0} \geq 0$ such that for all $n \geq n_{0}$,

$$
\left|\mathbb{E}_{x_{n}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}_{r_{*}}}}\right]-\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}_{r_{*}}}}\right]\right| \leq \epsilon / 2
$$

Then, since $1_{t<\sigma_{\mathcal{D}}} 1_{t<\sigma_{\mathcal{D}_{r_{*}}}}=1_{t<\sigma_{\mathcal{D}_{r_{*}}}}$ when $X_{0} \in \mathcal{D}_{r_{*}}$, one has for all $n \geq n_{0}$,

$$
\begin{aligned}
& \mid \mathbb{E}_{x_{n}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right]- \mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right] \mid \\
& \leq \leq\left|\mathbb{E}_{\times_{n}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}_{r_{*}}}}\right]-\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}_{r_{*}}}}\right]\right| \\
&+\left|\mathbb{E}_{\times_{n}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r_{*}}}}\right]-\mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r_{*}}}}\right]\right| \\
& \leq \epsilon / 2+\|f\|_{L^{\infty}}\left[\mathbb{P}_{\times_{n}}\left(t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r_{*}}}\right)+\mathbb{P}_{\mathrm{x}}\left(t<\sigma_{\mathcal{D}}, t \geq \sigma_{\mathcal{D}_{r_{*}}}\right)\right] \\
& \leq \epsilon / 2+\|f\|_{L^{\infty}}\left[\mathbb{P}_{\times_{n}}\left(\tau_{r_{*}} \leq t\right)+\mathbb{P}_{\times}\left(\tau_{r_{*}} \leq t\right)\right] \\
& \leq \epsilon .
\end{aligned}
$$

Consequently, $\mathbb{E}_{\mathrm{x}_{n}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right] \rightarrow \mathbb{E}_{\mathrm{x}}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right]$ as $\mathrm{x}_{n} \rightarrow \mathrm{x} \in \mathcal{D}$. In conclusion, Assumption ( $\mathbf{C} 4$ ) is satisfied when $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$. This concludes the proof of Proposition 2.11.

Choosing $\mathrm{O}=\mathcal{O}$ in items (1) and (3) in Proposition 2.11, we have the following direct consequence of Proposition 2.11 together with the fact that $\mathbb{P}_{\times}\left(t<\sigma_{S}\right)=1$, for all $\mathrm{x} \in \mathcal{S}$, by Proposition 2.3 .

Corollary 2.12. Assume that (H-LJ), (Ac), and (Aइ) are satisfied. Consider the process $\left(X_{t}, t \geq 0\right)$ solution of (2.9) on $\mathcal{S}$ (see Proposition 2.3). Then, for all $t>0, P_{t}$ is strong Feller, i.e. Assumption (C1) is satisfied. In addition, $\left(P_{t}, t \geq 0\right)$ is topologically irreducible on $\mathcal{S}$.

When $\gamma$ and $\Sigma$ are constant, and V is $\mathcal{C}^{\infty}$ on $\mathcal{S}$, this results is a direct consequence of the Hörmander's hypoellipticity theorem (see for instance [26, Proposition 2.5]).

Let us now recall that Theorem 2.4 is a consequence of Lemma 2.7, Corollary 2.12, and Propositions 2.8, 2.9, and 2.11. The proof of Theorem 2.4 is thus complete.

Remark 2.13. Notice that for Corollary 2.12 and Propositions 2.8 and 2.11, we can replace (Ac) by the less stringent assumption $\gamma:\left(\mathbb{R}^{d}\right)^{N} \times\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathrm{M}_{N d}(\mathbb{R})$ is a locally Lipschitz function such that for some $m>0, \forall x, v \in\left(\mathbb{R}^{d}\right)^{N}: \frac{1}{2}\left[\gamma(x, v)+\gamma^{T}(x, v)\right] \geq$ $-m I_{\left(\mathbb{R}^{d}\right)^{N}}$.

## 3. Quasi-Stationary distributions for Coulomb interactions

In this section we consider $N$ particles in $\mathbb{R}^{d}$ interacting through the Coulomb potential. Recall that the case of Coulomb potential when $d \geq 3$ is covered by Theorem 2.4 (see Remark 2.1), and therefore, it remains to deal with the case when $d=1,2$. Thus, in this section, we assume that

$$
d \in\{1,2\} .
$$

The purpose of this section is to prove Theorem 3.2 . For $x=\left(x^{1}, \ldots, x^{N}\right) \in \overline{\mathcal{O}}$ (see (1.2)), set:

$$
\begin{equation*}
\mathrm{V}_{2}(x)=\sum_{i=1}^{N} \mathrm{~V}_{2, \mathrm{c}}\left(x^{i}\right)+\sum_{1 \leq i<j \leq N} \mathrm{~V}_{2, \mathrm{I}}\left(x^{i}-x^{j}\right) \in \overline{\mathbb{R}} \tag{3.1}
\end{equation*}
$$

where $\mathrm{V}_{2, \mathrm{I}}$ is the potential:

$$
\begin{equation*}
\text { for all } y \in \mathbb{R}^{d}: \vee_{2, \mathrm{I}}(y)=-\log |y| \text { if } y \neq 0, \text { else } \vee_{2, \mathrm{I}}(y)=+\infty \tag{3.2}
\end{equation*}
$$

where $\mathrm{V}_{2, \mathrm{c}}:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}$ is a confining potential which satisfies:
Assumption (H-C). Let $\mathrm{A}>0$ and $\alpha_{2} \geq 2$. The function $\mathrm{V}_{2, \mathrm{c}} \in \mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ and for some $r>0$, it holds:

$$
\forall y \in \mathbb{R}^{d},|y| \geq r, \mathrm{~V}_{2, \mathrm{c}}(y)=\mathrm{A}|y|^{\alpha_{2}}+\Phi_{2, \mathrm{c}}(y),
$$

where $\Phi_{2, \mathrm{c}} \in \mathcal{C}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ satisfies: $\lim _{|y| \rightarrow+\infty} \frac{\left|\Phi_{2, \mathrm{c}}(y)\right|}{|y|^{\alpha} 2}=\lim _{|y| \rightarrow+\infty} \frac{\left|\nabla \Phi_{2, \mathrm{c}}(y)\right|}{|y|^{\alpha_{2}-1}}=0$.
Notice that for some $M>0$,

$$
\begin{equation*}
\mathrm{A}|y|^{\alpha_{2}} / 2-M \leq \mathrm{V}_{2, \mathrm{c}}(y) \leq 2 \mathrm{~A}|y|^{\alpha_{2}}+M \text { for all } y \in \mathbb{R}^{d} . \tag{3.3}
\end{equation*}
$$

When $d=2, \mathrm{~V}_{2, \mathrm{I}}$ is the Coulomb potential, and when $d=1, \mathrm{~V}_{2, \mathrm{I}}$ corresponds to a $\log$ singularity pairwise potential. Notice that since $\mathrm{V}_{2, \mathrm{I}}(y)=\mathrm{V}_{2, \mathrm{I}}(-y)$ for all $y \neq 0, \mathrm{~V}_{2}$ also writes

$$
\mathrm{V}_{2}(x)=\sum_{i=1}^{N} \mathrm{~V}_{2, \mathrm{c}}\left(x^{i}\right)+\frac{1}{2} \sum_{1 \leq i \neq j \leq N} \mathrm{~V}_{2, \mathrm{I}}\left(x^{i}-x^{j}\right), x \in \mathcal{O} .
$$

3.1. Properties of $\bigvee_{2}$ and definition of the process. Recall $d=1,2$. Let us give some properties of $\mathrm{V}_{2}$. Note first that $\mathrm{V}_{2}: \mathcal{S} \rightarrow \mathbb{R}$ is a $\mathcal{C}^{2}$ function. In addition, $\mathrm{V}_{2}$ is lower bounded on $\mathcal{S}$, since, using the inequality $\log z \leq z$ for $z>0$, and (3.3), one has for all $x \in \mathcal{O}$ :

$$
\begin{equation*}
\mathrm{V}_{2}(x) \geq \frac{\mathrm{A}}{2} \sum_{i=1}^{N}\left|x^{i}\right|^{\alpha_{2}}-M N-\sum_{i<j}\left|x^{i}-x^{j}\right| \geq \frac{\mathrm{A}}{2} \sum_{i=1}^{N}\left|x^{i}\right|^{\alpha_{2}}-C|x|-M N . \tag{3.4}
\end{equation*}
$$

Moreover, for all $x \in \mathcal{O}, \mathrm{~V}_{2}(x) \geq-M N-\sum_{i<j} \log \left(\left|x^{i}-x^{j}\right|\right)$. Consequently, $\mathrm{V}_{2}(x) \rightarrow$ $+\infty$ as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ (see (1.3)), $x \in \mathcal{O}$. Since $\mathrm{V}_{2, \mathrm{c}}$ is continuous on $\mathcal{O}$, the reverse is also true, that is: when $x \in \mathcal{O}$,

$$
\begin{equation*}
\vee_{2}(x) \rightarrow+\infty \text { iff } x \rightarrow \partial \mathcal{O} \cup\{\infty\} \tag{3.5}
\end{equation*}
$$

Let us now introduce

$$
\mathcal{L}_{2}=\frac{\Sigma^{2}(x, v)}{2} \Delta_{v}+v \cdot \nabla_{x}-\nabla \mathrm{V}_{2}(x) \cdot \nabla_{v}-\gamma(x, v) v \cdot \nabla_{v}
$$

the infinitesimal generator of the diffusion (1.5) when $\mathrm{V}=\mathrm{V}_{2}$. The Hamiltonian of the process (1.5) when $\mathrm{V}=\mathrm{V}_{2}$ is, for $(x, v) \in \mathcal{S}$,

$$
\begin{equation*}
\mathrm{H}_{2}(x, v)=\mathrm{V}_{2}(x)+\frac{1}{2}|v|^{2} . \tag{3.6}
\end{equation*}
$$

Note that $\mathrm{H}_{2}(x, v) \rightarrow+\infty$ if and only if $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or if $|v| \rightarrow+\infty$. In the following, we assume (up to considering $\mathrm{V}_{2}-\inf _{\mathcal{O}} \mathrm{V}_{2}+1$ ) that

$$
\mathrm{V}_{2} \geq 1 \text { on } \mathcal{O}
$$

so that $\mathrm{H}_{2} \geq 1$ on $\mathcal{S}$. We have (see also [32, Proposition 2.4]):
Proposition 3.1. Assume $d=1,2$ and ( $\boldsymbol{H}-\boldsymbol{C}$ ). Assume also that ( $\boldsymbol{A c}$ ) and ( $\boldsymbol{A} \Sigma$ ) are satisfied. For all $R>0$, the set $\left\{x \in \mathcal{O}, \mathrm{~V}_{2}(x)<R\right\}$ is open, bounded, and its closure is included in $\mathcal{O}$. Furthermore, for all $\left(x_{0}, v_{0}\right) \in \mathcal{S}=\mathcal{O} \times\left(\mathbb{R}^{d}\right)^{N}$, there exists a unique pathwise solution $\left(X_{t}=\left(x_{t}, v_{t}\right), t \geq 0\right)$ of

$$
\left\{\begin{align*}
d x_{t} & =v_{t} d t  \tag{3.7}\\
d v_{t} & =-\nabla \mathrm{V}_{2}\left(x_{t}\right) d t-\gamma\left(x_{t}, v_{t}\right) v_{t} d t+\Sigma\left(x_{t}, v_{t}\right) d B_{t}
\end{align*}\right.
$$

with $X_{0}=\left(x_{0}, v_{0}\right)$, which is moreover non-explosive and remains in $\mathcal{S}$ for all $t \geq 0$.
Proof. Thanks to (3.5), and because $\mathrm{V}_{2}$ is $\mathcal{C}^{2}$ and lower bounded on $\mathcal{O}$, the proof is the same as the proof of Proposition 2.3. Let us mention that we have as in Proposition 2.3,

$$
\begin{equation*}
\mathrm{H}_{2}(\mathrm{x}) \geq e^{-h t} r \mathbb{P}_{\times}\left(\tau_{r} \leq t\right) \tag{3.8}
\end{equation*}
$$

for some $h>0$ and where $\tau_{r}(\mathrm{x})=\inf \left\{t \geq 0, X_{t}(\mathrm{x}) \notin \mathcal{H}_{r}^{2}\right\}$ and $\mathcal{H}_{r}^{2}=\{(x, v) \in$ $\left.\mathcal{S}, \mathrm{H}_{2}(x, v)<r\right\}, r>0$.

By Proposition 3.1, the process (3.7) is a (strong) Markov process.
3.2. Quasi-stationary distribution for Coulomb interactions. The main result of this section is the following.

Theorem 3.2. Assume $d=1,2$ and ( $\boldsymbol{H}-\boldsymbol{C}$ ). Assume also that $(\boldsymbol{A c})$ and $(\boldsymbol{A} \Sigma)$ are satisfied. Let O be a subdomain of $\mathcal{O}$ such that $\mathcal{O} \backslash \overline{\mathrm{O}}$ is nonempty and $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$. Set $\mathcal{D}=\mathcal{O} \times\left(\mathbb{R}^{d}\right)^{N}$. Then, for each $\eta_{2} \in(0,1]$, there exists a continuous and unbounded Lyapunov functional $\mathrm{W}_{2}: \mathcal{S} \rightarrow[1,+\infty)$ such that $\mathrm{W}_{2} \leq \exp \left[m \mathbf{H}_{2}^{\eta_{2}}\right]$ on $\mathcal{S}$, for some $m>0$ (see Proposition 3.3 for the explicit construction of $\mathrm{W}_{2}$ ), and the statements of items $(a) \rightarrow(d)$ in Theorem 2.4 are valid for the process (3.7) on $\mathcal{S}$ (see Proposition 3.1) and with the Lyapunov function $\mathrm{W}_{2}$ (in place of $\mathrm{W}_{1}$ there).

When $\alpha_{2}>2$, by (3.12), the Lyapunov function $W_{2}$ defined in (3.11) satisfies, for $(x, v) \in \mathcal{S}$,

$$
\mathbf{W}_{2}(x, v)=\exp \left[\left(\mathfrak{a} \mathrm{H}_{2}(x, v)+o\left(\mathrm{H}_{2}(x, v)\right)\right)^{\eta_{2}}\right]
$$

as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or $v \rightarrow\{\infty\}$. The $o$ above is $O$ when $\alpha_{2}=2$. Let us also mention that there is no restriction on $\eta_{2}$ (i.e. one can choose any $\eta_{2}$ in $\left.(0,1]\right)$.
3.3. Proof of Theorem 3.2. To prove Theorem 3.2, we use Lemma 2.7, To this end, we need to check that the assumptions $(\mathbf{C 1}) \rightarrow(\mathbf{C} 5)$ are satisfied for the process (3.7) with potential $\bigvee_{2}$ when $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$ with O a subdomain of $\mathcal{O}$ such that $\mathcal{O} \backslash \overline{\mathrm{O}}$ is nonempty and $\partial \mathrm{O} \cap \mathcal{O}$ is $\mathcal{C}^{2}$. It is clear that, in view of their proofs, Corollary 2.12 , Proposition 2.8, and Proposition 2.11 are still valid for the process (3.7) on $\mathcal{S}$. It thus just remains to prove (C3) for such a process.

Notice first that if we choose as we did in the previous section, a functional of the form $\mathrm{G}=\kappa \alpha\left(\mathrm{V}_{2}\right) \nabla \mathrm{V}_{2} /\left|\nabla \mathrm{V}_{2}\right|^{2}$, because here the function $\mid$ Hess $\mathrm{V}_{2}\left|/\left|\nabla \mathrm{V}_{2}\right|^{2}\right.$ does not converge to 0 as $x \rightarrow \partial \mathcal{O}$ (as already observed in [32]), it will not be possible to take a function $\kappa$ growing at infinity as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$. Let us rather considered the function $\mathrm{G}_{2}=$ $\left(\left(\mathrm{G}_{2}\right)_{1}, \ldots,\left(\mathrm{G}_{2}\right)_{N}\right)^{T} \in\left(\mathbb{R}^{d}\right)^{N}$ constructed in [32] which is defined as follows: for $x=$ $\left(x^{1}, \ldots, x^{N}\right) \in \mathcal{O}$ and $i \in\{1, \ldots, N\}$, set:

$$
\left(\mathrm{G}_{2}\right)^{i}(x)=-\mathfrak{b} \sum_{j=1, j \neq i}^{N} \frac{x^{i}-x^{j}}{\left|x^{i}-x^{j}\right|}+\mathfrak{c} x^{i},
$$

where $\mathfrak{b}>0$ and $\mathfrak{c}>0$ will be chosen later. Let us introduce for $(x, v) \in \mathcal{S}$, the modified Hamiltonian $\mathrm{F}_{2}(x, v)=a \mathrm{H}_{2}(x, v)+v \cdot \mathrm{G}_{2}(x)$, where $a>0$ will be chosen later. Notice that for all $i=1, \ldots, N$ and all $x \in \mathcal{O}$,

$$
\begin{equation*}
\left|\left(\mathrm{G}_{2}\right)^{i}(x)\right| \leq \mathfrak{b} N+\mathfrak{c}\left|x^{i}\right| \tag{3.9}
\end{equation*}
$$

Then, by (H-C) and using (3.4), one has for $(x, v) \in \mathcal{S}$ :

$$
\begin{aligned}
\mathrm{F}_{2}(x, v) & \geq \mathfrak{a}\left(\mathrm{V}_{2}(x)+|v|^{2} / 2\right)-\sum_{i=1}^{N}\left|v^{i}\right|\left|\left(\mathrm{G}_{2}\right)^{i}(x)\right| \\
& \geq \frac{|v|^{2}}{2}(\mathfrak{a}-\mathfrak{c})-\mathfrak{b} N \sum_{i=1}^{N}\left|v^{i}\right|+\sum_{i=1}^{N}\left(\mathfrak{a} \mathrm{~A}\left|x^{i}\right|^{\alpha_{2}} / 2-\mathfrak{c}\left|x^{i}\right|^{2} / 2\right)-\mathfrak{a} C|x|-\mathfrak{a} M N .
\end{aligned}
$$

Then, if

$$
\begin{equation*}
\mathfrak{c}<1_{\alpha_{2}=2} \min (\mathfrak{a} A, \mathfrak{a})+1_{\alpha_{2}>2} \mathfrak{a} \tag{3.10}
\end{equation*}
$$

the function $\mathrm{F}_{2}$ is lower bounded on $\mathcal{S}$. Finally, set for all $(x, v) \in \mathcal{S}$ :

$$
\begin{equation*}
\mathbf{W}_{2}(x, v)=\exp \left[\left(F_{2}(x, v)-\inf _{\mathcal{S}} \mathrm{F}_{2}+1\right)^{\eta_{2}}\right] \geq 1 \tag{3.11}
\end{equation*}
$$

where

$$
\eta_{2} \in(0,1] .
$$

When $\alpha_{2}>2$ in (H-C), using (3.9) and Young's inequality with $p \in\left(2, \alpha_{2}\right)$ (so that $q=p /(p-1)<2)$, for $(x, v) \in \mathcal{S}$,

$$
\begin{equation*}
v \cdot \mathrm{G}_{2}(x, v)=o\left(\mathrm{H}_{2}(x, v)\right) \text { as } x \rightarrow \partial \mathcal{O} \cup\{\infty\} \text { or } v \rightarrow\{\infty\} . \tag{3.12}
\end{equation*}
$$

If $\alpha_{2}=2$, the $o$ in (3.12) is $O$.
Proposition 3.3. Assume $d=1,2$ and (H-C). For each $\eta_{2} \in(0,1]$, we can choose parameters $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}>0$ (see more precisely (3.10), (3.13), (3.14) (3.15), such that Assumption (C3) is satisfied for the process (3.7) on $\mathcal{S}$ with the Lyapunov function $\mathrm{W}_{2}$ : $\mathcal{S} \rightarrow[1,+\infty)$ defined in (3.11).

Proof. Because $\mathrm{W}_{2} \in \mathcal{C}^{1,2}(\mathcal{S}), \mathrm{W}_{2} \in \mathbb{D}_{e}(\mathcal{L})$ and $\mathcal{L} \mathrm{W}_{2}=\mathcal{L}_{2} \mathrm{~W}_{2}$ quasi-everywhere. For ease of notation and with a slight abuse of notation, we will denote by $F_{2}$ the function $\mathrm{F}_{2}-\inf _{\mathcal{S}} \mathrm{F}_{2}+1$. The same computations as those to get (2.33) imply that on $\mathcal{S}$,

$$
\frac{\mathcal{L}_{2} \mathrm{~W}_{2}}{\mathrm{~W}_{2}} \leq \frac{\eta_{2}}{\mathrm{~F}_{2}^{1-\eta_{2}}}\left[\mathcal{L}_{2} \mathrm{~F}_{2}+\eta_{2} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{2}\right|^{2}\right]
$$

Using (Ac) and (3.9), there exists $\mathrm{K}_{\gamma}>0$ depending only on $\gamma$, such that for all $(x, v) \in \mathcal{S}$,

$$
-\gamma(x, v) v \cdot \mathrm{G}_{2}(x) \leq \mathrm{K}_{\gamma}[\mathfrak{b} N|v|+\mathfrak{c}|v||x|]
$$

Then, one has for all $(x, v) \in \mathcal{S}$, using ( $\mathbf{A} \Sigma$ ) and ( $\mathbf{A c}$ ):

$$
\begin{aligned}
\mathcal{L}_{2} \mathrm{~F}_{2}(x, v)+\eta_{2} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{2}\right|^{2}(x, v)= & \mathfrak{a} N d \frac{\Sigma^{2}(x, v)}{2}-\mathfrak{a} \gamma(x, v) v \cdot v \\
& +\sum_{i=1}^{N} v^{i} \cdot \partial_{x_{i}} \sum_{j=1}^{N}\left(\mathrm{G}_{2}\right)^{j}(x) v^{j}-\gamma(x, v) v \cdot \mathrm{G}_{2}(x) \\
& -\nabla \mathrm{V}_{2}(x) \cdot \mathrm{G}_{2}(x)+\eta_{2} \frac{\Sigma^{2}(x, v)}{2}\left|\mathfrak{a} v+\mathrm{G}_{2}(x)\right|^{2} \\
\leq & a N d \frac{\Sigma_{\infty}^{2}}{2}-a \gamma^{*}|v|^{2}+\sum_{i, j=1}^{N} v^{i} \cdot \partial_{x_{i}}\left(\mathrm{G}_{2}\right)^{j}(x) v^{j}+\mathfrak{b} N \mathrm{~K}_{\gamma}|v| \\
& +\mathfrak{c} \mathrm{K}_{\gamma}|v||x|-\nabla \mathrm{V}_{2}(x) \cdot \mathrm{G}_{2}(x)+\eta_{2} \frac{\Sigma_{\infty}^{2}}{2}\left|\mathfrak{a} v+\mathrm{G}_{2}(x)\right|^{2} .
\end{aligned}
$$

In addition, one has:

$$
\begin{aligned}
\frac{\Sigma_{\infty}^{2}}{2}\left|a v+\mathrm{G}_{2}(x)\right|^{2} \leq \frac{\Sigma_{\infty}^{2}}{2}\left[2 \mathfrak{a}^{2}|v|^{2}+2\left|\mathrm{G}_{2}(x)\right|^{2}\right] & \leq \mathfrak{a}^{2} \Sigma_{\infty}^{2}|v|^{2}+\Sigma_{\infty}^{2} \sum_{i=1}^{N}\left|\left(\mathrm{G}_{2}\right)^{i}(x)\right|^{2} \\
& \leq \mathfrak{a}^{2} \Sigma_{\infty}^{2}|v|^{2}+\Sigma_{\infty}^{2} \sum_{i=1}^{N}\left[2 \mathfrak{b}^{2} N^{2}+2 \mathfrak{c}^{2}\left|x^{i}\right|^{2}\right] \\
& \leq \mathfrak{a}^{2} \Sigma_{\infty}^{2}|v|^{2}+2 \mathfrak{c}^{2} \Sigma_{\infty}^{2}|x|^{2}+2 \mathfrak{b}^{2} N^{3} \Sigma_{\infty}^{2}
\end{aligned}
$$

Furthermore, by (H-C), $\left|\nabla \mathrm{V}_{2, \mathrm{c}}(y)\right| \leq C\left(1+|y|^{\alpha_{2}-1}\right)$ and $\nabla \mathrm{V}_{2, \mathrm{c}}(y) \cdot y \geq \alpha_{2} \mathrm{~A}|y|^{\alpha_{2}} / 2-M$, for some $M, C>0$ and all $y \in \mathbb{R}^{d}$. Thus, by following the computations made in [32, Section 4$]^{5}$ (notice that the computations there also works when $d=1$ ), it holds for all $(x, v) \in \mathcal{S}$,

$$
\sum_{i, j=1}^{N} v^{i} \cdot \partial_{x_{i}}\left(\mathrm{G}_{2}\right)^{j}(x) v^{j} \leq \mathfrak{c}|v|^{2}
$$

and, denoting by $m=\alpha_{2} \mathrm{~A} / 4$,

$$
-\nabla \mathrm{V}_{2}(x) \cdot \mathrm{G}_{2}(x) \leq-\mathfrak{c} m|x|_{\alpha_{2}}-\mathrm{C}_{0} \mathfrak{b} \sum_{i \neq j} \frac{1}{\left|x^{i}-x^{j}\right|}+\mathrm{C}_{1}
$$

[^4]for some finite constant $\mathrm{C}_{0}, \mathrm{C}_{1}>0$ and where $|x|_{\alpha_{2}}:=\sum_{i}\left|x^{i}\right|^{\alpha_{2}}$. Therefore, since $|x|^{2} \leq|x|_{\alpha_{2}}+1$, for all $(x, v) \in \mathcal{S}$,
\[

$$
\begin{aligned}
\mathcal{L}_{2} \mathrm{~F}_{2}(x, v)+\eta_{2} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{2}\right|^{2}(x, v) \leq & \left(\mathfrak{c}-\mathfrak{a}\left(\gamma^{*}-\mathfrak{a} \eta_{2} \Sigma_{\infty}^{2}\right)\right)|v|^{2}+\mathfrak{c K}_{\gamma}|v||x|+\mathfrak{b} \mathrm{K}_{\gamma} N|v| \\
& -\mathfrak{c}\left(m-2 \eta_{2} \mathfrak{c} \Sigma_{\infty}^{2}\right)|x|_{\alpha_{2}}-\mathrm{C}_{0} \mathfrak{b} \sum_{i \neq j} \frac{1}{\left|x^{i}-x^{j}\right|}+\mathrm{C}_{2},
\end{aligned}
$$
\]

for some constant $\mathrm{C}_{2}>0$. Thus, for all $\epsilon>0$, it holds for $(x, v) \in \mathcal{S}$ :

$$
\begin{aligned}
\mathcal{L}_{2} \mathrm{~F}_{2}(x, v)+\eta_{2} \frac{\Sigma^{2}}{2}\left|\nabla_{v} \mathrm{~F}_{2}\right|^{2}(x, v) \leq & {\left[\mathfrak{c}+\epsilon-\mathfrak{a}\left(\gamma^{*}-\mathfrak{a} \eta_{2} \Sigma_{\infty}^{2}\right)\right]|v|^{2}+\mathfrak{b} \mathrm{K}_{\gamma} N|v| } \\
& +\left[\mathfrak{c}^{2} \mathrm{~K}_{\gamma}^{2} /(4 \epsilon)-\mathfrak{c}\left(m-\eta_{2} \mathfrak{c} \Sigma_{\infty}^{2}\right)\right]|x|_{\alpha_{2}} \\
& -\mathrm{C}_{0} \mathfrak{b} \sum_{i \neq j} \frac{1}{\left|x^{i}-x^{j}\right|}+\mathrm{C}_{2} .
\end{aligned}
$$

Fix $\mathfrak{b}>0$. Choose first $\mathfrak{a}>0$ sufficiently small such that

$$
\begin{equation*}
\mathfrak{a}<\gamma^{*} /\left(\eta_{2} \Sigma_{\infty}^{2}\right) \tag{3.13}
\end{equation*}
$$

Then, take $\epsilon>0$ sufficiently small such that

$$
\begin{equation*}
\epsilon-\mathfrak{a}\left(\gamma-\mathfrak{a} \eta_{2} \Sigma_{\infty}^{2} / 2\right)<0 \tag{3.14}
\end{equation*}
$$

Finally, for such fix parameters $\mathfrak{a}, \mathfrak{b}$, and $\epsilon$, choose $\mathfrak{c}>0$ sufficiently small such that

$$
\begin{equation*}
\mathfrak{c}+\epsilon-\mathfrak{a}\left(\gamma^{*}-\mathfrak{a} \eta_{2} \Sigma_{\infty}^{2} / 2\right)<0 \text { and } \mathfrak{c}^{2} \mathbf{K}_{\gamma}^{2} /(4 \epsilon)-\mathfrak{c}\left(m-\mathfrak{c} \eta_{2} \Sigma_{\infty}^{2}\right)<0 \tag{3.15}
\end{equation*}
$$

Notice that the second inequality in (3.15) is satisfied for $\mathfrak{c}>0$ small enough since $\mathfrak{c}^{2} \mathbf{K}_{\gamma}^{2} /(4 \epsilon)-\mathfrak{c}\left(m-\mathfrak{c} \eta_{2} \Sigma_{\infty}^{2}\right)=O\left(\mathfrak{c}^{2}\right)-\mathfrak{c} m$ as $\mathfrak{c} \rightarrow 0$. One then has for some constants $\mathrm{c}_{i}>0(i=1,2,3)$ and for all $(x, v) \in \mathcal{S}$,

$$
\frac{\mathcal{L}_{1} \mathrm{~W}_{2}}{\mathrm{~W}_{2}}(x, v) \leq-\mathrm{K}_{2}(x, v)
$$

where

$$
\begin{equation*}
\mathrm{K}_{2}(x, v)=\frac{\eta_{2}\left[-\mathrm{c}_{3}+\mathrm{c}_{1}|v|^{2}+\mathrm{c}_{2}|x|_{\alpha_{2}}+\mathrm{C}_{0} \mathfrak{b} \sum_{i \neq j}\left|x^{i}-x^{j}\right|^{-1}\right]}{\mathrm{F}_{2}^{1-\eta_{2}}(x, v)} \tag{3.16}
\end{equation*}
$$

By (3.12) (see also the line just after), there exits $M>0$ such that for $(x, v) \in \mathcal{S}$

$$
\begin{equation*}
\mathrm{F}_{2}(x, v) \leq M \mathrm{H}_{2}(x, v) . \tag{3.17}
\end{equation*}
$$

By (3.3), for some $C>0, \mathrm{H}_{2}(x, v) \leq|v|^{2} / 2+2 \mathrm{~A}|x|_{\alpha_{2}}-\sum_{i<j} 1_{\left|x^{i}-x^{j}\right| \leq 1} \log \left|x^{i}-x^{j}\right|+C$, for $(x, v) \in \mathcal{S}$. Thus, using (3.17) and since $1-\eta_{2}<1$, using (3.16) and (3.17), one deduces that for $(x, v) \in \mathcal{S}$,
$\lim _{\mathrm{H}_{2}(x, v) \rightarrow+\infty} \mathrm{K}_{2}(x, v)=+\infty$ or equivalently (see (3.5)), $\lim _{x \rightarrow \partial \mathcal{O} \cup\{\infty\} \text { or } v \rightarrow\{\infty\}} \mathrm{K}_{2}(x, v)=+\infty$.
This concludes the proof of Proposition 3.3.
Assumptions ( $\mathbf{C 1} \mathbf{)} \rightarrow \mathbf{( C 5})$ are thus satisfied for the process (3.7) with potential $\mathrm{V}_{2}$ when $\mathcal{D}=\mathrm{O} \times\left(\mathbb{R}^{d}\right)^{N}$ with O a subdomain of $\mathcal{O}$ as in Theorem 3.2. Theorem 3.2 is then a direct consequence of Lemma 2.7. The proof of Theorem 3.2 is thus complete.

## 4. Additional results

4.1. Large deviations for the processes (2.9) and (3.7). In this section, we provide the following additional results on the two (non killed) Markov processes (2.9) and (3.7) on $\mathcal{S}$, which are of independent interest.

Corollary 4.1. Let $d \geq 1$ (resp. $d=1,2$ ). Assume that (HL-J) (resp. (H-C)) is satisfied. Assume also that $(\boldsymbol{A c})$ and $(\boldsymbol{A} \Sigma)$ hold. Let $\mathrm{W}_{1}: \mathcal{S} \rightarrow[1,+\infty)$ (resp. $\mathrm{W}_{2}: \mathcal{S} \rightarrow[1,+\infty)$ ) be such that (C3) is satisfied for the process (2.9), see Proposition 2.9 (resp. the process (3.7), see Proposition 3.3). Then,
(a) The process (2.9) (resp. the process (3.7) satisfies on $\mathcal{S}$ the large deviations principles (a), (b), and (e) of [39, Theorem 2.1] uniformly for initial states z in the compacts of $\mathcal{S}$, and also uniformly over any family of initial measures in $\left\{\nu \in \mathrm{M}_{1}(\mathcal{S}), \int_{\mathcal{S}} \mathrm{W}_{1} d \nu \leq L\right\}$ (resp. $\left\{\nu \in \mathrm{M}_{1}(\mathcal{S}), \int_{\mathcal{S}} \mathrm{W}_{2} d \nu \leq L\right\}$ ) where $L>$ $\inf _{\mathcal{S}} \mathrm{W}_{1}\left(\right.$ resp. $\left.L>\inf _{\mathcal{S}} \mathrm{W}_{2}\right)$ is arbitrary.
(b) The process (2.9) (resp. the process (3.7) has a unique invariant probability measure $\mu_{1}$ on $\mathcal{S}$ (resp. $\mu_{2}$ ).
In addition:
(c) It holds:

$$
\int_{\mathcal{S}} \mathbf{W}_{1} d \mu_{1}<+\infty\left(\text { resp. } \int_{\mathcal{S}} \mathbf{W}_{2} d \mu_{2}<+\infty\right)
$$

(d) There exist $\delta>0$ and $C \geq 1$ such that for all $t \geq 0$,

$$
\left\|P_{t}-\mu_{1}(\cdot)\right\|_{b_{w_{1}} \mathcal{B}(\mathcal{S})} \leq C e^{-\delta t}\left(\text { resp. }\left\|P_{t}-\mu_{2}(\cdot)\right\|_{b_{w_{2}} \mathcal{B}(\mathcal{S})} \leq C e^{-\delta t}\right)
$$

Proof. The proof is divided into two steps.
Step 1. Proofs of items (a) and (b).
The functions $-\mathcal{L}_{1} \mathrm{~W}_{1} / \mathrm{W}_{1}$ and $-\mathcal{L}_{2} \mathrm{~W}_{2} / \mathrm{W}_{2}$ converges to $+\infty$ when $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$ or $v \rightarrow$ $\{\infty\},(x, v) \in \mathcal{S}$. These two functions are thus inf-compact on $\mathcal{S}$. In addition, $P_{t}$ is strong Feller and topologically irreducible by Corollary 2.12, and is thus topologically transitive (see [39, Eq. (2.2)] for a definition). Items (a) and (b) in Corollary 4.1 are then direct consequences of [39, Corollary 2.2].
Step 2. Proofs of items (c) and (d).
Let us denote by $\mathrm{r}_{\text {ess }}(\mathrm{T})$ (resp. $\mathrm{r}_{s p}(\mathrm{~T})$ ) the (Wolf) essential spectral radius (resp. the spectral radius) of a bounded linear map $T$ on a Banach space $X$ (see for instance 40] for a definition). Let us consider the process (2.9) on $\mathcal{S}$. The case of the process (2.9) is treated similarly. For $p>1$ sufficiently close to 1 , by choice of $\mathfrak{a}>0$ and $\mathfrak{b}>0$ (see $(2.37)$ and $(2.38)$ ) in the definition of $W_{1}$, the function $W_{1}^{p}$ satisfies (C3) (indeed the parameters $\mathfrak{a}$ and $\mathfrak{b}$ are then changed into $\mathfrak{a} p^{1 / \delta_{1}}$ and $\mathfrak{b} p^{1 / \delta_{1}}$ ). Then, for all $n \geq 0$,

$$
\mathcal{L}\left(\mathrm{W}_{1}^{p}\right) \leq b_{n} 1_{K_{n}} \leq b_{n} \mathrm{~W}_{1}^{p} .
$$

Therefore, since in addition (C1) and (C2) are satisfied, by [24, Theorem 3.5], it holds for all $t>0$ and $n \geq 0, \mathrm{r}_{\text {ess }}\left(\left.P_{t}\right|_{b_{\mathcal{W}_{1}} \mathcal{B}(\mathcal{S})}\right) \leq e^{-r_{n} t}$. Because $r_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$, this implies that for all $t>0$ :

$$
\mathbf{r}_{\text {ess }}\left(\left.P_{t}\right|_{b_{W_{1}} \mathcal{B}}\right)=0
$$

Since $P_{t}$ is a Markov transition kernel, by [39, Proposition 4.5], one deduces that:

$$
\mathrm{r}_{s p}\left(\left.P_{t}\right|_{b_{\mathrm{W}_{1}} \mathcal{B}(\mathcal{S})}\right)=1
$$

Items $(c)$ and $(d)$ in Corollary 4.1 are then direct consequences of [24, Theorem 4.1] $\left(P_{t}\right.$ is strong Feller, topologically irreducible, and has a spectral gap on $b_{\mathrm{w}_{1}} \mathcal{B}(\mathcal{S})$ ) and of the uniqueness of the invariant measure for the process (2.9) on $\mathcal{S}$ (notice also that $\varphi=1$ there because $P_{t} 1=1, \mu_{1}(1)=1$, and $1 \in b_{\mathrm{w}_{1}} \mathcal{B}(\mathcal{S})$, where $1(\mathrm{x})=1$ for all $\left.\mathrm{x} \in \mathcal{S}\right)$. This concludes the proof of Corollary 4.1
4.2. Elliptic diffusions with singular potential. In this section, we extend the previous results to the elliptic diffusion process $\left(Y_{t}, t \geq 0\right)$ solution of the following stochastic differential equation on $\mathcal{O}$ :

$$
\begin{equation*}
d Y_{t}=-\nabla \mathrm{V}_{1}\left(Y_{t}\right) d t+\sqrt{2} d B_{t} \tag{4.1}
\end{equation*}
$$

where $\mathrm{V}_{1}: \overline{\mathcal{O}} \rightarrow \overline{\mathbb{R}}$ is the $\mathcal{C}^{2}$ potential function given by (2.1) (under the assumption $(\mathbf{H}-\mathbf{L J}))$. In the elliptic case, $(\mathbf{C 1}) \rightarrow \mathbf{( C 5 )}$ are much easier to check. For all $x \in \mathcal{O}$, set

$$
\begin{equation*}
\text { if } \alpha_{1}>2, \mathbf{W}_{3}(x)=\mathrm{V}_{1}(x) \geq 1 \text { and, if } \alpha_{1} \in(1,2], \mathbf{W}_{3}(x)=e^{\epsilon \mathrm{V}_{1}(x)} \geq 1 \tag{4.2}
\end{equation*}
$$

for $\epsilon \in(0,1)$. The infinitesimal generator of the diffusion (4.1) is denoted by $L=$ $-\nabla \mathrm{V}_{1} \cdot \nabla+\Delta$. By (2.21) and (2.29), $\Delta \mathrm{V}_{1}=o\left(\left|\nabla \mathrm{~V}_{1}(x)\right|^{2}\right)$, as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$. Thus, if $\alpha_{1} \in(1,2]$, for $x \in \mathcal{O}, L \mathrm{~W}_{3}(x) / \mathrm{W}_{3}(x)=-\left(\epsilon-\epsilon^{2}\right)\left|\nabla \mathrm{V}_{1}(x)\right|^{2}+\epsilon \Delta \mathrm{V}_{1} \rightarrow-\infty$, as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$. Assume now that $\alpha_{1}>2$. Then, using (2.21), and since $2\left(\alpha_{1}-1\right)>\alpha_{1}$ and $2\left(\beta_{1}+1\right)>\beta_{1}$,

$$
-\frac{\left|\nabla \mathrm{V}_{1}(x)\right|^{2}}{\mathrm{~V}_{1}(x)} \rightarrow-\infty, \text { as } x \rightarrow \partial \mathcal{O} \cup\{\infty\}
$$

Thus, one has for all $x \in \mathcal{O}, L \mathrm{~W}_{3}(x) / \mathrm{W}_{3}(x) \rightarrow-\infty$ as $x \rightarrow \partial \mathcal{O} \cup\{\infty\}$. In both cases, there exists $M>0$ such that on $\mathcal{O}, L \mathrm{~W}_{3} / \mathrm{W}_{3} \leq M$. Thus, for all $x_{0} \in \mathcal{O}$ and $r>0$, it holds

$$
\begin{equation*}
\mathbf{W}_{3}\left(x_{0}\right) \geq e^{-M t} r \mathbb{P}_{x_{0}}\left(\mathrm{t}_{r} \leq t\right) \tag{4.3}
\end{equation*}
$$

where $\mathrm{t}_{r} \geq 0$ is the first exit time from $\left\{x \in \mathcal{O}, \mathrm{~V}_{1}(x)<r\right\}$ of the local solution $\left(Y_{t}, t \in\left[0, \mathrm{t}_{\ell}\right)\right)$ to (4.1) with $Y_{0}=x_{0}\left(\mathrm{t}_{\ell} \in\left[\mathrm{t}_{r}, \infty\right]\right.$ being the life time of such a solution). By (4.3), $\mathrm{t}_{\ell}=+\infty$ almost surely.

Let now $\mathfrak{D}$ be a subdomain of $\mathcal{O}$ and denote by $\sigma_{\mathfrak{D}}$ the first exit time of $\left(Y_{t}, t \geq 0\right)$ from $\mathfrak{D}$. Then, for all $f \in b \mathcal{B}(\mathcal{O})\left(\right.$ see $(1.2)$ ), $t>0$, and $x \in \mathfrak{D}, \mathbb{E}_{x}\left[f\left(X_{t}\right) 1_{t<\sigma_{\mathcal{D}}}\right]=$ $\mathbb{E}_{x}\left[f\left(B_{t}^{0}\right) 1_{t<\sigma_{\mathfrak{O}}^{0}} \mathfrak{M}_{t}\right]$, where $\sigma_{\mathfrak{D}}^{0}$ is the first exit time of $\left(B_{t}, t \geq 0\right)$ from $\mathfrak{D}$ and $\mathfrak{M}_{t}$ is the exponential martingale defined by

$$
\mathfrak{M}_{t}=\exp \left[-\frac{1}{\sqrt{2}} \int_{0}^{t} \nabla V_{1}\left(B_{s}\right) d B_{s}-\frac{1}{4} \int_{0}^{t}\left|\nabla \mathrm{~V}_{1}\left(B_{s}\right)\right|^{2} d s\right], t<\sigma_{\mathfrak{D}}^{0}
$$

Then, arguing similarly as we did to prove Corollary 2.12 and Proposition 2.11, one deduces that ( $\mathbf{C} 1$ ) is satisfied for the process $\left(Y_{t}, t \geq 0\right)$ on $\mathcal{O}$, and ( $\left.\mathbf{C} 2\right)$ and ( $\mathbf{C} 4$ ) are satisfied for the process $\left(Y_{t}, t \in\left[0, \sigma_{D}\right)\right)$ when $\mathcal{O} \backslash \overline{\mathfrak{D}}$ is nonempty and $\partial \mathfrak{D} \cap \mathcal{O}$ is $\mathcal{C}^{2}$. By Lemma 2.7, one then has the following result.

Proposition 4.2. Assume that ( $\mathbf{H - C}$ ) holds. Let $\mathfrak{D}$ be a subdomain of $\mathcal{O}$ such that $\mathcal{O} \backslash \overline{\mathfrak{D}}$ is nonempty and $\partial \mathfrak{D} \cap \mathcal{O}$ is $\mathcal{C}^{2}$. Then, there exists a continuous and unbounded Lyapunov function $\mathrm{W}_{3}: \mathcal{O} \rightarrow[1,+\infty)$ (explicitly given by (4.2) for instance), such that the statements of items $(a) \rightarrow(d)$ in Theorem 2.4 are valid for the process (4.1) on $\mathcal{O}$ (replacing there $\mathcal{D}$ by $\mathfrak{D}$ ) and with the Lyapunov function $\mathrm{W}_{3}$ (in place of $\mathrm{W}_{1}$ there).
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[^0]:    ${ }^{1}$ Existence and uniqueness will be proved later, under additional assumptions on V , see Propositions 2.3 and 3.1 .

[^1]:    ${ }^{2}$ Indeed, on $\{\tau=+\infty\}$, for all $t>0$, there exists $r>0$ such that $t<\tau_{r}$. Therefore, for all $s \in[0, t]$, $X_{s} \in\left\{\mathrm{H}_{1}<r\right\} \subset \mathcal{S}$.

[^2]:    ${ }^{3}$ Eq. (2.3) also ensures that $\mathrm{V}_{1, \mathrm{I}}$ is lower bounded (see 2.5), and Lemma A.1 in [26] holds when (HLJ) is satisfied (see Remark 2.6).

[^3]:    ${ }^{4}$ Recall that pathwise uniqueness and weak existence imply uniqueness in law, and thus uniqueness of the martingale problem (see for instance [27, Theorems 18.7 and 18.14]).

[^4]:    ${ }^{5}$ See more precisely the the computations for the terms $\mathrm{p} \cdot \nabla_{\mathrm{q}} \Psi$ and $-\nabla_{\mathrm{q}} U \cdot \nabla_{\mathrm{p}} \Psi$ there.

