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Abstract—In this paper, a local tone mapping operator is
proposed. It is based on the theory of sprays introduced in the
Random Sprays Retinex algorithm, a white balance algorithm
dealing with the locality of color perception. This tone mapping
implementation compresses high dynamic range images by using
three types of computations on sprays. These operations are
carefully chosen so that the result of their convex combination is
a low dynamic image with a high level of detail in all its parts
regardless of the original luminance values that may span over
large dynamic ranges. Furthermore, a simple local formulation
of the Naka-Rushton equation based on random sprays is given.
The experimental results are presented and discussed.

Index Terms—High dynamic range images, tone mapping,
Naka-Rushton equation, Retinex

I. INTRODUCTION

High Dynamic Range (HDR) imaging is becoming a more
prominent way of storing image data. It enables the capture
of a much greater range of radiance values than conventional
Low Dynamic Range (LDR) images, and, therefore, provides
a more accurate representation of the real world. However,
since devices such as displays and printers are not all capable
of displaying values that span such wide ranges of magnitudes,
it is necessary to reduce the dynamic range of HDR images
to properly visualize them on LDR display devices. The
procedure referred to as Tone Mapping (TM) is used for
such conversion, and a method that performs TM is called
Tone Mapping Operator (TMO). TMOs can either apply the
same mapping function to all image pixels (global TMOs)
or spatially variant mapping functions based on the pixel
neighborhood (local TMOs).

In this paper, a local TMO combining multiple spray-
based TMOs and Naka-Rushton equation [1] is proposed.
The proposed TMO uses the luminance values of the input
HDR image and performs three types of TM with each type
producing the optimal result for a specific part of the dynamic
range. With this approach, a sufficiently high level of detail can
be retained in both very dark and very bright parts of an HDR
image. The proposed TMO has three parameters that control
the final look of the LDR image, which are highly dependent
on the image content, as discussed in later sections. Therefore,
the parameter tuning is performed by the user to match her/his
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own preference. Additionally, a local formulation of the Naka-
Rushton equation based on sprays is proposed. This ensures
that all TM calculations of the proposed TMO are entirely
performed on local regions represented as sprays.

A. Tone mapping state-of-the-art

TMOs can be roughly divided into global and local ones.
If a global TMO is used, then the pixels that have the same
intensity in the HDR image will also have the same intensity
in the LDR image, i.e. all pixels with the same intensity are
processed in the same way. On the other hand, for each pixel, a
local TMO will during its processing take into account both its
intensity and the intensities of its neighboring pixels. Global
TMOs are usually faster, while local TMOs are generally
considered to give results of higher perceptual quality.

Some of the earlier global TMOs are based on the imitation
of human response to light [2]–[5], application of Steven’s
law [6]–[8], sigmoidal contrast enhancement [9], histogram
adjustment [10], Naka-Rushton equation [11]. Examples of
local TMOs include application of bilateral filtering of the
image base layer [12], anisotropic diffusion [13], luminance
gradient field manipulation [14], [15], applying the experi-
ence of photographic practice [16], relying on the Retinex
theory [17]–[19], using localized applications of the Naka-
Rushton equation [11]. More recently, deep learning has also
been widely applied to the problem of TM [20]–[29].

Judging which TMO results in LDRs of higher quality
is still an open question. While there are objective metrics
such as Tone Mapped image Quality Index (TMQI) [30], its
improved version [31], Feature Similarity Index For Tone-
Mapped images (FSITM) [32], [33], etc., these can often
be manipulated and thus they are not always reliable [34].
Because of that, various combinations of evaluations are used.

II. RECALL OF RSR, ACE, RACE, AND NAKA-RUSHTON

A. Random spray retinex

In [35] Land and McCann introduced Retinex, one of
the first models of vision that copes with local adaptability.
This locality was accomplished by using paths connecting
a pixel to other pixels in the image. This sampling over
many paths is computationally expensive, and so using the
analysis from [36], the problem was rephrased from using
paths to using sets of pixels scattered around the image. These



sets are called random sprays, and so the method is called
random spray retinex (RSR). Mathematically, let Si(x) ⊂ R2,
1 ≤ i ≤ N , be sets of ni pixels each centered around some
pixel x. Then, the output value of the RSR algorithm at pixel
x is defined as

LRSR(x) =
1

N

N∑
i=1

I(x)

max
y∈Si(x)

I(y)
. (1)

B. Automatic color equalization

Automatic color equalization, or ACE for short, introduced
in [37], is an algorithm for color enhancement inspired by
some perceptual properties of vision. The process is done in
two steps, the first one is the chromatic/spatial adaptation, and
the second one is the dynamic tone reproduction scaling. Let
S(x) be some subset of pixels around a given pixel x, the
chromatic/spatial adaptation of the pixel x is defined as

R(x) =

∑
y∈S(x)

r(I(x)−I(y)
d(x,y)∑

y∈S(x)
rmax

d(x,y)

. (2)

Here d is a distance function, for instance Euclidean distance,
e−αx or Manhattan distance. The function r can be chosen
to be either a linear function, the signum function or the
saturation function, that takes values −1 for x < −ε, 1 for
x > ε for some small ε and connects the two parts linearly.
Saturation is the most commonly used choice. In the second
step, the final image is calculated using dynamic TM.

LACE(x) = round
(

127.5 +
255

Rmax −Rmin
R(x)

)
. (3)

This way the image always stretches to fill in the entire
dynamic range from 0 to 255.

C. Retinex automatic color equalization

In [38] the authors combined RSR and ACE into a single
method called RACE. In RACE localization is once again done
by using sprays, just like in RSR, and the formula can be seen
as an average of the white patch nature of retinex and the gray
world nature of ACE. The corrected image is given as

LRACE(x)=
1

N

N∑
i=1

1

2

 I(x)

max
y∈Si(x)

I(y)
+

1

nk

∑
y∈Si(x)\{x}

r(I(x)−I(y))

.

(4)
The RACE method can be seen as an improvement of both

RSR and ACE since it gives better details than RSR and it
prevents washing out colors as it may happen with ACE.

D. Naka-Rushton equation

The Naka-Rushton equation is used for modelling the
adaptability of the human visual system to a large range
of radiances. In [1] the authors developed an equation to
model this adaptation of the human visual system, as well
as confirmed it using neuroscience experiments. The equation
is:

r(I) =
I

I + Is
, (5)

where Is is the semi-saturation level and equal to the light
intensity level at which the retinal neuron response reaches
the half-maximal value. The r models the neuronal response
to the light.

III. ADAPTATION TO HDR IMAGING CONDITIONS

In previous sections, different well-established color en-
hancement algorithms are described. However, by introducing
the proper notation and slight modifications to algorithms they
can be extended for HDR imaging. The notation that will be
used in the rest of the paper is defined in the following text. Let
Ω = {1, . . . ,W} × {1, . . . ,H} ⊂ Z2 be the spatial domain
of the input HDR image, where W,H ≥ 1 are the image
width and height, respectively, and let ~I : Ω → (0,+∞)3

be the radiance map of the same HDR image. Then, Ic(x)
denotes the intensity value in the channel c of the pixel x,
where c ∈ {R,G,B}, and x = (x1, x2) ∈ Ω. The luminance
of a pixel x ∈ Ω is denoted with λ(x) and is computed as:

λ(x) =
1

3

∑
c∈{R,G,B}

Ic(x), ∀x ∈ Ω. (6)

All of the TM operations in the proposed method are based
on localized sprays introduced in RSR. A spray with n points
centered in a pixel x ∈ Ω is denoted with S(x). With N , the
number of sprays per pixel is denoted.

A. Local Naka-Rushton equation

An important part in the proposed TMO is the Naka-
Rushton equation. To comply with HDR imaging condi-
tions, (5) has to be redefined as follows:

r(x) =
I(x)

I(x) + µ
, (7)

where µ represents the semi-saturation level. According
to [39], in this paper, the choice of µ is fixed to µ =
(µa · µg)1/2, where µa and µg are arithmetic and geometric
averages, respectively.

The modification proposed in this paper is to apply the
Naka-Rushton equation to local image regions by using sprays.
This means that the semi-saturation level cannot be computed
from image averages but with respect to the averages of the
values within the spray. Therefore, semi-saturation level µ is
not a single fixed value but changes depending on the spray
position and pixels contained within the spray. Local Naka-
Rushton is then defined as:

LNR(x, S) =
I(x)

I(x) + µS(x)
, (8)

where S(x) denotes a spray centered in a pixel x, and µS(x) =
(µaS(x) · µ

g
S(x))

1/2 with µaS(x) and µgS(x) being the arithmetic
and geometric averages of the spray, respectively



B. Naka-Rushton RSR

An improvement of both RSR and Naka-Rushton as TMOs
can be achieved by the fusion of the two together. In the
simplest form, this fusion can be achieved by first applying (5)
on an HDR image to compress the range of radiance values
and then applying (1). However, such an approach cannot be
considered locally adaptive since the compression performed
by the Naka-Rushton equation is based on the arithmetic and
geometric averages of the whole image. Therefore, in this
paper, local Naka-Rushton defined by (8) is used to perform
the fusion and model the local adaptability. In other words,
before dividing some pixel x with the maximum in the spray
which is centered in x (as it is done in RSR) local Naka-
Rushton is computed on the spray including the pixel x. As
in RSR, for each x ∈ Ω the results of N sprays are averaged.
Formally, the fusion of RSR and Naka-Rushton is defined as

LNR-RSR(x) =
1

N

N∑
i=1

LNR(x, Si)

max
y∈Si(x)

LNR(y, Si)
(9)

C. ACE Adaptation

In this paper, similar to [38], ACE is fused with RSR and
due to the local white patch behaviour of RSR the dynamic
tone reproduction in ACE is removed. The slope function is
then computed as

sαS(x)
(∆) =


0 ∆ ≤ − 1

2αS(x)

1
2 + αS(x)∆ |∆| < 1

2αS(x)
,

1 ∆ ≥ 1
2αS(x)

(10)

where αS(x) ≥ 1,∀x ∈ S(x) is a local pixel-dependent slope
built as follows:

αS(x) =
maxy∈S(x) I(y)

miny∈S(x) I(y)
. (11)

With this choice αS(x) is illuminant-independent, i.e. indepen-
dent under the scaling by a positive constant representing the
color of a global and uniform illuminant, and it will be big in
areas covered by the spray in which the variation between the
minimal and the maximal intensities is large. This will allow
a very efficient detail rendition of this kind of area, which is
well-known to be particularly difficult to tone-map.

For the given definition of the slope function and the slope,
the image range must be contained in [0, 1]. Therefore, instead
of applying ACE on the pure values of ~I , just like in Naka-
Rushton RSR (III-B), local Naka-Rushton is first applied on
S(x). Denoting the resulting intensity of the center pixel as
Ĩ(x) and the resulting intensity of any other pixel in a spray
as Ĩ(y) the formula for NR-ACE is

LNR-ACE(x)=
1

N

N∑
i=1

1

ñi

∑
y∈Si(x)\{x}

sαSi(x)(Ĩ(x)−Ĩ(y)), (12)

where ñi is the number of pixels in the ith spray excluding
the center pixel.

IV. ALGORITHM DESCRIPTION AND RESULTS

In this section, the fusion of RSR, NR-RSR, and NR-ACE is
described. Each of these TMOs produces a different-looking
LDR version of the same image with the following distinct
features: RSR can work well in very bright parts, NR-ACE
covers very dark parts, and NR-RSR works as an intermediate
between the two. When combined, outputs of these TMOs
can give very pleasant LDR images in both color and detail.
In this paper, they are combined locally in a pixel-wise convex
combination by utilizing the random sprays technique.

All of the TM operations are performed based on the
luminance values of an image. Therefore, (6) is first applied
to the input HDR image to compute the luminance for each
pixel. The luminance is then normalized to have the minimum
in zero as follows:

λ0(x) = λ(x)−min
y∈Ω

λ(y) (13)

Normalized luminance is tone mapped in three different
ways by applying (1), (9), and (12).

To avoid having the pixels of a spray fall outside the bounds
of an image when extracting the sprays, images are expanded
by mirroring them in the vertical, horizontal, and diagonal
direction, as shown in Fig. 1.

Fig. 1: The example of expanding an image by mirroring in
vertical, horizontal and diagonal direction.

The final tone mapped luminance is computed in two steps.
Frist, the output of pure RSR (LRSR) and Naka-Rushton RSR
(LNR-RSR) are fused as follows:

LHD-RSR(x) = β(x)LRSR(x) + (1− β(x))LNR-RSR(x), (14)

where β(x) is a per-pixel parameter controlling the amount
of RSR and NR-RSR in each pixel. Similar, in the second
step, Naka-Rushton ACE (LNR-ACE) is fused in with LHD-RSR

as follows:

LHD-RACE(x)=γ(x)LNR-ACE(x)+(1−γ(x))LHD-RSR(x), (15)

where LHD-RACE is the final tone mapped luminance and γ(x)
the regulating factor.



The next step is to extend LHD-RACE to color images. In [40],
TM operations are extended to color images by applying the
modified Naka-Rushton formula as follows:

r(x) =
Ic(x)

Ic(x) + fµ(λ(x))
, (16)

where fµ(λ(x)) is a function the authors introduce to ensure
that Naka-Rushton equation follows the Weber-Fechner law.
Based on (16), in this paper, the extension to color images is

Lc(x) = L(x)
Ic(x)

L(x)Ic(x) + (1− L(x))λ(x)
. (17)

Here, for each color channel c ∈ {R,G,B}, the denominator
is the convex combination between the intensity of some pixel
x ∈ Ω in that channel Ic(x) and the luminance of the same
pixel λ(x) based on the L(x). L(x) is the tone mapped
luminance having the values in range [0, 1]. The proposed
conversion ensures that the following properties are satisfied:

• when L(x) = 0 it is true that Lc(x) = 0,
• when L(x) = 1 it is true that Lc(x) = 1,
• and when L(x) = 1

2 pixel intensity in a color channel
and pixel luminance are equally valued, i.e., that Lc(x) =
Ic(x)/(Ic(x) + λ(x)),

By substituting L(x) in (17) with LHD-RACE(x), the output
of the proposed method is acquired. The pseudocode of the
proposed TMO is given in Algorithm 1. In Fig. 2, a few
examples of applying the proposed TMO are shown1.

Algorithm 1 HD-RACE
Input: HDR image I
Output: LDR image L

1: k = 25 . GIF window size
2: Initialize σβ , σγ . (20), (21)
3: λ← compute luminance . (6)
4: λ0 ← normalize luminance . (13)
5: LRSR ← RSR(λ0) . (1)
6: LNR-RSR ← NR-RSR(λ0) . (9)
7: LNR-ACE ← NR-ACE(λ0) . (12)
8: LHD-RSR ← HD-RSR(LRSR, LNR-RSR, β) . (14)
9: LHD-RACE ← HD-RACE(LNR-ACE, LHD-RSR, γ) . (15)

10: L← GRAY2RGB(LHD-RACE, I, λ) . (17)

A. Determining convex combination coefficients

The coefficients β(x) and γ(x) tune the contribution of each
version of the tone-mapped input image to the final result. The
coefficient β regulates the convex combination of RSR and
NR-RSR in the final image whereas the coefficient γ tunes the
amount of NR-ACE that should be added to that combination.
Both coefficients are local and derived from the luminance
of each image pixel. They are computed as Gaussians with

1For all images, the number of sprays was 15, and the number of points
per spray was 250

respect to the zero-minimum log-luminance2 l of each image
pixel as follows:

β(x) = e
−

(l(x)−µβ)2

2σ2
β , (18)

γ(x) = 1− e
− (l(x)−µγ )2

2σ2γ , (19)

where µβ and µγ are equal to the maximum and minimum
of l, respectively. σβ and σγ are image dependent-parameters
and can be adjusted according to user preference. In this paper,
they are fixed to the following:

σβ = 0.5 · (σ(l) + max
x

l(x)−Q3(l)), (20)

σγ = 0.5 · (σ(l) + Q1(l)), (21)

where Q1 and Q3 denote the first and third quartile, respec-
tively. These formulas are experimentally determined as a
unique solution yielding satisfactory results for all test images
subjectively judged by the authors. However, by tweaking
these parameters even better results can be achieved but it has
to be done for each individual image. Since l is normalized to
have the minimum in zero it means that µγ = 0. β(x) = 1 for
all pixels of position x such that l(x) = µβ and it will decrease
to 0 for all pixels with lower luminance. The decreasing speed
is tuned by the value of σβ . The similar applies to γ(x) and its
parameters µγ and σγ . However, β(x) is defined to be equal to
1 for pixels of position x corresponding to the regions in the
brightest parts on an image, and for γ it is the opposite, i.e. γ
is equal to 1 in the darkest parts of an image. This corresponds
to the observations that RSR produces the most pleasing colors
in the brightest image parts, and the observations that NR-ACE
produces the most pleasing colors in the darkest image parts.
NR-RSR is used to tune in the intermediate parts.

Guided image filtering (GIF) [41] is further applied to
coefficients β and γ. It ensures that β and γ are smooth in
the uniform regions and preserves the changes on the edges.
Consequently, the transitions between fused operators are more
prominent which makes tiny details in an image more vivid
and removes outliers in the regions where one operator should
be dominant. The example of applying the proposed TMO
with and without GIF is shown in Fig. 3. The experimental
results in this paper are obtained with GIF parameters fixed
to: window size k = 25, guidance image was the input image,
and regularization ε was equal to the variance of the input
image (input image was either β or γ).

V. DISCUSSION

Here we discuss the limitations of the proposed TMO,
which is shown by experimental results to produce pleasant
results by combining key features from the three base images
LRSR, LNR-RSR, and LNR-ACE, each of which shows good
details in different parts of the image: RSR in the very bright
parts, NR-RSR in the intermediate parts, and NR-ACE in the

2l is computed from λ(x) as follows: 1) zeros are clipped to the smallest
positive non-zero value of λ(x) 2) the logarithm with base 10 is computed,
3) minimum is subtracted from all values to center the minimum of l in zero.



Fig. 2: Examples of applying the proposed TMO to HDR images. From left, columns are outputs of: LRSR, LNR-RSR, LNR-ACE,
LHD-RSR, and LHD-RACE. Color images are acquired by applying (17) with L being substituted considering the given column.

(a) (b)

Fig. 3: The difference between an output LDR image with GIF
omitted (a) and GIF applied (b) when computing β and γ.

darker parts. This can be seen nicely in Fig. 2. However,
the proposed TMO is limited by the presence of several
parameters. The results in Fig. 2 are obtained by fixing the

parameters to some static values which produced pleasant
results for the majority of test images but more pleasing results
can be achieved by tweaking the parameters. However, the
optimal parameters change drastically with the image content.
Therefore, in the current version of the proposed TMO, the
optimal set of parameters is not given and a mechanism for
automatic determination of the GIF window size and σβ and
σγ parameters from the image is yet to be explored.

The second limitation of the proposed TMO in its current
form is the execution time. The majority of computations in
the proposed TMO are related to spray computations for each
pixel, which makes the TMO slow to execute. However, since
the proposed TMO is based on the RSR, the number of com-
putations can be reduced by incorporating the improvements
of the basic RSR introduced in [42], [43].

VI. CONCLUSION

A new tone mapping operator based on a local fusion of
well-known TMOs, random spray retinex, automatic color
equalization, and Naka-Rushton’s equation, is proposed. The
fusion is done using convex combinations of these operators
with the coefficients chosen so that each operator is given more
weight in areas where it gives good information. RSR in the



very bright parts of the image, NR-RSR in the intermediate
parts, and NR-ACE in the darker parts. The main drawbacks
of the proposed operator are its speed and the presence of
several image-dependent parameters. A method to automati-
cally determine these parameters is proposed, a method for
choosing them optimally is left for further study.
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