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Benchmarking a Lattice-Boltzmann solver for reactive flows:

Is the method worth the effort for combustion?
P. Boivin,1, a) M. Tayyab,1 and S. Zhao1

Aix Marseille Univ, CNRS, Centrale Marseille, M2P2, 13451, Marseille, France

(Dated: 10 June 2021)

This letter reports a validation of a Lattice-Boltzmann approach following the Taylor-Green Vortex benchmark
presented at the 19th International Congress on Numerical Combustion, and recently reported by Abdelsamie
et al. in Computers & Fluids, 223, p. 104935 (2021). The Lattice-Boltzmann approach, despite having a
time-step bound by an acoustic Courant–Friedrichs–Lewy condition, results being faster than the low-Mach
solvers which participated to the benchmark. Such feat is made possible by the fully explicit nature of the
method, and indicates very high potential for practical applications.

Lattice-Boltzmann methods1,2 (LBM), have led to
stark cost reductions for the simulation of unsteady low-
Mach athermal flows. The fields of aerodynamics and
aeroacoustics were particularly impacted by the intro-
duction of LBM, with costs reduced by close to an order
of magnitude3–9.

Owing to this success, numerous models were proposed
to extend the LB capabilities from mono-component
isothermal to multi-component reactive flows10–20. With
the same objective, we recently proposed a hybrid LB
framework able to tackle compressible flows21,22, and
successfully applied it to multiple canonical combustion
problems23, combustion instabilities24 and simulation of
turbulent bluff-body stabilised flame25.

As for unsteady athermal flows, one of the main
motivations of applying LBM to reactive flows is the
hope of slashing costs of unsteady reactive flows simu-
lations, which remain nowadays very expensive for com-
plex geometries, despite the constant progress in high-
performance computing.

Nonetheless, research efforts to adapt LBM to reac-
tive flows remained more limited than those aiming at
simulating multiphase flow26 or compressible flows21,27.
The authors attribute this to the widespread idea that
LBM cannot lead to significant gain for reactive flows,
because (i) multiple distributions are a priori required to
solve multi-component flows and (ii) the cost of trans-
port and kinetics in any reactive flow solver represents
a significant share of the global cost. Nonetheless, re-
cent studies9 indicate that most CPU cost associated to
classical methods is lost in communication and memory
transfer between processors, indicating that the answer
may be more complex.

This letter’s objective is to present a validation of the
approach on a well-documented DNS benchmark for re-
active flows28, and provide answers on this question: Is
the method worth the effort for combustion ?

The numerical simulations are carried out with the
ProLB software using a pressure-based compressible

a)Electronic mail: pierre.boivin@univ-amu.fr

Lattice Boltzmann (LB) model22 coupled with a Fi-
nite Differences (FD) solver23–25. Its inherent massively-
parallel solver includes an octree mesher which efficiently
handles both complex geometries29 and multi-resolution
refinement layers30.

Details on the algorithm may be found in our pre-
vious studies22–25 and are not repeated here. Besides
the change of paradigm, from classical Navier-Stokes to
Lattice-Boltzmann, the method is equivalent22,31 to solv-
ing the following macroscopic equations
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where ρ is the volume mass, uα is the local velocity vec-
tor and p is the pressure, obeying the multi-component
perfect gas law. Tαβ is the stress tensor,
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The FD solver coupled with the above is responsible for
solving species and energy conservation. For each species
k,

ρ
∂Yk

∂t
+ ρuα

∂Yk

∂xα

=
∂

∂xα

(−ρYkVk,α) + ω̇k , (4)

where Yk is the mass fraction of species k, ω̇k is its
net chemical production rate , and Vk,α the diffusion
velocity32. To match the approach followed by the Low-
Mach codes participating in the study28, the energy con-
servation is solved in its enthalpy form32

h =

N
∑

k=1

hkYk , hk =

∫ T
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f,k, (5)

where T and h are linked through NASA polynomials
leading to the following enthalpy equation
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FIG. 1. Results of the non-reactive case at 0.5ms. Profiles obtained on the middle axis identified in the bottom right of each
plot: ux (ms−1), uy (ms−1), YH

2
, YO

2
and Temperature (K). The last plot corresponds to the maximum temperature (K) in

the domain over time. Yales (solid line), NEK (dashed-dotted line), ProLB (red dashed line).

where the heat flux qα reads

qα = −λ
∂T

∂xα

+ ρ

N
∑

k=1

hkYkVk,α, (7)

with λ the thermal conductivity. Diffusion velocities
are defined as in23, using constant Schmidt number for
each species, and a correction velocity to ensure mass
conservation32. As reported in our previous studies22,23,
the method is second order accurate in both space and
time, as classical LBM solvers2. The order of accuracy
of the method is nonetheless subject to caution, as
LBM and classical solvers are known to exhibit different
dissipation properties33.

To validate our approach, let us follow the benchmark
proposed recently by Abdelsamie et al.28. The bench-
mark consists of four test cases:

• Step 1: 2D cold flow, single component,

• Step 2: 3D cold flow, single component,

• Step 3: 3D non-reacting multi-species flow,

• Step 4: 3D reacting mixture.

Results obtained for single-component steps 1 & 2 are
provided in Supplementary material, and the remainder
of this letter focuses on multi-species tests 3 & 4. Steps
3 & 4 are Taylor Green Vortex configurations with the
following characteristics:

• 9 components are considered, corresponding to
the species of a detailed hydrogen-air combustion
mechanism34,35.

• Transport properties correspond to constant Lewis
numbers (but distinct for each species).

• In Step 4 (hereafter referred as hot case), a 12 step
skeletal hydrogen-air mechanism35,36 is considered.
Step 3 (cold case) is identical to step 4, with the
source term turned off (e.g. ω̇k = 0)

For a full description of the test cases, the reader is re-
ported to28.

Simulations were carried out using Aix-Marseille Uni-
versity mesocentre’s facilities, consisting of 32 cpu per
Dell PowerEdge C6420 node, powered by Intel Xeon Gold
6142 (Sky Lake) processors 2.6GHz. In the following, we
compare the results obtained with ProLB on a 2563 grid,
with the results reported by Abdelsamie et al.28 with two
low-Mach codes on the same grid:

Yales 2: a massively parallel multi-physics platform de-
veloped at CORIA (see Yales2’s webpage), fourth



3

order in space and time.

NEK5000: an open-source spectral reactive flow solver
(see NEK5000’s webpage) for which a reactive flow
plugin was developed at ETH Zurich.

Note that results from a third code – DINO – are also
reported in the study28. They were not included in the
Figures here for the sake of readability, but are in excel-
lent agreement with the two other codes28.

Our simulations were performed with a constant time-
step of ∆t = 1.5625× 10−8 s, corresponding to a maxi-
mum acoustic CFL number 0.6 defined as

CFL =
max(|u|+ |c|)∆t

∆x
. (8)

Comparisons for the non-reacting multi-species flow
(Step 3) are provided in Fig. 1, for ux, uy, YH2

, YO2

and temperature center line profiles. The last plot of
Fig. 1 shows the maximum temperature evolution on
the center line. Results are seen to be fully in line with
the results reported by Abdelsamie et al.28, showing that
ProLB reproduces accurately the mixing in a complex
multi-species non-isothermal flow.

Next, the 12 step skeletal hydrogen-air chemistry37 is
activated, to let the mixture ignite in the midst of the
Talor-Green Vortex. Figure 2 presents profiles of:

• Velocity (ux, uy),

• Hydrogen mass fraction YH2
,

• Heat release, indicating the flame structure,

• temperature,

on the axes retained by the authors of the benchmark28.
Also reported is the domain maximum temperature evo-
lution over time. Velocity profiles show excellent agree-
ment. A similar agreement is obtained for temperature
profile and history. Minor discrepancies are observed on
mass fraction and heat release plots, but are seen to be
within the code to code deviation for this resolution level.

Figure 3 reproduces the top right temperature plot
from Fig. 2, as obtained for 3 different resolutions: 1283,
2563, 3843. The maximum temperatures obtained for
these resolutions are respectively 1770K, 1757K, 1756K
(1758K in the reference study28), corresponding to rela-
tive errors of 7.1× 10−3, −6.2× 10−4 and −1.2× 10−3,
respectively. Errors of the same order are reported in
the reference study.

Computing costs are indicated in Tab. I, reporting:

• Np, the number of grid points,

• Ncores, the number of cores used,

• Niter, the number of iterations to reach Tsim,

• Tsim, the total simulated physical time,

• ∆t, the simulation time-step,

• TCPU, the total number of cpu hours,

• RCT = TCPU

Niter×Np
, the reduced computational

time28,

• RTTS = TCPU

Tsim×Np
, the reduced time to solution28.

By comparison, the reduced computational time
(RCT) is reduced by an order of magnitude compared
to the fastest low-Mach code for both cold and hot cases.
This result was expected, as the present method is fully
explicit, and thus requires a much smaller time-step. Be-
cause of that small time-step, the LB approach does not
come close to low-Mach solvers reduced time to solution
(RTTS), for the cold flow.

That gap is filled, nonetheless, when considering hot
flow. Because of their implicit treatment of kinetic
and diffusion terms, Yales2 and NEK5000 require a
drastic increase in RCT (resp. by a factor 4.5 and 6.5),
whereas DINO and ProLB are relatively unaffected by
the inclusion of source terms. Overall, ProLB ends up
producing results 37% faster than the most efficient
low-Mach code of the benchmark.

A major advantage of the present approach is that it
is fully compressible. Via introduction of an adequate
numerical scheme for the energy equation27, it is possi-
ble to replace the enthalpy equation (6) by the total en-
ergy equation at no additional cost. In other words, the
computational cost reported here should be compared
with compressible codes, for which no published results
are available up to date. Such approaches typically cost
five times more than their low-Mach counterparts. Note,
nonetheless, that results considering a total energy equa-
tion may slightly differ, and should be compared with
compressible codes.

A second advantage is that, in LBM, the sound speed
may easily be modified in low-Mach configurations,
by artificially reducing the sound speed by a given
factor. This can be done straightforwardly for the
cold case, as long as the Fourier stability condition
remains satisfied, while further scaling would require an
implicit treatment of diffusion terms. For the hot case,
a similar treatment can be applied, even though the
short chemical time-scales would quickly require implicit
treatment, significantly increasing the RCT.

We showed that our hybrid Lattice-Boltzmann
method22–25,27,38 is competitive for the simulation of
multi-species reacting flows. Following the benchmark
by Abdelsamie et al.28, we showed that LBM can
provide compressible results for less than the cost of
classical low-Mach solvers. In conclusion, our hybrid
LBM approach22–25,27,38 is a promising and competitive
method for combustion applications.
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FIG. 2. Results of the reactive case at 0.5ms. Profiles obtained on the middle axis identified in the bottom right of each plot:
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Solver Np Ncores Niter Tsim ∆t TCPU RCT RTTS
YALES2 2563 384 1484 2.5 1.685 923 133 79
DINO 2563 1024 13417 2.5 0.186 2414 39 210
Nek5000 2533 576 3627 2.5 0.689 486 31 45
ProLB 2563 256 160000 2.5 0.0156 2181 3 187

YALES2 2563 768 1484 2.5 1.685 4109 594 354
DINO 2563 1024 43628 2.5 0.057 5594 38 660
Nek5000 2533 576 3527 2.5 0.709 4297 201 382a

ProLB 2563 256 160000 2.5 0.0156 2639 3.5 226

a The publication28 reports 283, but a quick calculation from the other columns indicates a typo.

TABLE I. The code performance comparison for the cold (top) and hot (bottom) cases. Units are as follows: Tsim(mssim);
∆t(µssim/iter); TCPU (hours); RCT (µsCPU/iter.point) ; RTTS (µsCPU/µssimiter.point).

Supplementary material is available, presenting the
results from Steps 1 & 2 of the benchmark28.
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