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Abstract: Although solar cells operate under illumination, most electrical characterization methods are carried out in darkness, which implies 

some bias. In this work, we study the influence of light on the contact resistivity of the electron and hole contacts of a silicon heterojunction 

(SHJ) cell using the transfer length method (TLM) method in order to determine them in conditions representative of an operating solar cell at 

maximum power point. A specific fabrication process has been developed to preserve the passivation level. Therefore, we first focus on the 

patterning approach used for processing, and show that we can fabricate TLM samples with good passivation properties. Using simulations, we 

also discuss on the influence of inhomogeneities in the excess minority carrier spatial concentration on the TLM analysis. These 

inhomogeneities, due to shading, local damages in the passivation or to carrier drift under bias voltage make the measurement complicated to 

carry out without significant error. Our results suggest that the measurement is more precise in darkness and at very high injection levels, under 

rear illumination and a low voltage bias.  

Keywords: heterojunction, passivated contacts, contact resistivity, TLM, operating conditions

1. Introduction 
Silicon heterojunction (SHJ) solar cells have demonstrated potential to reach very high efficiency in recent years, notably holding the record for 

conversion efficiency on silicon device in IBC configuration [1], and efficiencies above 25% on full M2 wafer area both side contacted device [2–4].  

However, there is still room for improvement, for instance by reducing parasitic absorption [5] or by improving the electric properties of the 

materials and interfaces. Notably, interface engineering could be an important lever to decrease resistive losses, as the electron and hole contacts 

have been identified as the main source of series resistance (��) [6–9]. Nonetheless, one important aspect neglected in most previous published 

approaches on series resistance evaluation is that solar cells operate under illumination; therefore, a characterization under dark conditions neglects 

the impact of the photogenerated carriers, which is susceptible to be significant on the electron and hole contact resistivity, ������ and ���ℎ��, 

respectively. 

Indeed, the electron and hole quasi-fermi levels as well as the local band bending close to the interfaces vary with illumination through the excess 

carrier density. Thus, this may impact some of the transport mechanisms involved at those interfaces, such as diffusion inside the a-Si:H layers, 

tunneling through spikes in the valence or conduction bands, etc. Therefore, the contact resistivity should rather be extracted under an excess 

minority carrier density that is representative of the operating conditions of a cell in Standard Test Conditions (STC) at Maximum Power Point (MPP). 

Consequently, we need to develop a methodology to study the impact of illumination on ������ and ���ℎ�� values while guaranteeing maximum 

integrity with the real device properties (design, materials, thermal budget, passivation).  

In this paper we first detail the prerequisites for precise contact characterization using the Transfer Length Method (TLM). Secondly, we present such 

a sample fabrication procedure that has been developed as to be the most representative of a real SHJ device, especially by preserving its 

passivation properties. Finally, we investigate the influence of illumination on the electron and hole contact resistivities using both experimental and 

simulation approaches.  

2. TLM analysis for measurement of �
���� and �
���� 
To determine electron and hole contact resistivities of a SHJ cell, we use a methodology very close to that proposed by Lachenal et al. [6]. They 

proposed to apply the TLM [10] on some original structures where the ITO layer is etched between the electrodes, in order to avoid any lateral 

transport in ITO and so to force the current going through the whole contact stack, from the metal contacts to the c-Si. To study the electron contact 

n-type c-Si is used, and to measure the hole contact p-type wafers are necessary to avoid non-ohmic behavior. Note that the metal/ITO contact 

resistivity is comprised in the measurement of ������ and ���ℎ��. However, it was evaluated to be negligible (<1mΩ. ��²) compared to the full stack, 

using dedicated TLM samples forcing current in the ITO and preventing current flow in bulk c-Si with an a-Si:H(p) layer at the front side (see e.g. 

[11]). Both contact resistivities are important for device operation and modeling [12], but on this work, we focus only on the electron and hole 

contacts. 

In order to observe the effect of photogenerated carriers we need the samples to be passivated. Our samples only differ from those in [6] by the rear 

side, that is here passivated and by the silver electrodes, that are screen-printed instead of sputtered in [6] for a better similarity to a real SHJ cell 

process (see Figure 1).  
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Figure 1: (a) n and (b) p-type stack TLM samples for extraction of the electron and hole contact parameters, respectively (texturing is not illustrated) 

2.1 TLM analysis 

The TLM allows determining the sheet resistance of a layer (���), and the contact resistance (��) between this layer and a metallic electrode. It relies 

on the measurement of the I-V characteristic in between electrodes of length � and width �, with various spacing (�) (see Figure 2).  

 

Figure 2 : Schematic of a typical structure for TLM analysis 

For ohmic contacts, the resistance ���� reads: 

������� � 2�� � ���� ∗ � Eq. 1 

Therefore, using the TLM curve, ���� �  ���, �� is easily extracted from the y-axis intercept and ��� from the slope (��� � !"#$� ∗ �). To determine 

the contact resistivity (��), metric independent of the electrode geometry, the TLM model invokes the concept of transfer length (�%), distance over 

which the majority of the current crosses the contact, and reads: 

�� � ��� ∗ �%� ∗ coth * �
�%

+ Eq. 2 

�% is then determined by solving Eq. 2, and �� reads: 

�� � ����%, Eq. 3 

The TLM formulas presented before are only valid by approximating that the samples are perfectly homogeneous across their width, so that the 3D 

structure in Figure 2 can be simplified to a 2D one. A top view of a TLM sample is represented in Figure 3.  

The distance separating the edges of a TLM electrode and that of the sample, -, should be kept minimal. If this is not the case, 3D current flow (i.e 

non-straight current lines) takes place at electrode extremities, when a voltage is applied (see Figure 3). Using long electrodes so that . → � also 

minimizes this parasitic effect on the data extraction [13]. 

 

Figure 3 : Top view of a TLM structure. Current lines are represented in red  

A simple way to get rid of these “edge currents”, whatever . is, is to cut the sample up to the electrode edge, to simply get � � .. As an example, 

we present on Figure 4 results obtained from two n-stack TLM samples (see Figure 1(a)) with different electrode width (10 and 20mm) before and 

after cutting the edges (- � 3-6���. Contact probes are positioned approximately at the center of the electrode. ��� value is compared with that 

determined using the 4 point-probe technique (4PP) on sample surface. 



 

Figure 4: Sheet resistance (a) and contact resistivity of the electron contact (b) determined for 10mm and 20mm wide TLM electrodes before and 

after outer edges cut (electrode length is 2mm) 

Before cutting the edges, we observe that TLM leads to ��� values below that determined with the 4PP technique. After cutting the edges, the ��� 

values from TLM analysis are within the uncertainty range of the 4PP determination. Oppositely, �� decreases after edge cutting. Therefore, the - 

space leads to errors in the parameter determination from TLM measurement, with an underestimated ��� and an overestimated ��. In the following 

we systematically cut the edges along the outer edge of the electrodes.  

Another factor which is susceptible to have an important impact on the TLM results is the conductivity of the electrodes. The TLM model assumes 

equipotential electrodes all along .. This is rarely encountered in the practical case since measurement probes are usually not covering all electrode 

width and electrodes are not perfectly conductive. Therefore, a voltage drop occurs along the electrode width, which would also lead to a 3D current 

flow. Often in the literature, metallic TLM electrodes are deposited using PVD or evaporation, e.g. [6,9,14]. These electrodes are then very thin, a few 

hundred nanometers maximum, and therefore are poorly conducting - even though the metal conductivities are very high -, leading to such 

potential drops along the electrode width and bias in the TLM results. In former experiments using evaporated electrodes, non-reproducibility in I-V 

characteristics were observed. Slight modifications in the probe position on the electrode would modify the I-V curve, and this would result in very 

noisy TLM curves. This effect becomes much smaller with screen-printed electrodes. Another occurrence of this potential drop issue occurs when too 

narrow electrodes are used, for example when using finished cut strips of cells [15]. To make sure that this effect stays minimal, the electrodes should 

be as conductive as possible. In this work, all electrodes are screen-printed (i.e. conductivities of the order of 5μΩ. �� and thicknesses of the order of 

10µm), moreover using the same fabrication process than the real cell. 

We fabricated TLM samples (p-type stack) using substrates of 1.16Ω. �� resistivity and of 155µm thickness, with varying electrode width and length. 

The sheet resistance value, ���, is extracted with a good reproducibility whatever the electrode geometry is (Figure 5 (a)). A variation may appear for 

too large widths as most samples exhibit a decrease of ��� for � � 30��, but it is not very significant. This indicates that our choice for screen-

printed electrodes is appropriate, as they are sufficiently conductive for voltage drops to be negligible.  

 

Figure 5: (a) ��� and (b) �� extracted using TLM as a function of electrode geometry. �� is extracted using either the general formula (Eq. 2) or long 

(Eq. 4) or short (Eq. 5) contact approximations. (4 different lengths, 0.25, 0.5, 1 and 2 mm, and 6 different widths from 5 to 30 mm by 5 mm step). 
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Additionally, a useful simplification of the TLM model relies on the ‘long contact approximation’. If the transfer length is very small compared to �, 

then Eq. 2 becomes: 

�� � ��� ∗ �%� � ���%� Eq. 4 

Oppositely, the ‘short contact approximation’ reads: 

�� � ��� ∗ �%²
�� � ���� Eq. 5 

Both these expressions are easier to solve than Eq. 2, which requires iterative calculation, and apply in boundary cases. However, the long contact 

expression is frequently assumed without verifying if it applies (e.g. [6]). Using the previous sample set, we extract the contact resistivity of the hole 

contact according to the full formula or the long or short contact approximations (Figure 5 (b)).  

With the general formula, we observe no significant effect of the electrode geometry, and � has little importance. However, we observe that with 

both approximation formulas, depending on � the value of ���ℎ�� determined can be 3 times higher than the value obtained from the general 

formula. In this work, we exclusively use the general formula. �% is determined in between 0.5 and 0.7 mm for all samples, which is near the tipping 

point where the “long contact” and “short contact” approximations become more accurate than the other. 

The TLM model also assumes that the sample is very thin, so that the hypothesis that current is homogeneous in the layer can be considered. When 

studying thin films, this assumption is not a problem, but some issues arise when studying a thick c-Si base. Typically the thickness of the sample 

must be small compared to the electrode length (�) and to the inter-electrode spacing (�) [16] in order to minimize the effect of the current density 

inhomogeneity. In the following we use samples with thickness 6 � 160μ�, electrode length of � � 500μ�, and restricted the inter-electrode 

distances to � > 300μ�. We made sure that we are unaffected by the dimensions of our samples with simulation (see Supplementary Material).  

Also, Eidelloth and Brendel proposed an extended TLM model, to correct for 2D effects when using thick substrates ([16]). We implemented it and 

found that for all the experimental values presented in this work it led to a relative difference in �� below 0.6% as compared to standard TLM, so we 

did not consider it in the following.  

3. Fabrication processes and passivation control 
In the following, we detail the TLM sample fabrication procedure that has been used for the sample structure to be as identical as possible to that of 

real cell focusing particularly on ITO delimitation process including passivation quality check. 

3.1 Fabrication process flow 

In order to fabricate samples such as presented in Figure 1, we first fabricated solar cell precursors (see [17]), and then we patterned the ITO and 

deposited the electrodes.  

The patterning of the ITO is realized using a hot-melt resist masking approach and subsequent wet etching of the ITO and removal of the hot-melt 

patterns. The organic hot-melt is deposited in order to design the TLM electrodes using an inkjet printer from Ceraprint, and hot-melt waxes 

provided by SunChemical. Temperature is kept below 150°C so we expect no damages to the a-Si:H layers due to thermal degradation. ITO is etched 

using a highly concentrated HCl solution [18] and the hot-melt is subsequently removed. Then, we align the screen-print mesh to deposit silver 

electrodes on top of the ITO patterns, and the samples are cured at approximately 200°C for up to 30 minutes, similarly to the standard SHJ cell 

fabrication procedure. Finally, samples are cut along the outer edges.  

With this fabrication procedure, we expect to have test vehicle well representative of a typical SHJ device (layers, passivation properties, interfaces, 

thermal budget, etc.), In the next parts, we study the relevance of this process flow focusing on ITO removal and passivation properties. 

3.2 Selective ITO etching 

To qualify the ITO removal process, we prepared polished M2 (156.75mm x 156.75mm) Cz n-type c-Si wafers by wet polishing, and deposited the a-

Si:H/ITO stacks at both surfaces (see Figure 1 (a)). The samples were then immersed in concentrated HCl up to 360s, some wafers being picked every 

60s from the solution rinsed in deionized water and dried. We monitored the ITO etching status using spectroscopic ellipsometry technique for the 

various durations, as presented on Figure 6. A sample without ITO deposition served as a reference. We observed that as the etch time in HCl 

increases, the imaginary part of the dielectric constant (:;) signal changes drastically, especially after 180s where the characteristic peak of the ITO 

around 3.5-4 eV disappears completely. After 360s, :; matches with the one obtained for the reference sample, indicating a complete removal of the 

ITO without affecting a-Si:H layers thicknesses. 

  



 

 

Figure 6: Imaginary part of the dielectric constant measured with ellipsometry for samples that were immersed in HCl for times between 0 and 360s. 

The arrow is a guide to the eye. A reference sample with a-Si:H on c-Si (no ITO) is also presented for comparison. 

3.3 Selective hot-melt removal 

For the hot-melt removal, a KOH solution was indicated by the hot-melt provider. Indeed, we found the hot-melt can be removed efficiently, but 

KOH solution being known to etch a-Si:H layers [19], the passivation was degraded to a very low level (see Figure 7 (a)) even using a 1wt% KOH 

solution during 1 minute. The a-Si:H(p) layer was however found to resist KOH with no degradation (not shown). Nevertheless, we developed a KOH-

free approach that demonstrated a fast hot-melt removal that much less harms the passivation level (Figure 7 (b)). After hot-melt removal, we did 

observe a slight lifetime degradation, but for all samples we got <=>� ?  730�= and <AA ? 84.5%, even after an overly long hot-melt stripping (5 

times the necessary duration), which gives a convenient process safety margin.  

 
Figure 7: Effective lifetime as a function of minority carrier density measured on cell precursors (two to three samples for each condition) before and 

after hot-melt removal step: (a) 1 min in the KOH-based solution and (b) 5 min in the KOH-free solution  

Finally, samples are metallized and cut along the edges of the electrodes. These steps can also cause some damages to the passivation. At this stage, 

passivation level could not be properly assessed on metallized samples but a good passivation uniformity was confirmed using uncalibrated 

photoluminescence (PL) imaging mode from a LIS-R2 tool from BT Imaging (Figure 8). 

 

Figure 8: PL image of samples (a) from metallization side, and (b) from non-metallized side (the image was reversed to correspond to (a)) 

3.4 On the use of patterning methods  

The use of patterning instead of simpler methods could be questioned: in the literature, some groups fabricated similar samples using shadow mask 

approaches (e.g. [14]). In this case the ITO is sputtered through a hard mask to form the patterns. This is much easier to implement as the patterning 

approach involves some masking and etching steps.  

We confronted the two approaches for the fabrication of our TLM samples, and compared the edges of the samples. The patterning technique is 

described above and for the masking approach, we used a metallic mask patched on top of a sample for the ITO PVD deposition step. First, under 

visual inspection (Figure 9 (a)), we observe that the edges of the sample using the masking technique have a blur brownish zone across the edges, 

which is not observed on the sample fabricated using the patterning method. This suggests that some deposition takes place under the edge of the 

mask. This is confirmed with SEM imaging (Figure 9 (b)): the thickness of the ITO layer in a direction perpendicular to its edge was measured on both 

patterned and masked samples. Very sharp delimitation between patterned and un-patterned zones of approximately 10µm is obtained with the 

patterning approach, while it extends over one millimeter for the masking approach (Figure 9 (c)). This confirms the a-Si:H/ITO/Ag interface to be 

better delimitated when using the patterning approach. 
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Figure 9: (a) Pictures of ITO surface areas obtained with the patterning (top) and masking (bottom) techniques. Both widths are approximately 2cm. 

(b) SEM image at the vicinity of the edge of the ITO pattern (with the patterning method) (c) profiles of ITO thickness perpendicular to the pattern 

edge with both methods  

4. TLM measurements under illumination 

4.1 Validation of the measurement in the dark 

We demonstrated that the developed patterning process of ITO upholds the initial very good passivation level of the samples and allows achieving 

structures as shown in Figure 1. First, n and p-stack TLM samples are fabricated using approximately 160µm thick wafers of respective resistivity 

value, �F�%GHI � 2.27 Ω. �� and �H�%GHI � 1.12 Ω. ��. The effective lifetime for the samples was monitored at the end of the ITO deposition process 

and before the patterning steps. It was measured as JIKK�∆M � 10NO���P�=2.3ms for the n-type samples, and 84µs for the p-type sample (attributed 

to the low JQRST of the production grade p-type wafers used). We start by proof-testing our approach for sample fabrication with measurements in 

the dark (Figure 10). 

 

Figure 10: Measured values of (a) sheet resistance and (b) contact resistivity for n and p-stack TLM samples. The expected ��� from thickness and 

resistivity data of the samples are also displayed in (a) 

The measured sheet resistance allows calculating the resistivity of each sample from the relation � � ��� ∗ 6: we found �F�%GHI � 2.25 Ω. �� and 

�H�%GHI � 1.21 Ω. ��, which is in close agreement with the expected values. The average values of measured contact resistivity are also in good 

agreement with that reported by other authors, ������ � 133.8 �Ω. ��² (140 �Ω. ��, in [6]) and ���ℎ�� � 291.1 �Ω. ��² �240 �Ω. ��, in [6]), with a 

hole contact resistivity higher than its electron counterpart. Theoretical variation of the resistivity under illumination 

To further confirm the validity of our TLM measurement procedure under illumination, we propose to monitor variations of the bulk resistivity 

obtained from the ��� extraction for different steady-state illumination intensities, and to compare it with values obtained from modelling.  

The bulk resistivity is highly dependent on the minority carrier density under illumination. It can be expressed in the case of no trapping (∆M � ∆$), 

as: 

1
� ~W ∗ XYF ∗ �Z[ � ∆$� �  YH∆$\ Eq. 6 

Where YF and YH are the electron and hole mobilities in the c-Si wafer. In this work they are calculated according to [20,21]. 

To infer the effect of steady-state illumination, one has to consider both generation and recombination rates. The average generation rate (]^_) and 

average excess minority carrier density (∆$^_) are linked through: 

JIKK � ∆$^_]^_
 Eq. 7 
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]^_ � ` ∗  ̂ Qa ∗ ZH�NaRF
6  Eq. 8 

Where ` is the illumination level,  ̂ Qa is the fraction of absorbed incidents photons, ZH�NaRF is the photon flux under 1 Sun illumination, and 6 is the 

wafer thickness.  

JIKK can be expressed as: 

1
JIKK�∆$� � 1

J�,KbcF%�∆$� � 1
J�,bI^b�∆$� � 1

J�de�∆$� � 1
J;F%�∆$� Eq. 9 

Where J;F% is the intrinsic lifetime, J�de is the SRH-limited lifetime, and  J�,KbcF% and J�,bI^b are the front and rear surface recombination-limited 

lifetimes. In our approach, we consider SRH recombination using [22], intrinsic recombination according to Richter’s model for p-type samples [23], 

and Veith-Wolf reassessment for n-type samples [24]. Surface recombination is calculated using the approach from Garin et al. [25].  

From Eq. 6, Eq. 7, Eq. 8 and Eq. 9 we can determine � �  �`�. We consider that shading from the metallic electrodes affects the cell homogeneously 

so that  ̂ Qa is reduced by a factor �1-!ℎ�, where !ℎ is the fraction of the sample area covered by the electrodes.  

4.2 Validation of the approach under illumination 

TLM measurements were conducted for both n and p-stack samples as a function of the illumination intensity (top illumination). I-V curves are 

displayed in Figure 11 for the n-stack TLM sample.  

  

Figure 11: I-V curves for an n-stack sample for each spacing at ambient temperature; (left) under dark conditions and (right) under 1 Sun 

illumination. Experimental data is plotted as transparent colored lines and linear fits are plotted as black dashed lines.   

The measured I-V curves stay quite linear under illumination, even though we observe a slight rectifying behavior (the p-stack sample is not shown 

but features better linearity). To ensure a good linearity, we restrict the TLM analysis to the -0.1V to 0.1V range for all samples in this work. This is 

also motivated by the drift of carriers that is negligible only at small bias [26], which we will discuss in the following.  

The TLM plots are also no longer purely linear under illumination, and R² diminishes with increasing light intensity. However, we get R²>0.995 for all 

the illumination intensities tested so we consider the precision satisfying. Finally, we apply the TLM analysis (Figure 12). 

 

Figure 12: (a) c-Si resistivity and (b) electron/hole contact resistivities as a function of illumination intensity. Dots are experimental data and lines are 

simulation results. The simulation condition with very low JIKK considers JIKK�∆$ � 10NO���P� � 7.4μ! 

For the p-stack sample, no significant effect of light is pointed out. However, for the n-stack sample the determined resistivity decreases when 

illumination intensity increases, and the determined �� value increases from 114 �Ω. �� in the dark to 160 �Ω. �� under 1 Sun illumination. This 

demonstrates that indeed the excess minority carrier density has an impact on the characterization of ��. This also emphasizes that high lifetime 

values are needed to observe an effect of light on ��, through the excess minority carrier density.  

We applied the resistivity modelling approach with different sets of parameters (lines in Figure 12) and compared it to experimental data. First, for 

the n-type sample, we considered two extreme cases without shadowing. We found that if the effective lifetime equals the intrinsic lifetime (dashed 
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curve on Figure 12(a)), then a very drastic drop of c-Si resistivity is expected even at low illumination levels. Oppositely, for low JIKK value (dotted 

curve on Figure 12(a)) we expect a low variation of the resistivity at illumination up to 1 Sun. We parameterized our effective lifetime model from 

PCD measurements after the patterning steps, and considered a high shadowing value of !ℎ � 72% to fit our data (higher than the geometrical 

shadowing of the samples ~25%). We reach a good agreement with both n and p-type data (see solid lines in Figure 12 (a)). The absence of clear 

effect of illumination on the p-type sample resistivity (and possibly contact resistance) is thus attributed to the small increase of the excess carrier 

density (with respect to initial doping concentration) with increasing illumination intensity. Damages in the passivation from cutting and handling 

introduces some error in the lifetime parameterization, but the fact that our modelling can fit data gives credence to the corresponding 

measurements of contact resistivity. 

Note that the samples were measured in conditions representative of open-circuit, as the junction is not polarized. Therefore, the excess minority 

carrier under 1 Sun illumination is higher than it would be in a cell operating in STC conditions at MPP. Hypothesizing a realistic value of ∆$�ff �
1�15 ���P, this corresponds to an illumination intensity of about 0.25 Suns, and to a contact resistivity of 157 �Ω. ��². 
 

4.3 TCAD simulation of TLM samples  

We perform TCAD measurements using Silvaco Atlas in order to simulate n-stack TLM samples (Figure 13).  

 

Figure 13: Simulated TLM test structure 

The interelectrode spacing � is in the range 300-850 µm, and � � 500μ� to correspond to our experimental samples. An I-V sweep is then 

performed for each spacing and �� and � are extracted following the TLM analysis described above. Assumptions in the TLM analytical theory can 

lead to artifacts in the determination of �� (see e.g. [27]), which are thus present in both experimental and in the 2D TLM modeling results, allowing 

for 1:1 comparison. 

The main parameters are displayed in Table 1.  

Table 1: Main parameters used for the TLM modelling with TCAD software 

Quantity c-Si a-Si:H(n) a-Si:H(i) ITO 

Band gap (eV) 1.12 1.75 1.65 3.65 
Relative 

permittivity 
11.9 11.9 11.9 20 

Electron affinity 

(eV) 
4.05 3.9 3.9 4.45 

Thickness 160µm 3.5 nm 3.5 nm 70 nm 
Doping / 

Activation energy 

1.72 ∗ 10NO���P 0.2eV 0.55eV 
1.25 ∗ 10,g ���P 

 

The left, right and bottom edges are left bare so that there is no recombination at these points. The metal/ITO contact is considered perfectly ohmic 

with zero contact resistance. We calibrated the lifetime of the sample introducing a single mid-gap defect in the c-Si with JHg � 10 JFg � 5.785 ∗
10�P!. To model surface defects at the c-Si/a-Si:H interface, a highly defective 1nm thick c-Si layer was introduced, equivalent to a h;% of 10i���, 

[28]. a-Si:H layers are modelled considering tail states and defect states using the Defect-Pool model, with realistic model parameters values [29], 

and the doping of the layers were adapted to fit experimental values of activation energies [30]. Optical parameters for the a-Si:H and ITO layers are 

based on characterization of the optical refractive index of experimental layers. Reduced reflections are considered at the front surface due to the 

textured surface. 

Silvaco Atlas features many different carrier transport models that can be enabled. In our simulation, we use Yang’s model for thermionic emission 

over heterojunctions at the a-Si:H/ITO and c-Si/a-Si:H interfaces [31]. All other transport mechanisms are the automatically implemented models. 

The electron affinity of the ITO was set to 4.45eV in order to fit experimental values of ������ in the dark for the sample presented in Figure 15.  



4.4 Influence of front or rear illumination 

We have discussed that the contact resistivity is related to the excess minority carrier density. However, with an inhomogeneous excess carrier 

density across the sample, the TLM model is not valid anymore, as it assumes a layer and a contact of homogeneous properties. These 

inhomogeneities can be caused by different effects, such as electrode shading, or local passivation inhomogeneities. A more thorough approach for 

TLM measurements could be to measure samples under rear side illumination. This removes shading due to the electrodes and should lead to a 

more homogeneous photogeneration rate (]H�) over the sample.  

]H� varies across the thickness of the sample, due to the Beer-Lambert law. Additionally, it changes with reflection/transmission properties of the 

sample leading to spatial inhomogeneity across the sample width. In the case of steady-state illumination with an inhomogeneous ]H� value across 

an n-type sample, the continuity equation reads for an n-type material [32]: 

∆$�j, k�
JIKK�j, k� � ]H��j, k� � hH lm,∆$nmj, � m,∆$Gmk, o Eq. 10 

Where hH is the diffusion coefficient of holes. 

Therefore, with an inhomogeneous ]H� value we expect variations of ∆$ across the sample, which can be attenuated by the hole diffusion over 

sufficiently short distances.  

We simulated n-stack TLM samples on Silvaco Atlas, considering either front illumination, rear illumination or front illumination with perfectly 

transparent Ag/ITO contact stacks (i.e. !ℎ � 0). First, we studied the spatial evolution of the photogeneration rate (]H�) and excess minority carrier 

density (∆$) (Figure 14). 

 

Figure 14: Simulated cross-section of TLM samples representing (a)-(c) photogeneration rate (]H�) and (d)-(f) ∆$ at =>� under 1 Sun illumination for 

(a) and (d) front illumination, (b) and (e) rear illumination and (c) and (f) front illumination with perfectly transparent ITO/Ag contact stack. Values in 

black represent the integral of ∆$ or ]H� in the c-Si within the dotted region. 

We found that with 1 Sun front illumination (Figure 14 (a)) there is no photogeneration below the metallic electrodes, which leads to 

inhomogeneities of ∆$ along the j-axis (Figure 14 (d)): it differs below and in between electrodes and at the sample edges. Along the k-axis, 

inhomogeneities are smaller as the sample thickness is sufficiently low such that diffusion practically homogenizes ∆$. At the edges of the samples, 

carriers can only diffuse inwards. Diffusion does not compensate the inhomogeneities in ]H� along the j-axis. 

With rear illumination (Figure 14 (b)), ]H� is more homogeneous along j, but still not completely, notably due to internal reflection below the 

electrodes which leads to locally higher ]H�. As there is no shading nor parasitic absorption in a-Si:H layers, the integrated ]H� over the sample is 

larger, leading to overall larger ∆$. Homogeneities in ∆$ (Figure 14 (e)) are also reduced as compared to front illumination, but do not completely 

disappear.  

Finally, with front illumination, but with perfectly transparent Ag/ITO electrodes (Figure 14 (c)), ]H� is homogeneous all across the length of the 

sample, but we still do not get completely homogeneous ∆$ (Figure 14 (f)), indicating that JIKK is also inhomogeneous. In fact, the recombination 

rate in the c-Si right below a-Si:H layers in contact with ITO is different than below a-Si:H layers in contact with air in our simulation, and we do 



expect similar result for real TLM structures. In the following, we exclude the latter case as it cannot be obtained experimentally, and does not lead to 

completely homogeneous ∆$ anyway.  

We fabricated a new batch of n-type samples, trying to minimize defectivity as much as possible, and compared front and rear illumination 

experimental results, and confronted the results with simulation (Figure 15). Note that for experimental data with rear illumination we used a back-

illumination source and a transparent chuck that cannot enable temperature control, whereas a temperature regulated chuck was used for front 

illumination condition.  

   

Figure 15: experimental (blue) and simulated (orange) values for c-Si resistivity and ������ as a function of front and rear illumination intensity. 

In Figure 15 (a), we observe that simulated c-Si resistivity values are lower at a given illumination with rear illumination than with front illumination. 

The effect is similar experimentally even though trends are not as marked due to measurement error and thermal fluctuation in the rear illumination 

mode.  

In terms of contact resistivity, considering both experimental and TCAD data, we observe larger variations of ������ with illumination intensity under 

front illumination as compared to rear illumination (Figure 15 (b)). This indicates that part of the variation of ������ with illumination in the front 

illumination case is an artifact of the measurement, due to inhomogeneous ∆$ across the sample. With rear illumination, the measurement artifacts 

are weaker, but as we demonstrated that ∆$ is still not completely homogeneous in this case, the observed variation may still be an artifact.  

4.5 Influence of measurement conditions 

To investigate these results more deeply, we conducted some additional simulations in the rear illumination mode. First, we studied the influence of 

illumination intensity on ∆$ inhomogeneity (Figure 16). We found that at low illumination intensity, ∆$ inhomogeneities are more pronounced: at 

0.01 Sun, the relative difference in ∆$ values between and below the electrodes is approximately 23%, while under 1 Sun the difference is only about 

0.2%. This shows that we expect a larger bias in the measurements at low illumination intensities.  

In addition, carrier drift when biasing the electrodes can also lead to an erroneous TLM analysis. We simulated with TCAD the spatial 

inhomogeneities of ∆$ under different biases (Figure 17). We found that as the bias voltage increases, ∆$ inhomogeneities are exacerbated, and this 

results in non-linear I-V curves [26]. At 100mV, the integrated ∆$ value below the left electrode is 83% higher than under the right electrode, while at 

1mV the relative difference is only 1%. When no voltage is applied ∆$ is of course equal below the two electrodes (Figure 14 (e)). Restricting the 

range of voltages used therefore reduces ∆$ inhomogeneities and should reduce non-linearities and lead to less error in the TLM analysis. Using 

only data in the range (-1mV;1mV) slightly changes the ������ determined as compared to the displayed values in Figure 15 (less than 6% relative 

difference for all points of the curve). This indicates that the ∆$ inhomogeneities only have a small impact on the linearity of the I-V curves in this 

voltage range, which was also seen experimentally (Figure 11). 

Finally, inhomogeneous JIKK due to local degradations of the surface passivation may cause additional measurement artifacts due to ∆$ 

inhomogeneities. A rigorous determination would therefore require very good ]H� and JIKK homogeneity all across the sample which is 

experimentally unpractical due to defectivity [33,34] and edge cutting deterioration. 

 

Figure 16: Simulated cross-section of TLM samples representing ∆$ with Z[ � 1.72 ∗ 10NO���P at =>� for 0.01, 0.1 and 1 Sun illumination intensities 

respectively. 

c
-S

i 
re

s
is

ti
v
it
y
 (

.c
m

)

C
(e

- ) 
(m

.c
m

²)

(a) (b)



 

Figure 17: Simulated cross-section of TLM samples representing ∆$ under 1 Sun rear illumination and +1, +10 and +100 mV bias voltages (Voltage is 

applied at the right electrode). 

Similarly than with front illumination, the inhomogeneities stemming from these effects may be the cause of artefactual variations of ������ under 

illumination.

4.6 Influence of wafer doping 

Studying the case of samples with different wafer doping levels, i.e. c-Si resistivity values, is interesting as it allows comparing the effect of fixed 

charges and photogenerated charges. Indeed, lowly doped samples tend to function at higher injection levels (∆$/Z[) than highly doped samples. 

Also, band bending close to the interface is linked to the c-Si doping level, so that we expect a similar effect of illumination and doping on ������. 

We investigate three c-Si doping densities: 6.89 ∗ 10Nq���P, 1.72 ∗ 10NO���P and 1.08 ∗ 10Nr���P, with rear illumination, both by simulation and by 

experimental characterization. We investigate illumination intensities up to 1 Sun experimentally, and up to 10 Suns in the simulations. Except for the 

c-Si doping, all the other parameters for the simulation are kept constant (see Table 1). We can calculate ∆$ at a given illumination using � measured 

at this illumination level and in the dark (�s^bT). From Eq. 6 we get: 

∆$ � 1
W�YF � YH� ∗ * 1

��∆$� t 1
�s^bT

+ Eq. 11 

Figure 18 represents experimental and simulated values of c-Si resistivity and ������, as a function of ∆$ as calculated from Eq. 11. 

 

Figure 18: Experimental and simulated data of c-Si resistivity and ������ as a function of minority carrier density for rear illumination, for different 

wafer doping levels. The values at the y-intercept are the values in the dark. 

First, we observe a very good agreement between simulation and experimental data for the c-Si resistivity values. Dark values are different and 

related to the doping density, and decrease with the increase in ∆$, and even more as the doping level is low. Values for high ∆$ seem to regroup 

whatever the doping level is, indicating that a very high injection level is reached: for an illumination intensity of 10 Suns, M � Z[ � ∆$ is very close 

to 4 ∗ 10Nr���P for each studied doping level, overriding so the initial carrier density. 

As for ������, the agreement between experimental and simulated values is poor, especially for the least doped sample. First, we observe that in 

darkness experiment and simulation give different trends as a function of the doping level: simulation predicts a monotonous decrease with Z[, 

while no obvious trend is experimentally observed. Under illumination, simulation results show firstly an increase of ��  at low ∆$ values and then a 

decrease for higher values, for all doping densities. All �� values tend toward a unique value at high ∆$ whatever the doping level is. However, 

experimentally, we got very different behaviors for all curves:  the highest doped sample exhibited an increase of ��   almost until the end of the 

investigated ∆$ range, the medium doped sample showed a bell-shaped curve, and the least doped sample displayed a completely reverse behavior 

than simulated. The latter result should be taken with caution, as R² values for the TLM curves of the experimental data under illumination as low as 

0.95 are obtained. Some strong defectivity is also confirmed with PL measurements on all samples. Despite great efforts to preserve the passivation 

of the samples, the experimental measurements are still greatly affected by defectivity, and therefore to the previously discussed biases, which are 

responsible for the large observed discrepancies.  

Values representative of ∆$�ff~10NO���P are obtained around 0.1 Sun for the least doped sample and 0.22Suns for the most doped sample. This 

suggests that we expect a relatively low difference on the value of ������ in the dark and at MPP conditions, except possibly for lowly doped 

samples. 
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Interestingly, we showed previously (Figure 16) that at high illumination, the homogeneity in ∆$ is better than at lower illuminations, so that the 

simulation results for ������ are expected to be more accurate at high illumination. This suggests that the non-monotonous behavior observed at 

intermediate illuminations may be an artifact of the TLM analysis under illumination. A particular attention should be paid to sample preparation and 

measurement procedure to ensure very good minority carrier density uniformity.  

For the least doped samples, ∆$ is more homogeneous as the diffusion length is higher than in the other samples, however M � ∆$ � Z[ is less 

homogeneous in the range of studied illuminations, because ∆$ ≫ Z[ so that doping does not even out M across the sample. As suggested in [35], 

Zh and ∆$ could have a similar effect on �v. Even though this is unclear from our data, the fact that the amplitude of the variation of �v �  �∆$� is 

higher for the least doped sample both experimentally and by simulation could be explained this way. 

However, the physics of the contact may be more complex than in our simulation approach, possibly explaining why we did not get the same trend 

in the dark of ������ versus c-Si doping, either experimentally or by simulation, and why we obtained an increase in ������ at low illuminations (if 

this is not due only to bias in the TLM analysis). 

Also, intermediate illuminations, representative of the MPP conditions, are the most biased values and should be taken with caution. But our 

simulations suggest a moderate difference (below 30%) between the values determined in the dark and at ∆$ � 10NO���P. This difference decreases 

as the c-Si resistivity decreases.  

5. Conclusions 
Evaluation and understanding of interface properties in passivated contact devices such as silicon heterojunction solar cells is of high importance for 

further contact engineering. TLM is a possible approach for such evaluation, as it enables contact resistance determination, and may be applied 

under illumination to account for device typical operating conditions. For this purpose, we presented and discussed a methodology for TLM sample 

preparation that is highly representative of a final SHJ cell, with similar design, thermal budget and passivation properties (prior to metallization), 

from which one can extract bulk resistivity and electron or hole contacts. 

Experimental bulk silicon resistivity values were determined for various c-Si bulk parameters (doping, type) and illumination intensities using up-to-

date models. We found a good agreement validating the TLM approach under illumination. The electron contact resistivity values extracted for these 

samples are also affected by illumination intensity. 

TCAD 2D modelling was then used to account for different excitation conditions (frontside or backside illuminations), and compared to experimental 

results. It enabled to highlight a large influence of minority carrier spatial inhomogeneities on contact resistance results versus excess minority carrier 

density, underlining the difficulty of the approach. Results are likely to be more reliable in the dark and at very high injection level, where the 

inhomogeneities are lower than for intermediate injection levels.  

More work is needed on this topic to identify how reliable measurement could be carried out. For instance, introducing intentional defectivity in the 

samples and in the simulations could be a way to assess more precisely their impact on the measurements. Different methods for �� extraction 

under illumination could also be devised in future work to compare with the TLM approach, such as adaptations of the Cox and Strack’s method [36], 

or numerical methods relying on the difference in Fermi level across the contact in 1D TCAD simulation. 

The impact of the excess minority carrier density on the hole contact should also be addressed in more details, notably using high effective lifetime 

samples, in a rear illumination setup. Such an approach could also be pertinent for other types of contacts, such as tunnel oxides and poly-silicon 

contacts, and should be investigated.  
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