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Abstract
Formulaic expressions, such as ‘in this paper we propose’, are used by authors of scholarly papers to perform communicative functions;
the communicative function of the present example is ‘stating the aim of the paper’. Collecting such expressions and pairing them with
their communicative functions would be highly valuable for various tasks, particularly for writing assistance. However, such collection
and paring in a principled and automated manner would require high-quality annotated data, which are not available. In this study, we
address this shortcoming by creating a manually annotated dataset for detecting communicative functions in sentences. Starting from a
seed list of labelled formulaic expressions, we retrieved new sentences from scholarly papers in the ACL Anthology and asked multiple
human evaluators to label communicative functions. To show the usefulness of our dataset, we conducted a series of experiments that
determined to what extent sentence representations acquired by recent models, such as word2vec and BERT, can be employed to detect
communicative functions in sentences.

Keywords: multi-word expression, formulaic expression, communicative function, rhetorical structure, sentence representation

1. Introduction
Formulaic expressions are defined as ‘multi-word expres-
sions that speakers remember and process as wholes, rather
than constructing them “online” with each use’ (Durrant
and Mathews-Aydınlı, 2011). They are frequently used
in scientific papers because they convey specific commu-
nicative functions in the rhetorical structure of papers,
which indicate the author’s purpose or intention (Swales,
1990; Swales, 2004). For example, the formulaic expres-
sion ‘in this paper we propose’ has the communicative
function ‘stating the aim of the paper’. There is, how-
ever, no consensus as to what constitutes the minimal text
span that realises a communicative function. For exam-
ple, to convey the function ‘describing the limitations of
current research’, some may regard ‘beyond the scope’ as
the minimal formulaic expression, while others may con-
sider a larger span such as ‘is beyond the scope of this pa-
per’. Here, we follow past research (Hirohata et al., 2008;
Dayrell et al., 2012; Fiacco et al., 2019) and deal with this
issue by regarding the whole sentence as the minimal unit
of a communicative function.
Formulaic expressions and their communicative functions
have been investigated mainly in academic writing re-
search to help people write papers more rapidly and flu-
ently (Cortes, 2013; Mizumoto et al., 2017; Omidian et
al., 2018). There even exist some computer systems for
academic-writing assistance12 that rely on these commu-
nicative functions to improve the user’s writing skills by
suggesting commonly-used, alternative formulaic expres-
sions. This is especially helpful for users whose native lan-
guage is not English (Chen and Baker, 2010; AlHassan and
Wood, 2015).

1http://langtest.jp/awsum/
2http://pep-rg.jp/abst/

Writing-assistance systems use pre-compiled lists of for-
mulaic expressions labelled with communicative functions
for each discipline. There are two approaches to cre-
ate such lists (Biber et al., 2007): 1) the top-down ap-
proach, in which communicative functions of sentences are
first identified and formulaic expressions are subsequently
extracted from the sentences, and 2) the bottom-up ap-
proach, in which formulaic expressions are first extracted
from a corpus and their communicative functions are sub-
sequently identified. With either approach, problems arise
when computational methods are applied to create the lists.
For the top-down approach, no evaluation dataset is pub-
licly available for classifying sentences into communica-
tive functions. Moreover, evaluation datasets are expen-
sive and time-consuming to build. To alleviate this issue,
only smaller portions of papers, such as the abstract (Wu
et al., 2006; Hirohata et al., 2008; Dayrell et al., 2012)
or introduction (Pendar and Cotos, 2008), were annotated,
and a limited number of disciplines were used (Cortes,
2013; Mizumoto et al., 2017). The bottom-up approach
is not much better, because there is no established evalua-
tion dataset for detecting formulaic expressions. Previous
work, therefore, relied on domain experts to manually as-
sess the quality of extracted formulaic expressions (Brooke
et al., 2015; Iwatsuki and Aizawa, 2018), which, in addi-
tion to being costly, hinders replicability. Overall, the un-
availability of annotated resources for both communicative
functions and formulaic expressions has hindered the devel-
opment of automated methods for detecting communicative
functions.

There are, nonetheless, closely related resources for aca-
demic writing, in which examples of phrases and wordings
are collected and classified into communicative functions.
Academic Phrasebank (Morley, 2014) is one of them. How-
ever, the use of this resource as a ground-truth dataset is not

http://langtest.jp/awsum/
http://pep-rg.jp/abst/
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straightforward, as it was made with the purpose of helping
scholars write and organise scientific papers. Therefore, it
contains mostly incomplete sentences as example expres-
sions (see Figure 1) and lacks the contextual information
needed to detect communicative functions. Another prob-
lem with Academic Phrasebank is that example expressions
were retrieved from papers belonging to a wide variety of
disciplines ranging from humanities to medicine. Since
section structures (Thelwall, 2019), vocabulary, word us-
age and the use of communicative functions differ among
disciplines (Hyland, 2008), it is not reasonable to evaluate
classifiers of communicative functions on that resource if
one hopes to draw meaningful conclusions.
The present study attempts to address the aforementioned
problems by building a new evaluation dataset for the de-
tection of communicative functions of sentences. The pro-
posed dataset contains unaltered, contextualised sentences
collected from a domain-specific corpus, that is, the ACL
Anthology Sentence Corpus (AASC)3. Sentences are an-
notated with communicative functions (and minimal for-
mulaic expressions) by using a set of labels derived from
Academic Phrasebank. We assume that the communica-
tive function of a sentence can be realised at the sentence-
level embedding. Accordingly, evaluating the accuracy of
automatically detected communicative functions reduces to
the evaluation of what is captured in sentence representa-
tions. Therefore, we propose a task of ranking sentence
representations according to a given communicative func-
tion. We present a series of experiments comparing ex-
isting sentence representation models and show that con-
textualised, in-domain models (Beltagy et al., 2019) per-
form best at this task. Our results also show that state-
of-the-art sentence representation models are still far be-
hind human performance. This motivates the need for
further investigation into not only semantic representa-
tions but also functional representations. The dataset is
available on our GitHub repository (https://github.
com/Alab-NII/FECFevalDataset).

Introduction Section
Stating the purpose of the current research
• The specific objective of this study was to …
• An objective of this study was to investigate …
• This thesis will examine the way in which the …
• This study set out to investigate the usefulness of …
…
Describing the research design and the methods used
• Data for this study were collected using …
• Five works will be examined, all of which …
• This investigation takes the form of a case-study of the …
• This study was exploratory and interpretative in nature.
…

Figure 1: Example expressions from Academic Phrasebank
that are classified into communicative functions (written in
bold).

3https://github.com/KMCS-NII/AASC

2. Related Work
2.1. Word or Phrase Suggestion for Academic

Writing Assistance
When writing a research article, authors are often faced
with a situation where they are not able to think of a desir-
able phrase to explain something or they wish to determine
whether their wording is grammatically and conventionally
correct. In such cases, they try to find better phrases or
wordings by consulting books on academic writing or they
search the web for phrases that appear more frequently. Be-
cause this process takes much time and effort, some com-
puter systems have been proposed to automate this process.
In most cases, phrases or wordings were extracted from lin-
guistic resources and recorded in a database in advance,
and a system searches for one of them based on the users’
writing. In order to extract frequently used word n-grams,
Jeong et al. (2014) relied on PubMed structured abstracts
as a resource, in which sentences are labelled with the fol-
lowing functions: introduction, methods, results and dis-
cussion. However, this convention of writing abstracts is
specific to PubMed; thus, this work will not be applica-
ble to other disciplines. Chang and Chang (2015) and Yen
et al. (2015) extracted grammatical phrase patterns from
an English dictionary, rather than word n-grams from cor-
pora. The system4 they proposed is useful to find a cor-
rect usage of specific words. Liu et al. (2016) extracted
frequent word n-grams from Elsevier’s ScienceDirect and
paraphrased them using WordNet synonyms to extend their
database.
Despite the differences in the methods used to create
databases, the method of recommendation of phrases and
wordings is similar among the systems mentioned here.
When a user writes something, all systems show examples
or phrases that follow the user’s input. For example, if a
user writes ‘We propose’, the systems only show phrases
that contain ‘propose’. This is a limitation of keyword-
based search in writing-assistance systems. In order to
help users find phrases with different wordings, the use of
communicative functions as queries, rather than keywords
alone, can be beneficial.

2.2. Formulaic Expressions and Communicative
Functions in Academic Prose

Because the usage of formulaic expressions has been found
to differ across disciplines (Hyland, 2008), researchers have
analysed the types of formulaic expressions used in schol-
arly papers in certain domains, including applied linguis-
tics (Qin, 2014), social sciences (Lu et al., 2018), telecom-
munications (Pan et al., 2016), mathematics (Cunningham,
2017) and medicine (Jalali and Moini, 2014). Moreover, a
few attempts have been made to create a list of formulaic
expressions (Simpson-Vlach and Ellis, 2010; Ackermann
and Chen, 2013).
However, it is necessary to categorise formulaic expres-
sions in order for authors to use them efficiently. Simpson-
Vlach and Ellis (2010) classified formulaic expressions
into functional categories. Others focused on rhetorical

4http://writeahead.nlpweb.org

https://github.com/Alab-NII/FECFevalDataset
https://github.com/Alab-NII/FECFevalDataset
https://github.com/KMCS-NII/AASC
http://writeahead.nlpweb.org
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structure-based communicative functions as a category sys-
tem. Swales (1981) introduced the concept of move as a
rhetorical unit in the introduction section of research arti-
cles. Following his work, several investigations into the us-
age and transition of moves in scholarly papers were con-
ducted, and it was found that patterns of moves are dif-
ferent across disciplines (Ozturk, 2007; Cotos et al., 2015;
Maswana et al., 2015). Halliday and Matthiessen (2014)
conducted broader analyses of functions in different lev-
els of linguistic units ranging from multiple sentences to
phrases. Furthermore, Lorés (2004) investigated the usage
of Theme and Rheme in abstracts of scholarly articles.

2.3. Sentence Representations and Their
Evaluation

Since the sentence is one of the fundamental units of lan-
guages, vector representations of sentences have attracted
much research attention. Following successful word em-
beddings such as word2vec (Mikolov et al., 2013) and
GloVe (Pennington et al., 2014), unsupervised methods to
acquire sentence embeddings, such as Skip-Thought Vec-
tors (Kiros et al., 2015) have been proposed. Conneau et
al. (2017) found that even a supervised method trained on
a dataset for natural language inference yielded universal
sentence representations that perform well on various tasks.
The current trend in the acquisition of sentence representa-
tions is the use of outputs from pre-trained language models
such as BERT (Devlin et al., 2019).
In any case, sentence representations for general purposes
do not always contain every aspect of languages. Hence,
it is important to investigate which linguistic aspects they
contain and comprehensive evaluation benchmarks have
been proposed for this purpose (Conneau and Kiela, 2018;
Wang et al., 2018). These benchmarks can well evaluate
sentence representations in terms of semantic factors such
as semantic relatedness, paraphrases and caption-image re-
trieval as well as logical factors such as entailment. Com-
municative functions, which the present paper focuses on,
are another perspective related to rhetorical structure. Ba-
sically, the discourse structure is realised in multiple sen-
tences, but a sentence can play the role of a rhetorical unit
to make discourse. Therefore, rhetorical information em-
bedded in sentence representation is worth evaluating.

3. Dataset Creation
3.1. Overview
This section describes the process we followed for build-
ing our dataset, which consists of sentences labelled with
communicative functions. Figure 2 presents an illustration
of this process. Starting from the example expressions pro-
vided in Academic Phrasebank, we queried a collection of
scientific papers for candidate sentences, each of which was
assigned to a communicative function. As most of the ex-
ample expressions are domain dependent or too specific,
we also performed an intermediate manual shortening step
to generalise expressions and retrieve more sentences.

3.2. Academic Phrasebank
In the first step, we use Academic Phrasebank (Morley,
2014), which contains many example expressions labelled

Most researchers investigating X have utilised …

has utilized

Turning to parsing, most work has utilized uncertainty sampling 
(CITE-p-20-1-18, CITE-p-20-1-9, CITE-p-20-1-17).

(a)

(b)

(c)

Figure 2: (a) Example expression collected in Academic
Phrasebank, which is not a complete sentence. Most of the
expressions do not appear in a corpus. Even formulaic ex-
pressions in the example expression are not used in a corpus
because they are too long. (b) We choose a core formulaic
expression (core FE) by shortening a formulaic expression.
(c) By using the core FE as a query, we retrieve several
sentences from a corpus.

with communicative functions. An example is shown in
Figure 1. Each example expression bears a formulaic ex-
pression, which is not explicitly marked. More than one
thousand example expressions were collected and classified
into 72 communicative functions (see Table 1). However,
this resource has the two problems described in the intro-
duction: incomplete sentences without context and expres-
sions that are not domain specific. Therefore, it cannot be
used as a ground-truth dataset.

Communicative functions are also modified because some
are (1) based not on the rhetorical structure of a paper but
rather on a grammatical perspective, (2) not distinguishable
between each other or (3) not relevant for natural language
processing (NLP), the discipline of the corpus we use. We
present some examples here. Because of (1), ‘Describing
the process: infinitive of purpose’ and ‘Describing the pro-
cess: verbs used in the passive’ were integrated into one
category named ‘Describing the process’. Because of (2),
‘Reference to a previous investigation: researcher promi-
nent’ and ‘Reference to a previous investigation: investi-
gation prominent’ were integrated. Because of (3), we re-
moved the function ‘Giving reasons for personal interest
in the research’ as it is not common in the NLP commu-
nity. After our modifications, the number of core formulaic
expressions is 397, and the number of communicative func-
tions is 39 (see Table 1).

3.3. Core Formulaic Expressions

We retrieve sentences from the corpus by using formulaic
expressions as queries. Formulaic expressions are extracted
from the example expressions by hand, but because they
can be very specific or sometimes contain irrelevant con-
tent, some queries return no results. Therefore, we simplify
and shorten the formulaic expressions and obtain what we
call the core FEs to retrieve more sentences. For example,
‘by adapting the procedure used by’ is a formulaic expres-
sion recorded in the resource, but it is not used in our cor-
pus. Thus, we modify it to the core FE ‘by adapting’. The
usage of core FEs causes noisy results; thus, we manually
select sentences that have an intended communicative func-
tion after retrieving candidate sentences.
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Original Modified

EEs CFs EEs CFs

Introduction 328 17 104 11
Background 232 15 92 7
Method 210 14 82 6
Results 173 14 58 6
Discussion 153 12 61 9

Total 1,096 72 397 39

Table 1: Numbers of example expressions (EEs) and com-
municative functions (CFs) in Academic Phrasebank that
we modified because many example expressions do not ap-
pear in the corpus and some communicative functions are
not based on the rhetorical structure of scientific papers.
We call the modified expressions the core FEs and only one
core FE is annotated in each example expression.

3.4. Sentence Selection

We use the ACL Anthology Sentence Corpus (AASC) as
our main source of sentences for several reasons. First,
this dataset covers a limited range of disciplines that are
all related to NLP, thereby standardising the usage of com-
municative functions and allowing us, as NLP researchers,
to do annotation work. Second, each sentence in AASC
is labelled with one out of five section headers (Introduc-
tion, Background, Method, Result and Discussion), which
can be used to narrow down the number of possible com-
municative functions. To prevent research-topic-sensitive
effects, all the sentences were retrieved from different pa-
pers in the corpus. Figure 3 shows a few instances in the
proposed dataset. Each sentence has a sentence ID that cor-
responds to the sentence ID in AASC. Therefore, the sur-
rounding context of each sentence can be easily retrieved if
a classifier needs it.

Section: Introduction
Function: Limitation or lack of past work
Core FE: has not been investigated
Sentence: Also the extent to which 
inclusions pose a problem to existing 
NLP methods has not been investigated.
Sentence ID: D07-1016_s-2-1-0-3

Section: Result
Function: Reference to tables or figures
Core FE: figure * provides
Sentence: Figure 5 provides a more 
detailed characterization of LNQ’s 
performance.
Sentence ID: P18-1029_s-12-6-1-0

Figure 3: Two examples recorded in the proposed dataset.
Information on a section, communicative function and core
FE is provided.

4. Quality Analysis of the Dataset
4.1. Method
In order to ensure that the sentence selection was correctly
conducted and to assess the difficulty in detecting com-
municative functions, we performed manual evaluation for
the dataset. Figure 4 shows the detailed design. Evalua-
tors solved quizzes that were made from the dataset. In
one quiz, three sentences are picked from a section in the
dataset. One sentence is the targeted sentence and an-
other sentence is the correct choice. Both have the same
communicative function. The other sentence is the wrong
choice (distractor) and has a different communicative func-
tion. The communicative function of the targeted sentences
was given. Figure 5 shows an example of the quizzes.

Communicative function c1

Communicative function c2

Targeted sentence
Correct choice
Wrong choice

One quiz

Figure 4: Design of the quizzes made from the dataset. The
quiz consists of three sentences: a targeted sentence, correct
choice and wrong choice. The targeted sentence and correct
choice have the same communicative function (c1), while
the wrong choice has a different communicative function
(c2), which is not shown to evaluators.

The purpose of this paper is to outline the main aspects 
of our ongoing and future work.
Function: The aim of the paper

Q:

(1) The aim of this paper is to deal with the first of these 
steps, i.e. question analysis module.

This work uses a Maximum Entropy Markov Model 
(MEMM) based approach, which allows to combine 
different features.

(2)

Figure 5: Example of a quiz made from the dataset. The tar-
geted sentence is denoted as Q. The communicative func-
tion of the targeted sentence is also shown. Evaluators are
asked to choose a sentence that they think has the same
communicative function out of (1) and (2). In this example,
the answer is (1).

Each evaluator was asked to guess the communicative func-
tion of the sentences and choose the one that seemed to have
the same communicative function as the targeted sentence.
Because sentences are retrieved from different papers, the
contents can be unrelated to each other, but the targeted
sentence and the correct choice should be alike in terms of
communicative functions. If an evaluator did not decide the
answer, we did not include them as an evaluator for the quiz
when calculating the accuracy. Four evaluators were as-
signed to Introduction and Background sections while five
evaluators were assigned to the remaining sections (the dif-
ferent numbers of evaluators are coincidental).
After the evaluation, we calculated the accuracy and inter-
evaluator agreement using Fleiss’ κ. The accuracy indi-
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cates how likely evaluators were to choose the correct an-
swers, while the agreement indicates the degree to which
they made the same choice. Thus, if the sentence selection
in the process of creating the dataset fails to make pairs of
sentences with the same communicative functions, the ac-
curacy will be low but the agreement will be high. In other
words, a low accuracy and high agreement indicate that the
dataset is of low quality. In addition, if the task of detecting
communicative functions is very difficult, evaluators will
become confused, resulting in both a low accuracy and low
agreement.

Section # CF # sent. Acc. κ

Introduction 11 104 97.9 93.0
Background 7 92 87.7 62.5
Method 6 82 78.4 40.7
Result 6 58 84.4 60.0
Discussion 9 61 85.2 60.7

Table 2: Numbers of sentences (# sent.) and communica-
tive functions (# CF). # sent. and # CF are not balanced
because the dataset is created based on Academic Phrase-
bank, which bears imbalance. The accuracy of annotators’
choice (Acc.) and their agreement (κ, computed as Fleiss’
Kappa) are also listed.

4.2. Results and Discussion
Table 2 presents the statistics of the dataset and the results.
The accuracy and agreement in the table are macro aver-
ages of the accuracy and agreement for each communica-
tive function. The results show that all the sections except
Method yielded high accuracy and agreement, which im-
plies that the dataset is of sufficient quality and the task is
not too difficult. Communicative functions for Introduction
yielded the highest scores even though the number of func-
tions is higher than those of the others. This is probably
because they do not overlap with each other. The Method
section yielded a moderate accuracy and low agreement,
which implies that the task is more difficult than the four
other sections. Table 3 presents the confusion matrix for
this section. The communicative function ‘description of
the process’ was found to be confused with others, prob-
ably because this communicative function is more general
than the others. In other words, all sentences in Method
could be labelled with that function. However, it is difficult
to define communicative functions more finely for Method
because methodology varies too widely among papers.
Table 5 lists the number of quizzes at different accuracy
thresholds. We note that 64.7% of the data showed 100%
accuracy, and the accuracy for 84.4% of the data is greater
than 75%, which implies that the majority of the quizzes are
easy to answer. Thus, the task of detecting the communica-
tive functions of sentences is not too difficult for humans.
It can also be said that communicative functions are under-
standable regardless of the content of a sentence. The accu-
racy is recorded in the dataset so that other researchers can
use specific part of the data such as only data with 100%
accuracy.

5. Evaluation of the Performance of
Detection of Communicative Functions

5.1. Overview
In this section, we present two evaluation experiments to
assess the performance of existing models for sentence rep-
resentations in detecting communicative functions. First,
we conducted the same task as mentioned in Section 4 to
compare the performance of computational models to hu-
man performance. The second series of experiments adapts
to a more realistic scenario and involves a ranking task, in
which sentences are ordered according to a given commu-
nicative function based on their similarity.

5.2. Solving Quizzes with Computational Models
5.2.1. Task Description
Here, the task is to solve the quizzes described in the previ-
ous section by using existing sentence representation mod-
els. The cosine similarity between the targeted sentence and
the two possible choices is used to determine the correct an-
swer. Evaluation is performed by counting the number of
correct choices that acquired higher similarity scores than
the wrong choices.
We used two types of sentence representations: ones made
from word embeddings and contextualised ones. As word-
embedding-based sentence representations, we used Skip-
gram (Mikolov et al., 2013)5, GloVe (Pennington et al.,
2014)6 and Flair (Akbik et al., 2018)7. We first created
word embeddings for each word in a given sentence with
these models and then added them to one vector. We trained
all word embeddings on AASC with punctuation marks re-
moved.
We also used BERT (Devlin et al., 2019) and SciB-
ERT (Beltagy et al., 2019) with their pre-trained models
to create sentence representations. For BERT, we chose
the bert-large-uncased pre-trained model. The pre-
trained model for SciBERT is trained on scientific articles.
We did not fine-tune the models, because the number of
sentences in the dataset is too small.

5.2.2. Results and Discussion
Table 4 lists the results. Among the models we used, SciB-
ERT yielded the best score. However, there is much room
for improvement to approach human performance.
Furthermore, although humans were confused by the com-
municative functions in Method, some computational mod-
els did not always achieve the lowest score in that sec-
tion. A comparison between BERT and SciBERT indicates
that, even in the task of detecting communicative functions,
training on the domain-specific corpus has a positive effect
on the performance.

5.3. Baseline Performance of Ranking
5.3.1. Task Description
The ranking experiment consists of three steps. First, one
sentence in the dataset is chosen as the targeted sentence.
Second, all the other sentences in the same section are

5https://github.com/dav/word2vec
6https://nlp.stanford.edu/projects/glove/
7https://github.com/zalandoresearch/flair

https://github.com/dav/word2vec
https://nlp.stanford.edu/projects/glove/
https://github.com/zalandoresearch/flair


1717

Communicative function (1) (2) (3) (4) (5) (6)

A
nsw

er

(1) Methodology used in past work 57 1 1 1
(2) Reasons why a method was adopted or rejected 55 1 5 4
(3) Using methods used in past work 3 17
(4) Characteristics of samples or data 1 25 4 5
(5) Criteria for selection 1 1 2 20 1
(6) Description of the process 9 11 20 18 7 140

Table 3: Confusion matrix for the Method section. It is found that the communicative function ‘description of the process’
is very confusing.

Skip-gram GloVe Flair BERT SciBERT Humans

dimension 200 200 500 200 200 500 2048 1024 768 N/A
window size 2 8 2 2 8 2 N/A N/A N/A N/A

Introduction 68.3 64.4 65.4 57.7 60.6 57.7 67.3 59.6 84.6 97.9
Background 56.5 56.5 54.3 53.3 55.4 52.2 59.8 56.5 67.4 87.7
Method 52.4 51.2 54.9 53.7 54.9 52.4 57.3 48.8 59.8 78.4
Result 56.9 55.2 55.2 56.9 55.2 51.7 62.1 58.6 70.7 84.4
Discussion 55.7 54.1 55.7 60.7 54.1 59.0 50.8 55.7 62.3 85.2

Table 4: Comparison among the performance of the models we used and human performance. None of the models outper-
formed humans and SciBERT yielded the best performance among the sentence representations.

Accuracy (%) 100 ≥ 75 ≥ 50

Introduction 98(94%) 104(100%) 104(100%)
Background 61(66%) 78(85%) 90(98%)
Method 30(37%) 57(70%) 77(94%)
Result 33(57%) 45(78%) 53(91%)
Discussion 35(57%) 51(84%) 57(93%)

All 257(65%) 335(84%) 381(96%)

Table 5: Distribution of the quizzes in terms of the accu-
racy. 64.7% of the dataset showed 100% accuracy.

SG GloVe Flair BERT SciB

Introduction 32.7 30.6 33.2 32.6 48.2
Background 35.9 33.8 39.4 37.3 44.9
Method 42.2 40.0 40.3 42.6 49.5
Result 47.7 44.3 48.2 43.6 57.7
Discussion 26.3 24.9 24.1 24.2 32.9

Table 6: Mean average precisions for Skip-gram (SG),
GloVe, Flair, BERT and SciBERT (SciB). For Skip-gram,
the dimension is 200 and the window size is 2, and for
GloVe, the dimension is 200 and the window size is 8,
which are the best values in the experiment.

ranked in the order of their cosine similarity with the tar-
geted sentence (Figure 6). Third, we calculate the mean
average precision, which is described below, by checking
whether each ranked sentence has the same communicative
function as the targeted sentence. These steps were applied
to all the sentences in the dataset, after which the average
of all the scores was calculated for each section. Sentence
representations were made in the same manner as in the

Target: Although CG is a radically lexicalist grammatical theory,
little attention has been paid to the structure of the lexicon.

[1] Recently there has been interest in the
development of a general computational
treatment of the comparative.

# Sentences Cosine Correct

[2] Dependency parsing is a basic technology
for processing Japanese and has been the
subject of much research.

[3] Although it has been suggested that head-driven
parsing has benefits for lexicalist grammars, this
has not been established in practice.

[4] While it has been observed informally that the
internal sentence representations of such models
can reflect semantic intuitions (CITE-p-15-4-3),
it is not known which architectures or objectives
yield the ‘best’ or most useful representations.

[5] Below, it will be argued that these semantic
representations are indeed too weak, but not
only from the point of view of Natural Language
Processing.

0.9046

0.8974

0.8955

0.8820

0.8801

Figure 6: Illustration of the ranking task. Cosine similari-
ties between a targeted sentence and all the other sentences
in its section are calculated, and sentences are ranked by the
similarity score. The sentences that have the same commu-
nicative function as the targeted sentence are marked cor-
rect. In this example, sentences 3 and 4 have the same
communicative function.

previous subsection.
We calculate the average precision for all targeted sentences
and average them to obtain the mean average precision
(MAP). The average precision is a metric often used for
information retrieval (Manning and Schütze, 1999) and is
calculated using the following steps. First, the precision at
each rank is calculated from the top. Then, the average of
the ranks, called average precision, is calculated. MAP is
formulated as follows:
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1

n

n∑
i=1

1

m

ni∑
j=1

cij
j
,

where n is the number of targeted sentences, m is the num-
ber of sentences to be compared with a targeted sentence
and cij is the number of correct choices contained in the
ranked list from the top to the j-th one.

5.3.2. Results and Discussion
Table 6 lists the results. We observe that the models per-
form rather poorly on the ranking task. The models show
the same tendency as in the previous experiments; that is,
the highest performance is achieved by SciBERT and the
results for the Method section are not significantly lower
than for the other sections. On the other hand, the Re-
sults section yielded the highest score in this experiment.
The difficulty in the Introduction section for computational
models results from the greater number of communicative
functions; the Introduction section has approximately twice
as many communicative functions as the Method section.
Moreover, the vocabulary size is different between the two
sections: 1,238 for Introduction and 853 for Method. The
Introduction section contains varying contexts. In other
words, humans are not confused with many classes and a
large vocabulary in one section because they can focus on
formulaic expressions in sentences and recognise commu-
nicative functions correctly. This implies that current com-
putational models mostly rely on content in a sentence and
fail to elicit communicative functions.
These results can be used as baselines for future detection
methods of communicative functions.

6. Conclusion
We proposed a new evaluation dataset to check whether
sentence representations can detect communicative func-
tions of sentences. We performed comparisons of recent
models on the dataset and found that SciBERT, which was
trained on a corpus of research articles, performed best.
Further investigation should be conducted into sentence
representations not only from a semantic perspective but
also from a functional perspective. Each sentence in our
dataset has a reference to AASC; therefore, even a whole
document can be used to apply machine-learning models to
classification, if necessary.
Our approach to create evaluation datasets can be applied to
corpora of other domains as well. The core FEs may also
serve as helpful queries for the retrieval of sentences from
other corpora.
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