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Complex Application Workflows on the
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Challenges

Establish a rigorous methodology
for reproducibility of experiments

Achieve a representative testbed
setup for a holistic understanding
of performance of applications

Optimize application workflows
on heterogeneous resources
results in a complex search space

Real-life Application Workflows
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What is the software configuration that

CLOUD over 3-4 seconds minimizes the user response time?
” +10M users , . .
s ~400K images/day more than 60% of FI!’]C.l | (http, downloaq’, simsearch, extract), in order to
I : Minimize  UserResponselime
+180 countries users dbandon the Subjectto 20 = (http, download, simsearch) < 60, Pool Size.
+30K species , 3 < (extract) <9, Pool Size.
transaction and may
even delete the Thread pool baseline preliminary refined
optimum optimum
application HTTP 40 54 54
Download 40 54 54
Extract / 14 6
riqa 500 Simsearch 40 53 53
42 nodes Userresp.time (sec) 2.65 2.48 2.47

Our methodology has proved useful for understanding and improving
the performance of a real life application used at very large-scale.

The configuration found by E2Clab can process 35% more requests and
presents a smaller user response time compared to the baseline.

lr2277a_— https:/gitiab.inria.fr/E2Clab

https.//plantnet.org/

How does the number of simultaneous
users accessing the application impact
on the user response time?
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Perspectives

E2Clab enables the Computing Continuum vision by allowing
reproducible experimental research on large-scale testbeds.

E2Clab supports the complete experimental cycle across the Computing
Continuum: deployment, analysis, optimization.
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