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Output Feedback Synthesis for a Two-Agent Nonlinear Microrobotic

System

Yixin Sun1, Matthieu Fruchard2, Antoine Ferreira1

Abstract— Most of minimally invasive therapeutic applica-
tions demand to control multiple microrobots. If such micro-
robots are actuated by a magnetic device whose magnetic field
is stationary, like magnetic resonance imaging devices, there
is only a single control input per axis so the system is under-
actuated. Besides, imaging provides only a poor information
about the robots state. That is the reason why it is necessary to
synthesize observers to rebuild enough information to enable
the stabilization of the two-agent system along a reference
trajectory. This work addresses the observability and output
feedback synthesis for two microrobots facing the blood flow.
We propose two observers syntheses depending on the available
output of the system: a Luenberger observer if the imaging
provides the position of each robot, and a high gain observer
if magnetic artifacts only allow for a measurement of a single
linear combination of the robots positions. The output feedback
is then designed using an exact feedback linearization approach.
Simulations illustrate the efficiency of the proposed approach
for both observers.

I. INTRODUCTION

There is an ongoing interest for the control of therapeutic

microrobots because they are promising to perform mini-

mally invasive surgery and in situ diagnosis with lessened

side effects. To avoid an embedded energy payload and to

optimize the payload ratio, deported magnetic actuation has

been widely approved [1]. Such robots design depends on

the magnetic actuator properties: elastic flagellated micro-

robots [2], [3] and helical tail robots [4], [5] require an

oscillating magnetic field, and bead pulled robots [6], [7]

require a magnetic gradients generation. Controllability [8]

and observability [9] for a single agent have been addressed

quite recently. [10], [11] and [12] have proposed nonlinear

approaches to feedback and output feedback stabilize one

microrobot along a reference trajectory. However a single

agent may not be sufficient to perform e.g. drug targeting or

simultaneous sensing and surgical intervention, whence the

interest in controlling a multi-agent microrobotic system. A

first obstruction to the control of multiple microrobots is the

underactuation of the system since independent control of p
degrees of freedom for n agents requires np coils [13]. To

circumvent this issue, the authors in [14], [15] proposed to

exploit the natural frequency differences between the robots

to actuate one or part of them with a point to point control

objective. Since the controllability of a magnetic gradient
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actuated system with stationary magnetic field requires to

consider the magnetic interaction between nearby agents,

[16] and [17] exploited this interaction to perform respec-

tively a relative position and a trajectory tracking objective.

Another obstruction is the insufficient imaging resolution. In

most works, the system full state [17] or at least the positions

of each agent [15], [16], [13], [18] are supposed to be

accessible to the measurement. In [13], [18], the authors de-

veloped linear state observers to rebuild the agents velocities

and thence addressed linear output feedbacks. However, the

magnetic interaction between microrobots operating in close

vicinity is a nonlinear force, so there is a need to develop

tools for the observation of such nonlinear systems if the

robots velocities are not measured. Besides if susceptibility

artifacts can be helpful to localize microrobots whose size

is lower than the imager resolution [19], they can also be

detrimental to the simultaneous localization of each robot.

In such a case, the imager can only provide a measurement

of a single linear combination of the robots positions.

In this paper, we address the output feedback synthesis

for two magnetic microrobots facing a pulsatile blood flow

with the objective of stabilizing their positions and velocities

along an admissible trajectory with a single control input,

should both positions or only a linear combination of them be

measured. Section II is devoted to a brief recall of the nonlin-

ear dynamics of a two-agent microrobotic system. We then

give some necessary conditions for the controllability and

observability of such a nonlinear system in Section III. This

first contribution is then exploited in Section IV where we

propose i) a Luenberger observer if each microrobot position

can be measured, ii) an high gain observer should the imager

only provide one output which is an image of the robots

positions, and iii) an exact feedback linearization approach to

stabilize the system along an admissible trajectory using the

estimated state. Simulation results illustrate the two proposed

output feedbacks in Section V and the results are discussed

in Section VI.

II. MODELING

The two agents R1 and R2 are spherical microrobots or

aggregates facing the blood flow in the arterial network,

depicted in the Figure 1, whose positions are denoted x1 and

x2 respectively along the ~ı axis. Each microrobot is affected

by the drag force ~Fd, the motive magnetic force ~Fm and the

magnetic interaction ~Fkj between robots Rj and Rk, so the

equation of motion for the microrobotRj is given as follows:

mj ẍj~i = ~Fmj
+ ~Fdj

+ ~Fkj (1)
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Fig. 1. Forces exerting on two magnetic microrobots R1 and R2 in

magnetic interaction within a blood vessel: ~Fdj
, ~Fmj

, and ~Fkj respectively
denote the drag force, the magnetic motive force, and the magnetic force
interaction that the robot Rk exerts on the microrobot Rj .

where mj is the mass of robot Rj . For the sake of simplicity,

we assume that the spherical micro-agents swim at low

Reynolds1 so the drag force is:

~Fdj
= −mjdj(ẋj − vf (t))~i dj =

9η
2βjρjr

2

j
(2)

where βj is a ratio related to the wall effect caused by the

partial vessel occlusion by the robot [21], and vf (t) denotes

the pulsatile blood velocity. η, rj and ρj denote respectively

the blood viscosity and the microrobotRj radius and density.

The magnetic motive force for bead pulled magnetic

microrobots is given by [20]:

~Fmj
= mjαju~i αj =

τmj
M

ρj
(3)

where the control input u is the magnetic field gradient ∇Bx.

The robot magnetization and ferromagnetic ratio are denoted
~M and τmj

respectively, and M = ‖ ~M‖.

A micro-agent Rj with magnetic embedded material has

a magnetic moment ~Mj = 4
3πτmj

r3j
~M . Let µ0 denote the

vacuum permeability and ~rkj = −~rjk = |pk − pj |~ı. Since

the magnetic field is stationary ~B = B0~ı, the interaction

magnetic force [22] exerted by agent Rk on agent Rj is

~Fkj = −mjij
~rkj

‖~rkj‖5
, ij =

3µ0M1M2

2πmj

(4)

Let xT =
(

x1 x2 ẋ1 ẋ2
)

∈ X+ ∪ X− denote the

state vector with X+ = {x ∈ R
4 : x1 − x2 > 0} and

X− = {x ∈ R
4 : x1 − x2 < 0} depending on the relative

initial positions. Using (2), (3) and (4) into (1), we obtain

the forthcoming nonlinear state space representation:

(Sx) :















ẋ1 = x3
ẋ2 = x4
ẋ3 = −d1(x3 − vf )−

i1
(x1−x2)4

+ α1u

ẋ4 = −d2(x4 − vf ) +
i2

(x1−x2)4
+ α2u

(5)

Remark 1 (Sx) is undefined at x1 = x2, which explains

why the state vector is defined either on X+ or on X−. Even

if the contact force has not been modeled here, it is physically

impossible for the robots to stand at the same location: either

1Yet there is no obstruction to consider nonlinear drag force and non-
Newtonian blood modeling, as e.g. in [20], [10].

R1 precedes R2 (x ∈ X+), or it is the opposite (x ∈ X−),

yet the robots can not overtake one another.

∀xr ∈ C1(R+,R
4), ∃d ∈ C2(R+,D) with D ⊂ R \ {0}:

d(t) = xr1(t)− xr2(t). If the trajectory xr(t) is admissible,

there exists a reference input ur(t) such that (xr , ur) is

solution of (5). Let x̃ = x − xr ∈ X̃+ ∪ X̃−, the error

system is then an affine nonlinear control system with drift:

(Sx̃) :



























˙̃x = f(x̃) + gũ

f(x̃) =









x̃3
x̃4

−d1x̃3 − i1δ(x̃)
−d2x̃4 + i2δ(x̃)









, g =









0
0
α1

α2









(6a)

(6b)

with ũ = u− ur(t), X̃
+ = {x̃ ∈ R

4 : x̃1 − x̃2 + d(t) > 0},

X̃− = {x̃ ∈ R
4 : x̃1 − x̃2 + d(t) < 0}, and the nonlinear

function δ defined by

δ : x̃1, x̃2 7→
1

(x̃1 − x̃2 + d(t))4
−

1

d4(t)
. (7)

The control objective is to stabilize the error system (6) at

zero, using the available system outputs.

III. SYSTEM ANALYSIS

To our best knowledge, there is currently neither true

controllability nor observability study for such nonlinear

multi-microagents systems, so we first state on sufficient and

necessary conditions for these properties [23].

Lemma 1 System (Sx̃) is strongly accessible and small-time

controllable around x̃ = 0 if and only if both following

conditions are satisfied:

C1 There exists a magnetic interaction between the robots:

(i1, i2) 6= (0, 0).
C2 The microrobots parameters (α1, α2, d1, d2, i1, i2) and

the planned distance d(t) satisfy:

4(α2−α1)
2(α1i2+α2i1)

α1α2d(t)5
6= (d2 − d1)(d1α2 − d2α1) (8)

Controllability is not the core of the paper so we just give

here a sketch of proof for this lemma. It is not difficult to

show that condition (C1) is necessary using Kalman rank

condition since the system is linear for i1 = i2 = 0. The

remains of the proof involve Lie bracketing of the control and

drift vector fields to check the Lie algebra rank condition.

Lemma 2 If y = h(x̃1, x̃2) ∈ R
2 with ∂h

∂x̃
full ranked, the

system (Sx̃) is locally weakly uniformly observable.

Lemma 3 If y = µx̃1+ νx̃2 ∈ R, the system (Sx̃) is locally

weakly uniformly observable at any point provided that:

{

µ+ ν 6= 0

µν(d1 − d2)
(

ϕ(d1 + d2) + ψ
)

+ (µ+ ν)ϕ2 6= 0

(9a)

(9b)

where ϕ = aδ1, ψ = a(x̃3− x̃4)δ2+ bδ1 with a = νi2−µi1,

b = µd1i1 − νd2i2 and notation δi(x̃) =
∂iδ
∂x̃i

1

(x̃).



In particular, system (Sx̃) is observable around x̃ = 0 as

soon as the the distance function d is chosen so that

d5 6= −
4a2(ν + µ)

νµ(d1 − d2)(b + a(d1 + d2))
(10)

The proofs of Lemmas 2 and 3 are given in Appendices

I and II, respectively.

Remark 2 The property (10) of Lemma 3 ensures that the

observability around x̃ = 0 can always be guaranteed since

d(t) is a degree of freedom in the choice of the trajectory.

Remark 3 If d1 = d2, then condition (9) reduces to a(µ+
nu)δ1 6= 0. Since δ1 6= 0 on any compact of X̃ , the uniform

observability at any point is guaranteed as soon as a 6= 0
and (9a) are satisfied.

IV. OUTPUT FEEDBACK

We now propose two syntheses of observers for the

nonlinear system (Sx̃) depending on the available outputs.

First, if both robots positions are measured, system (Sx̃)
is linear with an output injection so we propose to use a

Luenberger observer for its simplicity. Second, if there is

only access to a linear combination of the robots positions,

the Luenberger observer is no more useful and we synthesize

an high gain observer to rebuild the full state. Then we

propose an exact feedback linearization process to ensure

the Lyapunov stability of the output feedback. To simplify

the study, we consider in this section the case where the

microrobotic system design is such that d1 = d2.

A. Luenberger Observer

Proposition 1 Under the assumptions of Lemma 2, we have

access to an output y = h(x̃) = Cx̃ ∈ R
2 with C =

(

C1 O2

)

and C1 is invertible. Then

ζ̇ = Aζ + φ(y) + gũ+ L(y − Cζ) (11)

with A =

(

02 I2
02 −D

)

, D =

(

d1 0
0 d2

)

, and

φT (y) =
(

0 0 −i1 i2
)

δ(C−1
1 y) (12)

and a gain L such that the matrix A− LC is Hurwitz, is a

Luenberger observer of system (Sx̃).

Proof: Using y =
(

C1 O2

)

x̃ gives (x̃1 x̃2)
T = C−1

1 y
since C1 is invertible by assumption in Lemma 2. Since the

δ function given by (7) only depends on (x̃1− x̃2), δ can be

rewritten as a function of the output y. It follows that system

(Sx̃) is linear up to an output injection:

˙̃x = Ax̃+ φ(y) + gũ (13)

with the matrix A and the vector valued function φ given

by (12) and the control vector field g given by (6b). Let

ε = x̃ − ζ denote the observation error. Then, using (11)-

(13), the error dynamics are given by ε̇ = (A − LC)ε. Let

LT =
(

LT
1 LT

2

)

with square matrices Li. It follows that:

(A− LC) =

(

−L1C1 I2
−L2C1 −D

)

(14)

For instance let L2 = 02 and choose any Hurwitz 2×2 matrix

H . Since C1 is invertible, it is straightforward that the matrix

(A− LC) can be made Hurwitz using L1 = C−1
1 H .

B. High gain observer

Susceptibility artifacts in a magnetic resonance imager

is widely used e.g. by contrast agents to increase the

imager resolution since these artifacts are far bigger than

the material. So such a phenomenon can be helpful to

localize agents whose size would be smaller than the imager

resolution. However, if two agents are in close vicinity, their

susceptibility artifacts can overlay, thus resulting in a single

artifact. The imager can no more provide the positions of

each agent, yet rather a linear combination of their positions,

with coefficients related to their magnetic load.

The Luenberger synthesis proposed in Proposition 1 is

appealing due to its simplicity, and it would be nice if it

could also be applied in the present case. To do so, the system

(Sx̃) has to be linear up to an injection term. If the output

were y = µ(x̃1 − x̃2), this condition would be fulfilled. Yet

we have proved in Lemma 3 that such an output prevents

the system from being observable since condition (9a) is

broken. We consequently propose another idea to synthesize

the system observer.

Lemma 4 Let Li
fh denote the i-th Lie derivative of h along

f and δi(x̃) =
∂iδ
∂x̃i

1

(x̃). Under the assumptions of Lemma 3,

when d1 = d2, the system (Sx̃) is diffeomorphic to

(Sz) : ż = Acz + f̄(z) + ḡ(z)ũ (15)

with z = φ(x̃) given by z1 = y = h(x̃), zi+1 = Li
fh(x̃), Ac

a matrix whose non null entries is a unitary superdiagonal,

and functions f̄ , ḡ whose non null entries are:

f̄4 : z 7→ −d31(µx̃3 − νx̃4) + aδ2(x̃4 − x̃3)
2

− 2ad1δ1(x̃4 − x̃3) + δ[ad21 − (i1 + i2)aδ1]

ḡ2 : z 7→ µα1 + να2, ḡ3 : z 7→ −d1ḡ2

ḡ4 : z 7→ d21ḡ2 + (α1 − α2)aδ1
(16)

The proof of this lemma is given in Appendix III.

Proposition 2 Under the assumptions of Lemma 4, we have

access to an output y = h(x̃) = Cx̃ ∈ R with C =
(

µ ν 0 0
)

satisfying condition (9). Then let Cz =
(

1 0 0 0
)

, f̄4s and ḡ4s denote saturated functions of f̄4
and ḡ4 on a given compact included in either X̃+ or X̃−, G
be a gain vector chosen so that Ac−GCz is Hurwitz. Then,

there exists a gain θ > 0 such that

ζ̇ = f(ζ) + gũ+
∂φ

∂x̃
∆θG(y − Cζ) (17)

is an high gain observer of system (Sx̃) in the x̃ coordinates,

with ∆θ is formed in ascending powers of θ.

Proof: System (Sz) is on an observability normal form

with an output y = Czz. Besides, on any compact set in

either X̃+ or X̃−, the function f̄(z) + ḡ(z)ũ can made



globally Lipschitz with respect to z and uniformly with

respect to ũ using bounded extensions f̄s and ḡs outside the

compact since the control input is bounded. So (Sz) admits

an high gain observer [24] in the following form:

˙̂z = Acẑ + f̄s(ẑ) + ḡ − s(ẑ)ũ+∆θG(y − Cz ẑ) (18)

with the diagonal matrix ∆θ whose diagonal entries are

∆θ,i = θi for a given θ > θ0 with θ0 related to the Lipschitz

constant of f̄s(z) + ḡs(z)ũ, and a gain G chosen so that

Ac−GCz is Hurwitz. So the z observation error εz = z− ẑ
is stabilized to zero with an arbitrarily fast convergence rate.

One could have then used x̂ = φ−1(ẑ) as an observer for

system (Sx̃), yet the inversion of φ is difficult because φ is

a nonlinear mapping (terms in δi in the two last equations

of (A.28)). That is the reason why we propose an observer

in the natural coordinates x̃.

From Lemma 4, since φ is a diffeomorphism, we have

ż = ∂φ
∂x̃

˙̃x. Rewritting the z dynamics (15) as ż = ω(z, ũ)
and using (6), we conclude that

˙̃x =
(∂φ

∂x̃

)

−1

ω(z, ũ) = f(x̃) + gũ (19)

The observer (18) in the z coordinates can be rewritten as:

˙̂z = ω(ẑ, ũ) + ∆θG(y − Cz ẑ) (20)

It follows that the observer in the x̃ coordinates is given by:

ζ̇ =
(∂φ

∂x̃

)

−1(∂φ

∂x̃
(f(ζ) + gũ) + ∆θG(y − Cz ẑ)

)

(21)

Finally, using Cz ẑ = µζ1+νζ2, (17) is an high gain observer

of (Sx̃) in the x̃ coordinates.

C. Controller

The controller design relies on exact feedback lineariza-

tion. We first use a technical lemma to map (Sx̃) to a pure

feedback form, and then derive a linearizing control law to

stabilize the image state to zero, implying the stabilization

of state x̃ to zero.

Lemma 5 Under assumptions of Lemmas 1 and 4, when

d1 = d2, the system (Sx̃) is diffeomorphic to

(Ss) :















ṡ1 = s2
ṡ2 = s3
ṡ3 = s4
ṡ4 = ¯̄f4(s) + ¯̄g4ũ

(22)

with s = φ̄(x̃) given by s1 = α2x̃1 − α1x̃2 = h̄(x̃), and

si+1 = Li
f h̄(x̃), i = 1, . . . , 3. Let p = α2i1 + α1i2, the

functions ¯̄f , ¯̄g only non null entries are:

¯̄f4 : s 7→ −p
(

(d1(x̃4 − x̃3)− (i1 + i2)δ)δ1
+ (x̃3 − x̃4)

2δ2
)

− d1s4
¯̄g4 : s 7→ −p(α1 − α2)δ1

(23)

Proof: The proof of this lemma is similar to the one of

Lemma 4. Under assumption of Lemma 1, when d1 = d2, the

system is controllable provided that (i1, i2, α1−α2) 6= 0. In

such a case, apply Lemma 4 using µ = α2, ν = −α1. Then it

is straightforward that (16) gives (23). φ̄ is a diffeomorphism

since it is a C1 mapping and its jacobian is given by:

det
∂φ̄

∂x̃
= −(α1 − α2)

2(α2i1 + α1i2)δ
2
1(x̃) 6= 0 (24)

since α1 − α2 6= 0 by Lemma 1, α2i1 + α1i2 > 0 and δ1
does not vanish on any compact.

Proposition 3 Let xr(t), ur(t) denote any admissible C1

trajectory and the associated reference control input. Under

assumptions of Lemma 5, the state feedback

u = κ(x̃) = ur(t)− ¯̄g−1
4 ( ¯̄f4 +Kφ̄(x̃)) (25)

ensures the semiglobal exponential asymptotic stability of the

origin of the system (Sx̃) for any initial bounded state x̃(0)
lying in either X̃+ or X̃− for some positive gain K such

that (Ac − ¯̄gK) is Hurwitz. Then the output feedback

u = κs(ζ) (26)

semiglobally stabilizes the origin of the system (Sx̃) for θ
large enough in Proposition 2 if ζ is given by (17), or poles

placed left enough in Proposition 1 if ζ is given by (11), with

κs a bounded extension of the κ function in (25).

Proof: The proof relies on [25]: peaking phenomenon

and possible escape in finite time are circumvented using the

saturation extensions of functions f , g and κ.

V. SIMULATIONS

TABLE I

PARAMETERS VALUES FOR BOTH SIMULATIONS

Parameter [unit] Symbol Values

Magnetization [A m−1] M 1.72 106

Robots radius [m] r1, r2 200 10−6 200 10−6

Robots density [kg m−3] ρ1, ρ2 6873 6873
Ferromagnetic ratio τ1, τ2 0.85 0.025
Wall effect ratio β1, β2 0.724 0.724

Control parameter [A m2 s−2] α1, α2 212.72 6.25
Drag parameter [s−1] d1, d2 474.6 474.6
Interaction parameter [m5 s−2] i1, i2 1.84 10−10 1.84 10−10

TABLE II

PHYSIOLOGICAL VALUES FOR BOTH SIMULATIONS

Parameter [unit] Symbol Value

Blood viscosity [Pa s] η 21 10−3

Vessel radius [m] R 1.5 10−3

Mean blood velocity [m s−1] a0 −25 10−3

Amplitude of the blood pulse [m s−1] a1 9 10−3

We consider two microagents R1 and R2 whose parame-

ters are given in Table I. The first simulation illustrates the

case where the positions of both microrobots are measured:

y = (x̃1 x̃2)
T , whilst the second one illustrates the case
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(e) Tracking and observation errors
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(f) Tracking and observation errors
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(g) Control input
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(h) Control input

Fig. 2. From left to right: simulation when 2 outputs are available and simulation when only a single output is available. From top to bottom: (a)-(b)
microagents R1 and R2 positions x1 and x2 (real: black and blue solid lines, desired: green and cyan dots, estimated: red and purple dashes), (c)-(d)
microagents R1 and R2 velocities x3 and x4 (real: black and blue solid lines, desired: green and cyan dots, estimated: red and purple dashes), (e)-(f)
microagents R1 and R2 tracking (position: black dashes, velocity: green dashes) and observation norms (position: blue line, velocity: cyan line), and
(g)-(h) the control input of the system with saturations ±usat depicted in red dashes.

where the output is a linear combination of the agents

positions: y = α2x̃1 − α1x̃2. The parameters are such that

the system is controllable according to Proposition 1, and

observable according to Lemmas 2 and 3 for d1 = d2. The

initial conditions are given by

x0 =
(

0.0005 −0.0025 0 0
)T

xr0 =
(

0 −0.002 0 0
)T

ζ0 = x̃0 +
(

0.0005 0 0.0005 0.0005
)T



The pulsatile blood velocity is modeled by the Womersley

model [26] approximation. To be consistent with the vessel

radius and to simplify the study, we have chosen a first-

order truncated Fourier series vf (t) = a0 + a1 cos 2πt with

a negative mean value so that the microrobots swim against

the flow. Physiological data are given in Table II.

The output feedback is given by (26) with a gain

K =
(

40 20 40 10
)

and the reference trajectory is

chosen so as d = 2mm. This reference is admissible

for the underactuated system, yet since the microagents

are not at the right initial state, they have to recover this

trajectory while satisfying the underactuation constraints.

The control input is saturated using ua(t) = u(t)/k(t) with

k(t) = max
(

1, |u(t)|/usat

)

and usat = 0.4Tm−1.

A. Microagents positions are both measured

This first simulation illustrates the output feedback results

when using the Luenberger observer given by Proposition 1

with the gain matrix LT =
(

LT
1 LT

2

)

where L1 = 100I2
and L2 = 02. The simulation results are depicted in the

left column of Figure 2. Figures 2(a) and 2(c) illustrate the

convergence of the two agents estimates to the nominal state

within a very short 0.05s transient phase. Such a behavior

was expected since the stability of the two last components

of the state is driven by the values of −d1 and −d2 (see

(14)), meaning that the poles are placed far left. These figures

also illustrate the slower convergence of the position and

velocity tracking to their references, see also Figure 2(e),

after a 3s period once the observer error has converged. At

the simulation beginning, the tracking and observation errors

are high, so that the control input on Figure 2(g) takes high

values and thus reaches both lower and upper saturations.

The system errors depicted on Figure 2(e) are then stabilized

to zero.

B. The output is only a linear combination of the agents

positions

This second simulation is led while the only output of the

system is an image of both robots positions. In such a case,

it is impossible to use the Luenberger observer, and the high

gain observer synthesized in Proposition 2 is used instead.

The high gain parameters are θ = 8 and a gain G given by

G =
(

40 600 8.43 21.10
)T

(27)

The choice of a quite high θ is constrained by the high Lip-

schitz constant of the system on the set where no saturation

is imposed. Consequently, the convergence of the high gain

observer is also fast, around 0.1s as it can be noticed on

Figures 2(b)-2(d). Since we have access to less information,

the behavior of the controlled system is impacted: the initial

tracking is more degraded here than in the first simulation.

This is due to the fact that the microagents system is

very sensitive to the nonlinear term δ that depends on the

inverse fourth power of the relative robots position, which

is not measured: a small error on this relative distance

causes high accelerations -hence the high Lipschitz constant

of the system. The control input, plotted on Figure 2(h),

behaves like a bang-bang controller at the beginning, and

the velocities observation error is relatively high because we

are more interested in a fast convergence of the positions

observation error to reduce the impact of the nonlinear term.

Ironically, the tracking objective is reached faster than in

the first simulation, around 2s, because the resulting state

after the observer convergence is more favorable to the

underactuated system constraints.

VI. DISCUSSION AND CONCLUSION

In this paper, we have proposed a stabilizing output

feedback for a two-agent underactuated microrobotic system

when imaging modalities may imply some loss of informa-

tion that has not yet been considered in the literature. First,

we have proposed a nonlinear observability analysis both in

the case where it is possible to measure each agent position

and in the case where susceptibility artifacts jeopardize this

assumption so that only a single information about the

positions is measured. In each case, a nonlinear state observer

has been proposed to rebuild the missing information, which

is required for a trajectory tracking objective. Lastly, output

feedbacks have been synthesized to stabilize the system

along any reference admissible trajectory.

Further perspectives and on-going works include the ro-

bustness of the proposed approach to both output noise and

parametric uncertainties that are inherent to the microworld

and biophysical systems, respectively. For instance, we have

supposed that the blood velocity was known whilst it is likely

that such an information is hardly accessible with enough

spatial and temporal resolution. On going work is thus led

to generalize the state estimation approach previously devel-

oped in [12] for a single microrobot. Another perspective is

the extension of this approach to more agents.

APPENDIX I

PROOF OF LEMMA 2

Let O denote the smallest vector space that contains h and

closed under the Lie derivative Lτ , where τ ∈ {f, g}, i.e.

such that ∀σ ∈ O, Lτ (σ) ∈ O. O is called the observation

set. Now dO = Span{dτ, τ ∈ O} is the observability co-

distribution. A system is weakly observable if dimdO =
dim X̃ . If y = h(x̃1, x̃2) with C1 = ∂h

∂x̃
full ranked, it is not

difficult to show using (6b), that

dO = Span{dh1, dh2, dLfh1, dLfh2}

= Span{

(

C1 O2

∗ C1

)

}

with C1 =
(

∂h
∂x̃1

∂h
∂x̃2

)

. Since C1 is full rank, it is straight-

forward that the system is observable.

APPENDIX II

PROOF OF LEMMA 3

If y = h(x̃) = µx̃1 + νx̃2, we compute the successive Lie

derivatives:

Lfh(x̃) = µx̃3 + νx̃4

L2
fh(x̃) = −µd1x̃3 − νd2x̃4 + aδ

L3
fh(x̃) = µd21x̃3 + νd22x̃4 + aδ1(x̃3 − x̃4) + bδ

(A.28)



with parameters a = νi2 − µi1, b = µd1i1 − νd2i2 and

function δi(x̃) =
∂iδ
∂x̃i

1

(x̃). Hence we get:

dh(x̃) =
(

µ ν 0 0
)

dLfh(x̃) =
(

0 0 µ ν
)

dL2
fh(x̃) =

(

aδ1 −aδ1 −µd1 −νd2
)

dL3
fh(x̃) =









a(x̃3 − x̃4)δ2 + bδ1
−a(x̃3 − x̃4)δ2 − bδ1

µd21 + aδ1
νd22 − aδ1









T (A.29)

Using (A.29), we obtain:

det dO=−
(

µν(d1 − d2)
(

ϕ(d1 + d2) + ψ
)

+ (µ+ ν)ϕ2
)

(µ+ ν)
(A.30)

with ϕ = aδ1 and ψ = a(x̃3 − x̃4)δ2 + bδ1. Hence the

condition (9). Besides, since δ1 = −4
d(t)5 for x̃ = 0, we can

deduce (10) from (9).

APPENDIX III

PROOF OF LEMMA 4

Let z = φ(x̃) given by:
{

h(x̃) = α2x̃1 − α1x̃2
zi+1 = Li

fh(x̃), i = 0, . . . , 3
(A.31)

Using Lie differentiation like in the Appendix II, it is

straightforward that φ is a local diffeomorphism under as-

sumptions of Lemma 3 since φ is C1 and its jacobian is non

singular:

det
∂φ

∂x̃
= det dO 6= 0 (A.32)

with (µ, ν) such that λ + ν 6= 0 and a = νi2 − µi1 6= 0.

Differentiating (A.31) leads to:














ż1 = z2
ż2 = z3 + ḡ2ũ
ż3 = z4 + ḡ3ũ
ż4 = f̄4(z) + ḡ4ũ

(A.33)

that is system (Sz) in (15) with Ac a matrix whose non null

entries is a unitary superdiagonal and functions f̄ , ḡ:

f̄(z) =
(

0 0 0 f̄4(z)
)T
, ḡ(z) =

(

0 ḡ2 ḡ3 ḡ4(z)
)T

with the f̄i, ḡi given by (16).
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