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Abstract

This paper proposes a mathematical model for Tilapia Lake Virus (TiLV) transmission in wild and farmed
tilapias within freshwater. This model takes into account two routes of transmission: vertical and horizontal.
This latter route integrates both the direct and indirect transmission. We define an explicit formula for the
reproductive number R0 and show by means of the Fatou’s Lemma that the disease free equilibrium is globally
asymptotically stable when, R0 < 1. Furthermore, we find an explicit formula of the endemic equilibria and
study its local stability as well as the uniform persistence of the disease when R0 > 1. Finally, a numerical
scheme to solve the model is developed and some parameters of the model are estimated based on biological
data. The numerical results illustrate the role of routes of transmission on the epidemic evolution.

Mathematics Subject Classification. 35K57, 35C07, 92D30
Key-words : Population dynamics, tilapia lake virus (TiLV), basic reproduction number, stability, persistence.

1 Introduction

1.1 Biological motivations

Tilapia is considered as an inexpensive primary source of protein for the majority of developing countries and
contributes significantly to global food security through its production of among five million metric tons yearly [2].
However, instead of some various diseases reported early, there is an outbreak of a new disease that is reported as
the major cause of mortality in tilapia fisheries.

The Tilapia Lake Virus (TiLV) is a newly discovered virus of tilapia. The infection has been reported in either
farmed and wild tilapia populations in fourteen countries across the world (Africa, Asia and South America) [18].
Natural outbreaks of TiLV reportedly resulted in 20− 90% mortality [5, 13]. In [18, 31], the authors reported that
the TiLV is most important in tilapia fry, fingerling and juveniles although viral infections were also evidenced
in sub-adult and adult fish. In general, clinical signs and high mortality rates were associated with fish weighing
1 − 50g. Most dead occurred within two weeks after the first dead were found. It is also reported that fish that
survived massive die-offs rarely showed clinical signs, suggesting the development of specific immunity against the
virus [35]. As TiLV has been horizontally transmitted through cohabitation, disease transmission is likely with
movement of live aquatic animals [14]. Disease has been associated with transfer between ponds and thus may be
associated with stress [11, 15]. Infected populations of fish, both farmed and wild, are the only established reservoirs
of infection. Up to date, the original source of TiLV is not known. No other risk factors (temperature, salinity, etc.)
have been identified as potential risk factors up to date. Recently, Yamkasem et al. [39] and T. Dong et al. [12]
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showed that the transmission can be also vertical from the infected fish to their reproductive organs, eggs, sperm
and to their fingerling. Currently, no published methods have been shown to be effective in limiting the impact of
an outbreak on an infected farm and there is no reported vaccine.

1.2 Mathematical model

Though the TiLV transmission has been considered by the authors cited above, there is only one mathematical
model for the spread of this disease to the best of our knowledge. In [40], the authors considered a deterministic
susceptible-infectious-mortality (SIM) model to derive key disease information appraised with published TiLV in-
duced cumulative mortality data. They used the Hill model to describe the relationship between tilapia mortality
and TilV exposure.

The main goal of this paper is to take profit of the numerous information on the routes of TiLV transmission
to develop a model as close as possible to reality, i.e. considering the different attributes of the infection depending
on the time since the infection: transmission rate, mortality rate, birth rate, shedding rate as well as duration of
infectious period. Indeed, the infectivity of TiLV-positive fish is high for a relatively short time after becoming
infectious, decreases and completely vanish thereafter [10, 14, 27, 37], this suggests that in the spread of the TilV,
the effective transmission depends greatly on the infection age (day post challenge [14, 27, 37], day post infection
[10]). This means that the rate of movement out of the infectious class (trought recovery or dead) is better captured
as a function of time since infection, rather than a constant value. Moreover it has been showed recently that tilapia
develop a immune response to TiLV see for instance [10, 27, 37]. This allows us to better choose a model in which
the population is divided into members who may become infected and members who can not become infected, either
because they are already infected or because they are immune, that is the underlying idea of infection age models
[6]. By choosing all parameters constant in the age-structured model developed here, we obtain a non age-structured
model. Therefore, age of infection epidemic models can be viewed as a generalization of compartments models with
an arbitrary number of compartments and transfer of some members within these compartments.

In this paper, we formulate a partial differential model with age of infection traducing the spread of the TiLV
in a given population. The model incorporates the vertical, the horizontal direct and indirect transmission. To do
so, let S(t) be the density of susceptible fish at time t, i(a, t) the density of fish infected at time t with respect
to age of infection a. To take into account the indirect transmission of the virus through water, we introduce a
new compartment V (t), that measures pathogen concentration in a water source at time t. Susceptible becomes
exposed either through direct contact with infected or through contact with contaminated water. The term Λ0

denotes the total recruitment of fish in the population. The constant σind denotes the transmission rate parameter
for water-to-fish contact (horizontal indirect transmission). The natural mortality is denoted by µ while the disease
related mortality δ(a) depending of the age of infection. We denote by b(a) the birth rate of an infected fish
depending on its age of infection a. Let π(a) be the proportion of offspring born in the infected class, then the

term

∫ ∞
0

π(a)b(a)i(a, t)da denotes the flux of infected offspring born into the infected class i at time t. The term

β(a)i(a, t) represents the flux of pathogen shed by infected fish with respect to the age of their infection at time t.

The flux of shed pathogen a time t is modeled by the term

∫ ∞
0

β(a)i(a, t)da, we assume that a fraction p ∈ [0, 1] of

this flux, is directly ingested by fish at time t by direct contact (from fish to fish) with a rate σdir and the remaining
1 − p is shed in water. The flux of newly infected fish corresponds to the boundary condition for i at age a = 0.
The mortality rate of the virus is denoted by µV . Following all the above assumptions, the model reads as follow:

dS

dt
= Λ0 −

∫ ∞
0

π(a)b(a)i(a, t)da− J(t)S(t)− µS(t),

∂i

∂t
+
∂i

∂a
= −η(a)i,

dV

dt
= (1− p)

∫ ∞
0

β(a)i(a, t)da− µV V,

(1.1)

where

J(t) = σdirp

∫ ∞
0

β(a)i(a, t)da+ σindV (t), and η(a) = µ+ δ(a).
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The system (1.1) is together with boundary conditions

i(0, t) = J(t)S(t) +

∫ ∞
0

π(a)b(a)i(a, t)da, (1.2)

and initial conditions
S(0) = S0 ∈ R+, i(., 0) = i0(.) ∈ L1

+(0,∞), V (0) = V0 ∈ R+, (1.3)

where L1
+(0,∞) is the space of functions of L1(0,∞) which are positive. Many types of diseases transmission with

age of infection have been widely concerned by researchers [4, 7, 9, 20, 23, 26]. In particular in [7], the authors
addressed the dynamics of an age-of-infection cholera model for which they incorporated both the direct and indirect
transmission. They proved the global stability of the equilibria by constructing a suitable Lyapunov functional. In
the same considerations J. Yang et al. [20] studied the global stability of an age-structured model describing the
transmission dynamics of cholera. After establishing the dynamical properties of the model by using a Lyapunov
function, they extended the global results obtained for multi-stage models to the general continuous age model.
None of the above models take into account two routes of transmission (vertical and horizontal) by integrating both
the direct and indirect transmission.

We aim to study the behaviour of the system (1.1)-(1.3). In order to do so, we structure the paper as follows.
In Section 2, we prove the well posedness of system (1.1)-(1.3). The Section 3 is devoted to the computation of
the basic reproduction number, the disease-free equilibrium and its stability. We prove the local stability of the
endemic equilibrium in Section 4. The uniform persistence of the disease in discussed in Section 5. In Section 6, we
perform some numerical simulations. Finally, a conclusion is given in Section 7.

Assumption 1.1
We assume that the following conditions are satisfied

(i) Λ0, µ, µV , σ
dir, σind > 0;

(ii) The functions δ(·) ∈ L∞+ (0,∞) and δ(a) > δ0 for a.e a ∈ (0,∞) and for some δ0 > 0;

(iii) The functions β(.), b(.), π(.) are positive, bounded and uniformly continuous on (0,∞). And there exist two
positive constants π0 and b0 such that b(a) ≥ b0 and π(a) ≥ π0 for a.e a ∈ (0,∞).

Here, L∞+ (0,∞) is space of functions of L∞(0,∞) which are positive.
Let us introduce the following function

F(a) = exp

(
−
∫ a

0

η(s)ds

)
. (1.4)

Then, it is clear that
F is a decreasing function, F(0) = 1 and F(a) ≤ 1. (1.5)

2 Well posedness of the system (1.1)-(1.3)

To show that the system (1.1)-(1.3) is well posed, we argue as in [25, 26]. Let X be the space defined as

X = R× L1(0,∞)× R.

We define on X the norm, for ϕ = (ϕ1, ϕ2, ϕ3)T ∈ X,

‖ϕ‖X = |ϕ1|+
∫ ∞

0

|ϕ2(a)|da+ |ϕ3|.

It is clear that (X, ‖.‖X) is a Banach space. Now, to take the boundary condition into account, we extend the
state space by setting X = X × R, and we denote by X+ the positive cone of X . Let also X ◦ = X × {0}. For
u = (u1, u2, u3)T ∈ X, let v = (u, 0)T ∈ X ◦ and we define the linear operator A : D(A) ⊂ X → X by
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Av =


−µu1

−
(
∂
∂a + η(a)

)
u2

−µV u3

−u2(0)

 ,

with
D(A) = {v ∈ X ◦+ : u2(.) ∈W 1,1(0,+∞)}.

Then D(A) = X ◦ is not dense in X . Let

F1 (v) = Λ0 −
∫ ∞

0

π(a)b(a)u2(a)da−
[
σdirp

∫ ∞
0

β(a)u2(a)da+ σindu3

]
u1,

F4 (v) =

∫ ∞
0

π(a)b(a)u2(a)da+

[
σdirp

∫ ∞
0

β(a)u2(a)da+ σindu3

]
u1,

and

F3 (v) = (1− p)
∫ ∞

0

β(a)u2(a)da.

We consider F : D(A)→ X the nonlinear map defined by

F (v) =


F1(v)

0
F3(v)
F4(v)

 .

Set X0 = D(A) and X+
0 = D(A) ∩ X+. Then, the system (1.1)-(1.3) rewrites as the following abstract Cauchy

problem
dv(t)

dt
= Av(t) + F (v(t)), for t ≥ 0, with v(0) = v0 ∈ D(A). (2.1)

In general, the differential equation (2.1) may not have a strong solution. Thus, we solve it in integrated form:

v(t) = v0 +A

∫ t

0

v(s)ds+

∫ t

0

F (v(s))ds. (2.2)

A continuous solution to (2.1) is called an integral solution to (2.2).

Theorem 2.1 The system of equations (1.1)-(1.3) represented by the integral equation (2.2) has a unique continuous
solution with values in X+

0 . Moreover the map Ψ : [0,∞) × X+
0 → X

+
0 defined by Ψ(t, x) = v(t) is a continuous

semiflow. That is the map Ψ is continuous and Ψ(t,Ψ(s, .)) = Ψ(t+ s, .) and Ψ(0, .) is the identity map.

Proof. We argue as in [26]. First, we notice that F is Lipschitz continuous on bounded sets. It is standard to
prove that the operator (A,D(A)) is a Hille-Yosida operator and A is resolvent positive see for e.g [25, 26]. Next,
we show that for all t ≥ 0 and v ∈ X+

0 ,

lim
h→0+

1

h
dist(v + hF (v),X+) = 0. (2.3)

Let m > 0 and B(0,m) be the ball of X centered at 0 and with radius m. By the expression of F , there exists a
positive constant C = C(m, ‖β‖L∞(0,∞)) such for any v ∈ X+

0 ∩B(0,m),

F (v) + αv ∈ X+.
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Now, if we let
F̃ (v) = F (v) + αv,

with α being chosen such that α > C. Then, F̃ (v) ∈ X+ and for any positive and sufficiently small h, we have

α− αhv ∈ X+ and hF̃ (v) ∈ X+. So

lim
h→0+

1

h
dist(v + hF (v),X+) = lim

h→0+

1

h
dist(α− αhv + hF̃ (v),X+) = 0.

This complete the proof.
In what follows, we prove that the solution of (1.1)-(1.3) is bounded.

Theorem 2.2 The solution of system (1.1)-(1.3) is bounded. More precisely we have, for a.e t ≥ 0,

S(t) +

∫ ∞
0

i(a, t)da ≤ max

{
S0 +

∫ ∞
0

i0(a)da,
Λ0

µ

}
, V (t) ≤ max

{
V0,

(1− p)‖β‖L∞(0,∞)

µV

Λ0

µ

}
. (2.4)

Moreover the upper bounds are uniforms,

lim sup
t→∞

[S(t) +

∫ ∞
0

i(a, t)da] ≤ Λ0

µ
, lim sup

t→∞
V (t) ≤

(1− p)‖β‖L∞(0,∞)

µV

Λ0

µ
. (2.5)

Proof. Integrating the second equation of (1.1) on (0,∞) with respect to a, and combining with the first
equation of (1.1) yields

S + I ≤ Λ0 − µ(S + I) = (S0 + I0)e−µt +
Λ0

µ
(1− e−µt),

where I(t) :=

∫ ∞
0

i(a, t)da. from which we deduce the first inequality of (2.4). Moreover,

lim sup
t→∞

[S(t) + I(t)] ≤ Λ0

µ
,

and then, from the third equation of (1.1), we have

dV

dt
≤ (1− p)‖β‖L∞(0,∞)I(t)− µV V

≤ (1− p)‖β‖L∞(0,∞)
Λ0

µ
− µV V.

Hence

V (t) ≤ V0e
−µV t +

(1− p)‖β‖L∞(0,∞)

µV

Λ0

µ
(1− e−µV t),

from which we deduce the second inequality of (2.4). Furthermore,

lim sup
t→∞

V (t) ≤
(1− p)‖β‖L∞(0,∞)

µV

Λ0

µ
.

This complete the proof.

Remark 1 We have shown in Theorem 2.2 that the set D defined as

D =

{
(S, i, V ); S(t) +

∫ ∞
0

i(a, t)da ≤ Λ0

µ
, V (t) ≤

(1− p)‖β‖L∞(0,∞)

µV

Λ0

µ

}
, (2.6)

is positively invariant for system (1.1).

The next section concerns the basic reproduction number, the existence and the stability of the disease-free equi-
librium.
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3 Basic reproduction number

Anticipating our future needs, we start this section by the following definition

Definition 3.1 We define the basic reproduction number of system (1.1)-(1.3) by the following formula:

R0 = RHdir0 +RHind0 +RV0 (3.1)

where

RHdir0 =
Λ0

µ
σdirp

∫ ∞
0

β(a)F(a)da, (3.2a)

RHind0 =
Λ0

µ

σind(1− p)
µV

∫ ∞
0

β(a)F(a)da, (3.2b)

RV0 =

∫ ∞
0

π(a)b(a)F(a)da, (3.2c)

where F(a) is given by (1.4).

R0 depicts the expected number of secondary infections resulting from a single primary infection into an otherwise
susceptible population. The term RHdir0 is the average number of secondary infections produced by one infective
individual during its infectious period by horizontal direct transmission while RHind0 represents the average number
of secondary infections produced by one infective individual during its infectious period by horizontal indirect
transmission. RV0 is the average number of secondary infections produced by one infective individual during its
infectious period by vertical transmission.

Theorem 3.1 Let R0 be defined by (3.1). Then, system (1.1)-(1.3) always has a disease-free equilibrium given by

E0 = (S0, 0, 0), where S0 =
Λ0

µ
. Moreover the disease-free equilibrium E0 is locally asymptotically stable if R0 < 1

while unstable if R0 > 1.

Proof. It is clear that E0 exists. Now let S(t) = S0 + S1(t), i(a, t) = i1(a, t) and V (t) = V1(t). Linearizing the
system (1.1)-(1.3) about E0, we obtain the following system

dS1

dt
= −

∫ ∞
0

π(a)b(a)i1(a, t)da−
[
σdirp

∫ ∞
0

β(a)i1(a, t)da+ σindV1

]
S0 − µS1(t),

∂i1
∂t

+
∂i1
∂a

= −η(a)i1,

dV1

dt
= (1− p)

∫ ∞
0

β(a)i1(a, t)da− µV V1,

(3.3)

together with boundary condition

i1(0, t) =

[
σdirp

∫ ∞
0

β(a)i1(a, t)da+ σindV1

]
S0 +

∫ ∞
0

π(a)b(a)i1(a, t)da. (3.4)

We look for solutions on the form S1(t) = xert, i1(a, t) = y(a)ert and V1(t) = zert, with r a real number. Thus we
consider the following problem

rx = −
∫ ∞

0

π(a)b(a)y(a)da−
[
σdirp

∫ ∞
0

β(a)y(a)da+ σindz

]
S0 − µx,

ry(a) +
dy(a)

da
= −η(a)y(a),

rz = (1− p)
∫ ∞

0

β(a)y(a)da− µV z,

y(0) =

[
σdirp

∫ ∞
0

β(a)y(a)da+ σindz

]
S0 +

∫ ∞
0

π(a)b(a)y(a)da.

(3.5)
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Solving the second equation of (3.5) lead us to

y(a) = y(0)e−
∫ a
0

(r+η(s))ds. (3.6)

Moreover the third equation of (3.5) gives

z =
(1− p)
r + µV

y(0)

∫ ∞
0

β(a)e−arF(a)da, (3.7)

with F(a) given by (1.4).
Taking (3.6) and (3.7) into account, the fourth equation of (3.5) lead us to

y(0) = y(0)

[
σdirp+

σind(1− p)
r + µV

]
S0

∫ ∞
0

β(a)e−arF(a)da+ y(0)

∫ ∞
0

π(a)b(a)e−arF(a)da.

That is

1 =

[
σdirp+

σind(1− p)
r + µV

]
S0

∫ ∞
0

β(a)e−arF(a)da+

∫ ∞
0

π(a)b(a)e−arF(a)da. (3.8)

Define a function

H(r) =

[
σdirp+

σind(1− p)
r + µV

]
S0

∫ ∞
0

β(a)e−arF(a)da+

∫ ∞
0

π(a)b(a)e−arF(a)da. (3.9)

Then, H(0) = R0. Moreover it is easy to see that, H is a continuously differentiable satisfying

lim
r→+∞

H(r) = 0, lim
r→−∞

H(r) = +∞, and H ′(r) < 0.

Therefore H is a decreasing function. Hence, any real solution of equation (3.8) is negative if R0 < 1, and positive
if R0 > 1. Thus, if R0 > 1 the infection-free equilibrium is unstable. Next, we show that equation (3.8) has no
complex solutions with nonnegative real part if R0 < 1. To do this, let r = x + iy, with x, y ∈ R be a solution of
equation (3.8). Now define

G(a) = (σdirpS0β(a) + π(a)b(a))F(a), (3.10)

and
H(a) = σind(1− p)S0β(a)F(a). (3.11)

So

H(r) =

∫ ∞
0

G(a)e−arda+
1

r + µV

∫ ∞
0

H(a)e−arda.

We argue by contradiction by assuming that x ≥ 0. Then,

|H(r)| =

∣∣∣∣∫ ∞
0

G(a)e−arda+

∫ ∞
0

H(a)e−arda

∣∣∣∣
≤

∫ ∞
0

|e−a(x+iy)|G(a)da+
1√

(x+ µV )2 + y2

∫ ∞
0

|e−a(x+iy)|H(a)da

≤
∫ ∞

0

e−axG(a)da+
1

x+ µV

∫ ∞
0

e−axH(a)da

= |H(x)| ≤ R0 < 1.

That is |H(r)| < 1, which is a contradiction. Thus, x < 0 and every solution of (3.8) has a negative real part.
Therefore, if R0 < 1, the disease-free equilibrium E0 is locally asymptotically stable and is unstable if R0 > 1. This
complete the proof.

Next, we prove the global stability of the disease-free equilibrium.
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Theorem 3.2 Under the assumptions of Theorem 3.1, the disease-free equilibrium E0 of system (1.1)-(1.3) is
globally asymptotically stable if R0 < 1.

Proof. From Theorem 3.1, we know that the disease-free equilibrium E0 is locally asymptotically stable when
R0 < 1. It suffices to show that E0 is a global attractor. By integrating the equation of (1.1) in i along the
characteristic line t− a = c, we obtain

i(a, t) =

{
B(t− a)F(a) if 0 ≤ a < t,

i0(a− t)e−
∫ a
a−t

η(s)ds if a > t ≥ 0,
(3.12)

where B(t) = i(0, t). Let m = lim sup
t→∞

B(t). Also by integrating the third equation of (1.1), we obtain

V (t) = V0e
−µV t + (1− p)

∫ t

0

∫ ∞
0

e−µV (t−s)β(a)i(a, s)dads. (3.13)

Now considering (1.2), (3.12) and (3.13), we write

B(t) = S(t)

[
σdirp

∫ t

0

β(a)B(t− a)F(a)da+ σdirp

∫ ∞
t

β(a)i(a, t)da

]
+S(t)

[
σindV0e

−µV t + σind(1− p)
∫ t

0

∫ ∞
0

e−µV (t−s)β(a)i(a, s)dads

]
(3.14)

+

∫ t

0

π(a)b(a)B(t− a)F(a)da+

∫ ∞
t

π(a)b(a)i(a, t)da.

Notice that by a change of variable, we have

∫ t

0

∫ ∞
0

e−µV (t−s)β(a)i(a, s)dads =

∫ t

0

∫ t

0

e−µV (t−s)β(a)B(s− a)F(a)dads

+

∫ t

0

∫ ∞
t

e−µV (t−s)β(a)i(a, s)dads

=

∫ t

0

∫ t

0

e−µV sβ(a)B(t− s− a)F(a)dads

+

∫ t

0

∫ ∞
t

e−µV (t−s)β(a)i(a, s)dads.

Thus (3.14) gives

B(t) = S(t)

[
σdirp

∫ t

0

β(a)B(t− a)F(a)da+ σdirp

∫ ∞
t

β(a)i(a, t)da

]
+S(t)

[
σindV0e

−µV t + σind(1− p)
∫ t

0

∫ t

0

e−µV sβ(a)B(t− s− a)F(a)dads

]
+σind(1− p)S(t)

∫ t

0

∫ ∞
t

e−µV (t−s)β(a)i(a, s)dads+

∫ t

0

π(a)b(a)B(t− a)F(a)da

+

∫ ∞
t

π(a)b(a)i(a, t)da.

Taking the lim sup when t→∞ on both sides of this latter equality and thanks to Fatou’s Lemma and the relation
(2.2), we obtain
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m ≤ Λ0

µ

[
σdirpm

∫ ∞
0

β(a)F(a)da+ σind(1− p)m
∫ ∞

0

∫ ∞
0

e−µV sβ(a)F(a)dads

]
+m

∫ ∞
0

π(a)b(a)F(a)da

=
Λ0

µ

[
σdirpm

∫ ∞
0

β(a)F(a)da+
σind(1− p)

µV
m

∫ ∞
0

β(a)F(a)da

]
+m

∫ ∞
0

π(a)b(a)F(a)da

= mR0.

So m(1−R0) ≤ 0. Since R0 < 1, then m = 0. This implies that

lim
t→∞

i(a, t) = 0 and lim
t→∞

V (t) = 0.

From the first equation in (1.1), we have lim
t→∞

S(t) =
Λ0

µ
. So the disease free equilibrium is a global attractor. This

complete the proof.

4 Endemic equilibria and their stability

Lemma 4.1 (Existence of an endemic equilibrium) Let R0 and RV0 be given respectively by (3.1) and (3.2c). If
R0 > 1, then there exists a positive endemic equilibrium P ∗ = (S∗, i∗(a), V ∗), when RV0 < 1 where

S∗ =
(1−RV0 )µV

(σdirpµV + σind(1− p))K
, i∗(a) = (R0 − 1)

µµV F(a)

(σdirpµV + σind(1− p))K
, (4.1)

and

V ∗ = (R0 − 1)
µ(1− p)

(σdirpµV + σind(1− p))
, (4.2)

with

K =

∫ ∞
0

β(a)F(a)da.

Remark 2 Note that the biologically meaningful interpretation of the condition RV0 < 1 is the following: the vertical
transmission alone is almost insufficient to sustain epidemic growth.

Proof. Let (S∗, i∗(a), V ∗) represent any arbitrary endemic equilibrium of the model (1.1)-(1.3). Then it satisfies
the following equations

Λ0 −
∫ ∞

0

π(a)b(a)i∗(a)da−
[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
S∗ − µS∗ = 0,

di∗(a)

da
= −η(a)i∗(a),

(1− p)
∫ ∞

0

β(a)i∗(a)da− µV V ∗ = 0,

i∗(0) =

[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
S∗ +

∫ ∞
0

π(a)b(a)i∗(a)da.

(4.3)

The solution of the second equation of (4.3) is given by

i∗(a) = i∗(0)F(a). (4.4)
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Taking (4.4) into account, we obtain from the third equation of (4.3)

V ∗ =
1− p
µV

i∗(0)K. (4.5)

Hence the fourth equation gives

i∗(0) = i∗(0)K

(
σdirp+

σind(1− p)
µV

)
S∗ + i∗(0)RV0 ,

so

1 = K

(
σdirp+

σind(1− p)
µV

)
S∗ +RV0 . (4.6)

That is

S∗ =
(1−RV0 )µV

(σdirpµV + σind(1− p))K
.

Moreover by replacing S∗ by its value in the first equation of (4.3) and taking (4.4) and (4.5) into account, we
obtain

i∗(0) = (R0 − 1)
µµV

(σdirpµV + σind(1− p))K
.

Hence the second relation of (4.1) holds. Now using this latter relation in (4.5), (4.2) follows. This complete the
proof.

Theorem 4.1 (local stability of the endemic equilibrium). If R0 > 1, then the endemic equilibrium is locally
asymptotically stable.

Proof. Let (S∗, i∗(a), V ∗) be an equilibrium point of (1.1)-(1.3). We set S(t) = S∗+S1(t), i(a, t) = i∗(a)+i1(a, t)
and V (t) = V ∗ + V1(t). Then (S1, i1, V1) is solution to the linearized system

dS1

dt
= −J1(t)S∗ − J∗S1 − µS1(t)−

∫ ∞
0

π(a)b(a)i1(a, t)da,

∂i1
∂t

+
∂i1
∂a

= −η(a)i1,

dV1

dt
= (1− p)

∫ ∞
0

β(a)i1(a, t)da− µV V1,

(4.7)

where

J1(t) =

[
σdirp

∫ ∞
0

β(a)i1(a, t)da+ σindV1

]
and J∗ =

[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
.

And together with boundary condition

i1(0, t) = J1(t)S∗ + J∗S1 +

∫ ∞
0

π(a)b(a)i1(a, t)da. (4.8)

We are looking solutions on the form S1(t) = xert, i1(a, t) = y(a)ert and V1(t) = zert, with r a real number. Thus
we consider the following problem

rx = −
[
σdirp

∫ ∞
0

β(a)y(a)da+ σindz

]
S∗ −

[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
x− µx−

∫ ∞
0

π(a)b(a)y(a)da,

ry(a) +
dy(a)

da
= −η(a)y(a),

rz = (1− p)
∫ ∞

0

β(a)y(a)da− µV z,

y(0) =

[
σdirp

∫ ∞
0

β(a)y(a)da+ σindz

]
S∗ +

[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
x+

∫ ∞
0

π(a)b(a)y(a)da.

(4.9)
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Solving the second equation of (4.9) lead us to

y(a) = y(0)e−
∫ a
0

(r+η(s))ds,

which by using the expression of F(a) given by (1.4) gives

y(a) = y(0)e−arF(a). (4.10)

Moreover the third equation of (4.9) gives

z =
(1− p)
r + µV

y(0)

∫ ∞
0

β(a)e−arF(a)da. (4.11)

Taking (4.10) and (4.11) into account, the fourth equation of (4.9) lead us to

y(0) = y(0)

[
σdirp+

σind(1− p)
r + µV

]
S∗
∫ ∞

0

β(a)e−arF(a)da+

[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
x (4.12)

+y(0)

∫ ∞
0

π(a)b(a)e−arF(a)da.

Moreover, combining the first and the fourth equations of (4.9), we obtain

x = − y(0)

r + µ
.

Hence (4.12) becomes

1 +
A∗

r + µ
=

[
σdirp+

σind(1− p)
r + µV

]
S∗
∫ ∞

0

β(a)e−arF(a)da+

∫ ∞
0

π(a)b(a)e−arF(a)da, (4.13)

where A∗ =

[
σdirp

∫ ∞
0

β(a)i∗(a)da+ σindV ∗
]
. Next, for r being a complex number with a nonnegative real part,

it is easy to see that ∣∣∣∣1 +
A∗

r + µ

∣∣∣∣ =

∣∣∣∣r + µ+A∗

r + µ

∣∣∣∣ > 1. (4.14)

Moreover, we can write∣∣∣∣[σdirp+
σind(1− p)
r + µV

]
S∗
∫ ∞

0

β(a)e−arF(a)da+

∫ ∞
0

π(a)b(a)e−arF(a)da

∣∣∣∣ (4.15)

≤
[
σdirp+

σind(1− p)
µV

]
S∗
∫ ∞

0

β(a)F(a)da+

∫ ∞
0

π(a)b(a)F(a)da = 1.

Combining (4.14) and (4.15), we obtain a contradiction. So the real part of r is strictly negative. Hence, the
endemic equilibrium is locally asymptotically stable according to [8, 26]. This complete the proof.

5 Uniform persistence of the disease

Let us introduce the following sets

M =

{
ϕ(a) ∈ L1

+(0,∞);∃t ≥ 0 :

∫ ∞
0

β(a+ t)ϕ(a)da > 0 and

∫ ∞
0

π(a+ t)b(a+ t)ϕ(a)da > 0

}
,

D0 = R+ ×M× R+, and X0 = D ∩D0,

where D is given by (2.6).
In this section we aim to prove the following
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Theorem 5.1 (Strongly uniform persistence) Assume that R0 > 1, then there exists a constant ρ > 0 (independent
of initial conditions) such that any solution (S, i, V ) of (1.1)-(1.3) with (S0, i0, V0) ∈ R+ ×L1

+(0,∞)×R+ satisfies

lim inf
t→∞

(∫ ∞
0

i(a, t)da+ V (t)

)
> ρ.

To prove this theorem, we state and prove Lemmas 5.1 and 5.2. We will denote by ‖.‖∞, the L∞-norm in a suitable
space.

Lemma 5.1 (Weakly uniform persistence) Assume that R0 > 1, then there exist a constant γ > 0 such that any
solution (S, i, V ) of (1.1)-(1.3) with (S0, i0, V0) ∈ R+ × L1

+(0,∞)× R+ satisfies

lim sup
t→∞

(∫ ∞
0

i(a, t)da+ V (t)

)
> γ.

Proof. We argue by contradiction, that is we assume that for every ε > 0, we have

lim sup
t→∞

(∫ ∞
0

i(a, t)da+ V (t)

)
< ε. (5.1)

Without loss of generality we choose ε such that 0 < ε < Λ0

2‖b‖∞ . Hence there exists t1 > 0 such that for all t > t1,∫ ∞
0

i(a, t)da+ V (t) < ε. (5.2)

π being a probability, it follows from the first equation in (1.1) that,

dS(t)

dt
≥ Λ0 − ε‖b‖∞ − [σdirp‖β‖∞ + σind]εS(t)− µS(t).

Therefore,

lim sup
t→∞

S(t) ≥ lim inf
t→∞

S(t) ≥ Λ0 − ε‖b‖∞
µ+ [σdirp‖β‖∞ + σind]ε

.

Thus

lim sup
t→∞

S(t) ≥ Λ0 − ε‖b‖∞
µ+mε

, (5.3)

with m = σdirp‖β‖∞ + σind.
We let B(t) = i(0, t) and using the inequality (5.3), we obtain

B(t) ≥ σdir(Λ0 − ε‖b‖∞)

µ+mε

∫ ∞
0

β(a)i(a, t)da+
σind(Λ0 − ε‖b‖∞)

µ+mε
V (t) +

∫ ∞
0

π(a)b(a)i(a, t)da. (5.4)

Using the expression of i given by (3.12) in (5.4), we obtain

B(t) ≥ σdir(Λ0 − ε‖b‖∞)

µ+mε

∫ t

0

β(a)B(t− a)F(a)da+
σind(Λ0 − ε‖b‖∞)

µ+mε
V (t) +

∫ t

0

π(a)b(a)B(t− a)F(a)da (5.5)

Using again the expression of i given by (3.12) in the third equation of (1.1), we have that

dV (t)

dt
≥ (1− p)

∫ t

0

β(a)B(t− a)F(a)da− µV V (t). (5.6)

Let B̂(λ) be the Laplace transform of B(t) and V̂ (λ) be the Laplace transform of V (t). Furthermore, we set

K̂1(λ) =

∫ ∞
0

β(a)F(a)e−λada and K̂2(λ) =

∫ ∞
0

π(a)β(a)F(a)e−λada. (5.7)
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Then by applying the Laplace transform in the both sides of (5.5) and (5.6), we respectively obtain

B̂(λ) ≥ σdir(Λ0 − ε‖b‖∞)

µ+mε
K̂1(λ)B̂(λ) +

σind(Λ0 − ε‖b‖∞)

µ+mε
V̂ (λ) + K̂2(λ)B̂(λ), (5.8)

and
λV̂ (λ)− V0 ≥ (1− p)K̂1(λ)B̂(λ)− µV V̂ (λ). (5.9)

Hence by combining (5.8) and (5.9), we are led to

B̂(λ) ≥
{

Λ0 − ε‖b‖∞
µ+mε

[
σdirp+

σind(1− p)
λ+ µV

]
K̂1(λ) + K̂2(λ)

}
B̂(λ) +

σind(Λ0 − ε‖b‖∞)V0

(µ+mε)(λ+ µV )
. (5.10)

Notice that (5.10) holds for a given ε ≈ 0 and for any λ > 0. By assuming that λ ≈ 0, we have{
Λ0 − ε‖b‖∞
µ+mε

[
σdirp+

σind(1− p)
λ+ µV

]
K̂1(λ) + K̂2(λ)

}
= R0 > 1.

Then (5.10) can be rewritten as

B̂(λ) ≥ B̂(λ) +
Λ0σ

indV0

2µµV
.

Which is impossible since
Λ0σ

indV0

2µµV
> 0. Hence there is a constant γ > 0 such that any solution (S, i, V ) of

(1.1)-(1.3) with (S0, i0, V0) ∈ R+ × L1
+(0,∞)× R+ satisfies

lim sup
t→∞

(∫ ∞
0

i(a, t)da+ V (t)

)
> γ. (5.11)

Moreover every solution (S, i, V,B) of (1.1)-(1.3) is bounded below. Indeed using (5.4) and (5.11), we are lead to

B(t) ≥ σdir(Λ0 − ε‖b‖∞)

µ+mε

∫ ∞
0

β(a)i(a, t)da+
σind(Λ0 − ε‖b‖∞)

µ+mε
V (t) +

∫ ∞
0

π(a)b(a)i(a, t)da

≥ σdirβ0(Λ0 − ε‖b‖∞)

µ+mε

∫ ∞
0

i(a, t)da+
σind(Λ0 − ε‖b‖∞)

µ+mε
V (t) + π0b0

∫ ∞
0

i(a, t)da

≥
(
σdirβ0(Λ0 − ε‖b‖∞)

µ+mε
+ π0b0

)∫ ∞
0

i(a, t)da+
σind(Λ0 − ε‖b‖∞)

µ+mε
V (t)

≥ min

{
σdirβ0(Λ0 − ε‖b‖∞)

µ+mε
+ π0b0,

σind(Λ0 − ε‖b‖∞)

µ+mε

}(∫ ∞
0

i(a, t)da+ V (t)

)
.

Thus

lim sup
t→∞

B(t) ≥ mεγ,

with mε = min

{
σdirβ0(Λ0 − ε‖b‖∞)

µ+mε
+ π0b0,

σind(Λ0 − ε‖b‖∞)

µ+mε

}
.

On the other hand, this implies

lim sup
t→∞

∫ ∞
0

β(a)i(a, t)da = lim sup
t→∞

∫ t

0

β(a)B(t− a)F(a)da

≥ mεγ

∫ ∞
0

β(a)F(a)da.
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Hence using the third equation in (1.1), we obtain

dV (t)

dt
≥ (1− p)mεγ

∫ ∞
0

β(a)F(a)da− µV .

So

lim sup
t→∞

V (t) ≥ (1− p)mεγ

µV

∫ ∞
0

β(a)F(a)da.

This complete the proof.
The next result shows that system (1.1)-(1.3) has a global compact attractor.

Lemma 5.2 Assume that R0 > 1, then there exists a compact subset M0 of X0 which is a global attractor for the
solution semiflow Ψ of system (1.1)-(1.3) in X0.

Proof. Set
Ψ(t, S0, i0(.), V0) = (S(t), i(., t), V (t)),

Ψ : [0,∞) × X0 → X0 with Ψ(t,Ψ(s,−)) = Ψ(t + s,−) for all t, s ≥ 0, and Ψ(0,−) being the identity map. We
aim to show that Ψ satisfies the assumptions Lemma 3.2.3 and Theorem 3.4.6 in [16]. To do so, split the solution

semiflow Ψ in two components Ψ(t, x0) = Ψ̂(t, x0) + Ψ̃(t, x0) such that Ψ̂(t, x0) → 0 as t → ∞ for every x0 ∈ X0,

and for any fixed t, and any bounded set B in X0, the set {Ψ̃(t, x0) : x0 ∈ B} is precompact. The two summands
are defined as follows

Ψ̂(t, S0, i0, V0) = (0, î(., t), 0)

Ψ̃(t, S0, i0, V0) = (S(t), ĩ(., t), V (t)).

Notice that S(t) and V (t) satisfy the system (1.1)-(1.3) with i(a, t) = î(a, t) + ĩ(a, t). The function î(a, t) is solution
to 

∂î

∂t
+
∂î

∂a
= −η(a)̂i,

î(0, t) = 0,

î(a, 0) = i0(a),

(5.12)

and ĩ(a, t) is solution to
∂ĩ

∂t
+
∂ĩ

∂a
= −η(a)̃i,

ĩ(0, t) = S(t)
(
σdirp

∫∞
0
β(a)i(a, t)da+ σindV (t)

)
+
∫∞

0
π(a)b(a)i(a, t)da,

ĩ(a, 0) = 0.

(5.13)

It is clear that î and ĩ are nonnegative. We set v(t) =

∫ ∞
0

î(a, t)da. Then

v′(t) =

∫ ∞
0

∂î

∂t
(a, t)da

=

∫ ∞
0

(
−η(a)̂i(a, t)− ∂î

∂a
(a, t)

)
da

= −
∫ ∞

0

η(a)̂i(a, t)da

≤ −µv(t).
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So v(t) ≤
(∫ ∞

0

i0(a)da

)
e−µt, and lim

t→∞
v(t) = 0. Thus Ψ̂(t, x0)→ 0 as t→∞, for every x0 ∈ X0. Now, it remains

to show that the set {Ψ̃(t, x0) : x0 ∈ X0, t fixed} is precompact. We use the Fréchet-Kolmogorov Theorem (see
[42]). In fact, first we have the family {Ψ(t, x0) : x0 ∈ X0, t fixed} ⊂ X0. Notice that X0 is bounded. Therefore
{Ψ(t, x0)} is bounded for different values of initial conditions in X0. On the other hand, from (5.13), it is easy to

show that ĩ(a, t) = 0 for a > t. hence the third condition of the Frćhet-Kolmogorov Theorem is satisfied. Finally to

show that the second condition is fulfilled, we have to bound by a constant the L1-norm of
∂ĩ

∂a
. In fact from(5.13),

we have

ĩ(a, t) =

{
B̃(t− a)F(a) if 0 ≤ a < t,
0 if a > t ≥ 0,

(5.14)

where

B̃(t) = S(t)

(
σdirp

∫ ∞
0

β(a)B̃(t− a)F(a)da+ σindV (t)

)
+

∫ ∞
0

π(a)b(a)B̃(t− a)F(a)da. (5.15)

Notice that for x0 ∈ X0, B̃(t) is bounded. In fact, from Theorem 2.2, we have that S(t) and V (t) are bounded.
Thus from (5.15), there exist two positive constants C1 and C2, which may depend of the bound of parameters and
solutions such that

B̃(t) ≤ C1

∫ t

0

B̃(t− a)da+ C2. (5.16)

Moreover by differentiating B̃(t), it is easy to see that, there exist positive constants C3 and C4 depending of the
bound of parameters as well as bound of the solutions such that

|B̃′(t)| ≤ C3

∫ t

0

|B̃′(t− a)|da+ C4. (5.17)

Using Gronwall’s inequality, we have

B̃(t) ≤ C2e
C1t and B̃′(t) ≤ C4e

C2t. (5.18)

Then from (5.14), we can write

∂ĩ

∂a
(a, t) =

{
−B̃′(t− a)F(a) + B̃(t− a)F ′(a) if 0 ≤ a < t,
0 if a > t ≥ 0.

So ∫ ∞
0

∣∣∣∣∣ ∂ĩ∂a (a, t)

∣∣∣∣∣ da ≤
∫ ∞

0

|B̃′(t− a)|F(a)da+

∫ ∞
0

B̃(t− a)|F ′(a)|da

≤ C4e
C2t

∫ ∞
0

F(a)da+ C2e
C1t

∫ ∞
0

|F ′(a)|da < C, for t fixed.

Finally since ∫ ∞
0

|̃i(a+ h, t)− ĩ(a, t)|da ≤ ‖∂ĩ/∂a‖|h| < C|h|. (5.19)

Therefore, it follows that the integral (5.19) can be made arbitrary small in the family of functions. Thus all
requirements of the Fréchet-Kolmogorov Theorem are satisfied . This complete the proof.

Now we are about to prove the Theorem 5.1
Proof. (Proof of Theorem) We apply Theorem 2.6 in [38]. We consider the solution semiflow Ψ on X0. Let us

consider the function
φ : X0 → R+
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as follows

φ(Ψ(t, x0)) =

∫ ∞
0

i(a, t)da+ V (t). (5.20)

Lemma 5.1 shows that the semiflow is uniformly weakly φ-persistent. Lemma 5.2 shows that the solution semiflow
has a global attractor M0. Since the solution semiflow is non negative for all times t ∈ R+, we have that for any r
with t > r and using (5.6) ∫ ∞

0

i(a, t)da+ V (t) ≥ V (r)e−µV (t−r).

Therefore

∫ ∞
0

i(a, t)da+ V (t) > 0 for all t > r provided V (r) > 0. Thus from Theorem 2.6 in [38], it follows that

the solution semiflow is uniformly strongly φ-persistent. Hence there exists a constant ρ such that

lim inf
t→∞

φ(Ψ(t, x0)) ≥ ρ.

This complete the proof.

6 Numerical experiments

In this section, we present some numerical simulations to illustrate our theoretical results.

6.1 Model parameters

The list of the parameters of our model as well as their values are summarized in the table 1.

Description Dimension Values Sources
Λ0 Recruitment rate fish.day −1 274 fixed
b(a) birth rate of an infected fish day −1 4

365 [28]
θ Normalization param. for shedding rate copies.day −3.fish−1 104 [43, 39]
τ1 Mean duration of the latency period day 2 [10, 14, 37]
τ2 Mean duration of the infectious period day 13 [37]
µ Natural mortality rate day −1 1

365 [21, 41]
µV Mortality rate of virus day −1 0.5 [29, 32]
δ0 Normalization param. for death rate day −3 1.63× 10−2 [14]
a1 Mean delay between infection and onset of mortality day 2 [10, 14]
a2 Mean duration of disease related mortality day 7 [10, 14]
σdir Horizontal direct transmission rate copies−1 1.48× 10−9 estimated
σind Horizontal indirect transmission rate copies−1.day−1 0.75× 10−11 estimated
ε Normalization param. fish−1 4× 10−5 [28]
π0 Normalization param. day −2 1

86 [12]
π1 Mean delay between infection and laying being affected day 2 [14, 39]
π2 Mean duration of laying being affected day 13 [14, 37]
p Probability of disease transmission due to direct contact none 0.01 fixed

Table 1: Baseline values of the model parameters.

Value of parameter µ : following [21, 41], the natural mortality rate in tilapia is around 1.14±0.36 year−1, hence
we take µ = 1

365 day −1.
Value of parameter Λ0: the recruitment is defined as the number of new young fish that enter a population in

a given year, its value is very difficult to predict. Inter annual fluctuations often appear random or even chaotic,
and may be superimposed on decadal trends and periods of high or low recruitment. Recruitment levels often are
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poorly correlated with adult stock abundance, are vaguely related to fishing effort on adults and, in most cases,
are unpredictable. This led fishery scientists to commonly refer to a deficient knowledge of causes of recruitment
variability as the “recruitment problem” [17] (or the “central problem of fish population dynamics” [3]). This
problem is also due to the difficulty to predict the number of fish larvae in one season that will survive and become
juvenile fish in the next season. Since fish produce huge volumes of larvae, but the volumes are very variable
and mortality is high, making good predictions difficult [3]. To test the routes of transmission in scenario (i), the
recruitment rate was fixed to 274 fish.day −1. In that case, the total size of fish converges towards the carrying
capacity Λ0/µ = 105 fish at the disease-free equilibrium. To simulate the longer term forecasting of epidemic in
Scenario (ii), the recruitment rate was assumed to depend on the water temperature.

Value of b(.): A work conducted by Myers et al. [28], established that at low population sizes, the maximum
annual reproductive rate for any species examined in their study is typically between 1 and 7 ( 1

365 and 7
365 day −1).

They also find that this number relatively constant within species, has a relatively little variation among species.
According to the fact that the disease duration is very small, we choose b(a) independent of the age of infection a
and we estimate b(a) = 4

365 day −1, so that the birth rate b(a) lies between the values given above as in [28].
Values of β(.): we choose the shedding rate of infected fish with respect to age of infection a to be a function of

the form

β(a) =

{
θ(τ1 − a)(a− (τ1 + τ2)) if a ∈ [τ1, τ1 + τ2],
0 otherwise,

(6.1)

where τ1 (resp. τ2) is the mean duration of the latency (resp. infectious) period and θ is set to 104 copies.day−3.fish−1,
estimated from [39, 43]. According to [10, 14, 33, 36], the clinical signs appeared within 3 - 7 days post infection,
but since under natural conditions, infected fish without clinical signs might transmit the virus to susceptible fish
[31], hence τ1 = 2 days. Moreover from [37], the level of viral load peaks at day 3 post infection and then gradually
declines until its absence at day 15 post infection, Hence τ2 = 13 days.

Values of δ(.): we let

δ(a) =

{
δ0(a1 − a)(a− (a1 + a2)) if a ∈ [a1, a1 + a2],
0 otherwise,

(6.2)

where a1 (resp. a2) is the mean delayed time between infection and the onset of mass mortality (resp. the mean
duration of mass mortality) and δ0 is set to 1.63 × 10−2 day−3, so that as in [14], the maximal value of δ equals
0.2. Following [10, 14], the onset of mortality occurs from 1 − 5 days post infection and lasted until 9 − 11 days
post infection, hence a1 = 2 days, a2 = 7 days.

Values of π(.): we consider π(a) on the form

π(a) =

{
π0(π1 − a)(a− (π1 + π2)) if a ∈ [π1, π1 + π2],
0 otherwise,

(6.3)

Here, π0 is a normalization parameter, π1 is the mean delay between the infection and the laying being affected,
π2 is the mean duration of the laying being affected. At 2 − 9 days post infection, TiLV was detected from fish
reproductive organs [12, 37, 39], so π1 = 2 days and we estimate π2 = 13 days. According to [12], 40 − 50%
of the fertilized eggs exhibited positive reactivity to TiLV that was observed mainly within the eggs. Hence the
normalization rate π0 is set to be π0 = 1

86 day−2, so that the maximal value of π (≈ 49%), obtained at a = 8.5 days
lies between the range 40− 50%.

Value of parameter µV : thought the duration of survival of TiLV outside the host has not been determined
[19], we estimate the mortality rate of virus using another disease called Koi Herpesvirus (KHV) occurring in carp
fisheries and exhibiting almost the same behavior and mass mortality [29] as the TiLV. According to [29, 32], KHV
lost infectivity within 2− 3 days in natural environmental water. Hence we estimate µV = 0.5 day −1.

Value of parameter p : concerning p, we may have two cases:

Case 1: p >> (1− p) This situation may occurs in high stock density fisheries, where the number of fish in pond
is very high, and so the frequency of direct contacts between fish may also be high. Though excessive stocking
density in fish culture operations has a negative influence on fish survival [1] and higher density of fish results
in increased mortality rates, elevated viral loads and reduced body condition compared with fish in low density
[40], this case is not recommended.
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Case 2: (1− p) >> p This situation is the most common, there will be only few contacts between fish and the
excretion of infectious fish will tend to go in the water. So only a very small quantity might be directly
ingested by some susceptible fish. In that case the disease will be mainly transmitted indirectly through
water. For the simulations, we assume that 1% of excreted pathogens by infectious fish is directly ingested
by the susceptible fish, then p = 0.01.

Values of parameters σdir and σind: the Horizontal direct transmission rate σdir was estimated to 1.48 × 10−9

copies−1 and the Horizontal indirect transmission rate σind to 0.75× 10−11 copies−1.day−1. These values should be
estimated by fitting the model with the experimental data. But unfortunately we have not data to estimate these
parameters. Here, the values of σdir and σind were calibrated in order to have a reproductive number RHdir0 or
RHind0 very close to that estimated in [40], that was R0 = 2.60± 0.16.

6.2 Numerical simulation

The numerical scheme is detailed in Appendix A and was implemented using Matlab (www.matlab.org). Because,
we have not sufficient data on the evolution over day of the infected Tilapia in the literature to validate our model,
we will simply explore the behaviour of our model with scenarios: (i) role of routes of transmission, (ii) longer
term forecasting of epidemic spreading when the recruitment rate depending on the temperature. To simplify the
graphical representation, we show the following quantities

E(t) =

∫ τ1

0

i(a, t)da, I(t) =

∫ τ1+τ2

τ1

i(a, t)da, and R(t) =

∫ Amax

τ1+τ2

i(a, t)da.

(i) role of routes of transmission

To test the role of routes of transmission, we use the values of parameters in Table 1 except for the transmission
rates σind and σdir.

• To test the role of vertical transmission, we set σdir = σind = 0. The initial conditions were fixed as follows:
S0 = 5×104, E(0) = 4×104, I(0) = 0, R(0) = 0, V (0) = 0, R0 = RV0 = 0.0226 and RHdir0 = RHind0 = 0. The
Figures 1(a)-(b) show the evolution over days of the infected Tilapia and the pathogens. Since R0 < 1, one
can see that the vertical transmission alone is almost insufficient to sustain epidemic growth, and epidemic
will die out over time.

• To test the role of horizontal direct transmission, we set σind = b(.) = 0. The initial conditions were fixed as
follows: S0 = 5×105, E(0) = 1000, I(0) = 0, R(0) = 0, V (0) = 0, R0 = RHdir0 = 2.6158 andRHind0 = RV0 = 0.
The Figure 1(c)-(d) show the evolution over day of the infected Tilapia and the pathogens when we only
consider the horizontal direct transmission. Since R0 > 1, we can see that the system converges towards an
endemic equilibrium and the disease becomes endemics. This confirm the theoretical results stated.

• To test the role of horizontal indirect transmission, we set σdir = b(.) = 0. The initial conditions were fixed
as follows: S0 = 5 × 104, E(0) = 4 × 104, I(0) = 0, R(0) = 0, V (0) = 106, R0 = RHind0 = 2.6246 and
RHdir0 = RV0 = 0. The Figure 1(e)-(f) show the evolution over day of the infected Tilapia and the pathogens
when we only consider the horizontal indirect transmission. As above, R0 > 1 and the model converges
towards an endemic equilibrium.

(ii) Longer term forecasting of epidemic spreading

Firstly, the simulation was achieved with constants parameters in Table 1. The figures 2(a),(c) and (e) show the
longer term forecasting of the infected Tilapia and the pathogens.

Secondly, the simulation was performed with constants parameters in Table 1 except for the recruitment rate
Λ0 which varies with the water temperature. It is chosen on the form Λ(t) = T (t)Λ0/T0, where Λ0 = 274 and T0 is
the average annual temperature T (t) given in [30]:

T (t) = T0 − d cos

(
2πt

365

)
,
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(a) Only vertical transmission
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(b) Only vertical transmission
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(c) Only horizontal direct transmission
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(d) Only horizontal direct transmission
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(e) Only horizontal indirect transmission
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(f) Only horizontal indirect transmission

Figure 1: Results of simulations achieved with parameters in Table 1. (a) Only vertical transmission: σdir = σind =
0, the initial conditions are S0 = 5 × 104, E(0) = 4 × 104, I(0) = 0, R(0) = 0, V (0) = 0, R0 = RV0 = 0.0226 and
RHdir0 = RHind0 = 0, (b) Only horizontal direct transmission: σind = b(.) = 0, the initial conditions are S0 = 5×105,
E(0) = 1000, I(0) = 0, R(0) = 0, V (0) = 0, R0 = RHdir0 = 2.6158 and RHind0 = RV0 = 0, (c) Only horizontal
indirect transmission: σdir = b(.) = 0, the initial conditions are S0 = 5× 104, E(0) = 4× 104, I(0) = 0, R(0) = 0,
V (0) = 106, R0 = RHind0 = 2.6246 and RHdir0 = RV0 = 0.
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Figure 2: longer term forecasting of epidemic spreading. The simulations were achieved with parameters in Table 1
excepted the recruitment rate which depends on temperature. (a),(c) and (e) when the recruitment rate is fixed to
λ0 = 274. (b), (d) and (e) when the recruitment rate is depending on the temperature. The initial conditions are
S0 = 5×104, E(0) = 1000, I(0) = 0, R(0) = 0. The calculation of the basic reproduction number at the beginning of
the outbreak with parameters in Table 1 gives R0 = 5.2630 where RHdir0 = 2.6158, RHind0 = 2.6246, RV0 = 0.0226.
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with d representing the amplitude of the cosine function. Since the tilapia is a warm-water fish, its growth rate
in optimal temperatures is in the range of 24 − 32◦C. We choose T0 = 28◦C and d = 8. The value of the basic
reproduction number was computed at the beginning of the outbreak with constants parameters in Table 1. We
find R0 = 5.2630 where RHdir0 = 2.6158, RHind0 = 2.6246, RV0 = 0.0226. Since Λ(t) depends on time t ≥ 0, R0 will
depend on time and is called the net reproduction number.

The figures 2(b), (d) and (e) show the longer term forecasting of epidemic spreading when the recruitment rate
is depending on the temperature.

7 Discussion and Conclusion

This work concerns a new model of TiLV occurring in a given tilapia’s population. This model include both direct
(fish-to-fish close contact) and indirect (through infected water) horizontal transmission and vertical transmission
(fish to eggs). After proving the well posedness of our system, we compute the basic reproduction number and
perform the stability analysis of the equilibria. We begin to show that the disease free equilibrium is globally
asymptotically stable when, R0 < 1, while unstable when R0 > 1. Next, we compute the endemic equilibria
and study its local stability when R0 > 1. Unfortunately under this latter condition, we were unable to prove
mathematically the global stability of this equilibria. Nevertheless, we discuss the uniform persistence of the
disease when R0 > 1. This means that the infectious individuals survive above a certain number for any initial
infection number. Finally, we perform some numerical simulations to confirm our theoretical analysis.

While exploring the different scenarios of the TiLV transmission, we find that the vertical transmission alone is
unable to sustain the disease. This could be explained by the relatively high cumulative mortality rate up to 100%
in 5− 10 days infected tilapia fry [39]. Furthermore, it appears that RV0 is very low with our estimated parameters.
It could be higher, always less than 1 but very close to 1 if the birth rate of an infected fish b(a) were high. This
may be due to the relatively short infectiousness period and no evidence of potential vertical transmission after the
infectious period. Interestingly, when considering only the horizontal indirect transmission, the basic reproductive
number (RHind0 = 2.6158) is close to that estimated in [40], that was R0 = 2.60 ± 0.16, implicating that the
epidemic of TiLV was spreading within tilapia population via cohabitation route and the incidence was increasing
[40]. Furthermore, it appears that the horizontal direct and indirect transmissions are the main severe modes of
transmission of the TiLV confirming that TiLV infection is mainly transmitted through cohabitation by waterborne
route [14] and that the control of live fish movement must be regulated nationally across different regions as well
as internationally across country borders in order to gradually reduce the burden of disease [34].

When the initial dose of environment infection V (0) is fixed to 106 copies, we observe that the kinetics of
infection is lower compared to the case where 1000 exposed fish were introduced in the population. By comparing
the figures 1(c)-(d) and 1(e)-(f), one can see that the direct or indirect horizontal transmission influences the kinetics
of infection and the level of endemicity of infection. As late as 210 days post environmental infection with a dose,
V (0) = 106 copies, the peak of the first wave of indirect infection is reached (see Fig 1(b)-(c)). While when we
consider only the direct transmission, the peak of the first wave of infection is reached about 50 days post infection,
see Fig 1(d)-(e). From other simulations not shown in this paper, we have observed a peak of the first wave of
infection at about 50-60 days post infection when the dose of environment infection is hight (V (0) = 5×109 copies).
By combining the three routes of infection, the figures 2 shows the longer term forecasting of epidemic spreading.
More precisely, the figures 2(a),(c) and (e) show the forecasting when the recruitment rate is not depending on the
temperature. While the figures 2(b),(d) and (f) show the prediction of epidemic when the recruitment rate varies
when the water temperature varies with the seasons. This consideration arises from the fact that the tilapia is
a warm-water fish and thus it is difficult to predict the number of fish larvae in one season that will survive and
become juvenile fish in the next season provided that fish produce huge volumes of larvae, but the volumes are
very variable and mortality is high, making good predictions difficult [3]. Hence the dependence on seasonality and
other periodic changes of environmental conditions are important indexes in studying dynamics of TiLV infection
and should be included in our future work. The Figure 2 shows the uniform persistence of the disease when R0 > 1
confirming the theoretical results.

When looking at the figures, there are some oscillations on the patterns, this may be due to Hopf bifurcation
occurring sometimes in age-structured models (see Liu et al. [22], Magal and Ruan [24]). Moreover the existence of
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those oscillations demonstrates that age-structured models have more dynamic possibilities than the unstructured
models [22].

Our model could be further improve, by including the space. Indeed, in a freshwater, fish wander randomly
in their living space, in which different locations may have heterogeneous geographic situations and thus different
contact fashions. So the transmission rates σdir and σind may depend on the spatial position. This spatial factor
may significantly impact the TiLV infectious transmission and dynamics. Thought the TilV was recently discovered
[14, 15], the amount of data available to estimate parameter values was limited, and our parameter estimates could
be better if we have more data to estimate. Moreover, the recent studies showed that tilapia develop protective
immunity including a humoral response following exposure to tilapia lake virus and upon re-infection, an increased
antibody response occurred within 7 − 14 days, demonstrating that tilapia that survive TiLV infections develop
humoral memory [37]. These studies suggest that tilapia mount antibody responses against TiLV that supports
protective immunity to subsequent TiLV disease. We expect that with more biological data, our model developed
here could be significantly improved further by also considering the immune status of fish, in order to potentially
predict the impact of control strategies such as vaccination.
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A Numerical method for solving model (1.1)-(1.3)

To compute the numerical solution, we use the forward/backward finite difference method for time and age to
discretize equations (1.1)-(1.3) with the time interval being replaced by (0, T ), with T > 0. It is natural to make
the following assumptions:

- β(0) = 0,

- There is A > 0 such that β(a) = 0, for all a ≥ A.

The time interval (0, T ) is partitioned into subintervals (tj , tj+1) with a time step δt = tj+1−tj ; for j = 0, 1, 2, ..., N .
The age interval (0, A) is partitioned into subintervals (ak, ak+1) with an age step δa = ak+1 − ak; for k =
0, 1, 2, ...,M . We set Sj = S(tj), i

k
j = i(ak, tj), Vj = V (tj), b

k = b(ak), πk = π(ak), βk = β(ak) and ηk = η(ak).

Next, we approximate the integrals
∫∞

0
β(a)i(a, t)da and

∫∞
0
π(a)b(a)i(a, t)da using the trapezoidal rule. That is∫ ∞

0

β(a)i(a, t)da ≈ δa
M−1∑
k=1

βki(ak, t),

and ∫ ∞
0

π(a)i(a, t)da ≈ δa
M−1∑
k=1

πki(ak, t).
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Hence the discrete form of the model (1.1)-(1.3) is given by

Sj+1 − Sj
δt

= Λ− δaΛ

M−1∑
k=1

πkikj − JjSj − µSj , (A.1)

ikj+1 − ikj
δt

+
ikj − i

k−1
j

δa
= −ηkikj , (A.2)

Vj+1 − Vj
δt

= (1− p)δa
M−1∑
k=1

βkikj − µV Vj , (A.3)

i0j = JjSj + δaΛ

M−1∑
k=1

πkikj , (A.4)

ik0 = i0(ak). (A.5)

Where

Jj = σdirpδa

M−1∑
k=1

βkikj + σindVj . (A.6)

After some algebraic manipulation, equations (A.1)-(A.3) can be rewritten as

Sj+1 = (1− δtJj − µδt)Sj + Λδt− δaδtΛ
M−1∑
k=1

πkikj , (A.7)

ikj+1 =

(
1− δt

δa
− δtηk

)
ikj +

δt

δa
ik−1
j , (A.8)

Vj+1 = (1− µV δt)Vj + (1− p)δtδa
M−1∑
k=1

βkikj , (A.9)
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