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1 Introduction

In this paper, we revisit the standard model of default time based on Cox process, introduced by
Lando in [19], in which the default time is the first time when an increasing process adapted to
a given filtration F, absolutely continuous with respect to Lebesgue’s measure, hits a level which
is a positive random variable independent of the given filtration. It follows that this default time
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France; e-mail: monique.jeanblanc@univ-evry.fr

1



avoids all F-stopping times. We relax the assumption that the increasing process that hits the
threshold level is absolutely continuous and only assume that this process is adapted, increasing
and continuous on right with limits on left (or continuous on left with limits on right). This leads
us to a random time which does not avoid F-stopping times. We compute the characteristics of
this random time, i.e., its compensator, the associated Azéma supermartingales and the conditional
distribution. We also study existence of conditional densities, in the sense of Jacod [13], Jiao & Li
[17] and the extended Jacod’s hypothesis introduced in Li & Rutkowski [21]. One of the advantages
of our construction is that one can fix in advance the sequence of F-stopping times not avoided by
the random time. A first attempt to such a generalisation can be found in Bélanger et al. [3] where
the increasing process is predictable and right-continuous. Some related works are those of Jiao &
Li [17, 18], Gehmlich & Schmidt [9] and Fontana & Schmidt [8]. We have chosen, for ease of the
reader, to give elementary proofs, instead of making use of general results based on dual predictable
(resp. optional) projections of the default process, as it is done in Jeanblanc & Li [14].

In the first section, we introduce notation and basic notions. In the second section, we present
our model. In the third section, we give many examples of our construction and we pay a particular
attention to shot noise modeling. In the fourth section, we give closed form expression for the price
of some defaultable claims and their dynamics.

2 Generalities

In this section, we recall well known facts about stochastic calculus and models of default times.

2.1 Facts on stochastic processes

In this first subsection, we recall, for the ease of the reader, some classical results, notation and def-
initions which will be used in the paper. We refer to [1, Chapter 1] for related proofs (or references
for them) and more information.

In this subsection, we work on a probability space (Ω,G,K,P) endowed with a filtration K, com-
plete and continuous on right. We denote by O(K) (resp. P(K)) the K-optional (resp. predictable)
σ-algebra on Ω× R+ and by B(R+) the Borelian sets of R+ := {x : x ≥ 0}.

For a càdlàg process X = (Xt)t≥0, we denote by X− = (Xt−)t≥0 its left limit process and
∆Xt = Xt −Xt−,∀t ≥ 0 its jump at time t (with X0− = 0).

A process K = (Kt)t≥0 is increasing (resp. decreasing) if, for 0 ≤ s < t, one has Ks ≤ Kt, a.s.
(resp. Kt ≤ Ks, a.s.). We set K0− = 0. For an increasing (or decreasing) càdlàg process K, we note
Kc
t = Kt −

∑
s≤t ∆Ks,∀t ≥ 0 its continuous part.

The Stieljes integral of a bounded càdlàg process ϕ with respect to a càdlàg increasing process
K is, for 0 ≤ s < t, denoted

∫ t
s
ϕudKu :=

∫
]s,t]

ϕudKu. Note that
∫

]0,t]
dKu = Kt −K0, ∀t > 0 and

that
∫

[0,t]
dKu = Kt −K0 + ∆K0 = Kt, ∀t ≥ 0.

We recall that any càdlàg K-supermartingale1 (resp. submartingale) Y admits a unique Doob-
Meyer decomposition, i.e., Y = MY −AY (resp. Y = MY +AY ) where MY is a K-martingale and AY

an increasing K-predictable process with AY0 = 0. Any strictly positive càdlàg K-supermartingale

1If the supermartingale is not càdlàg, one has to use its Doob-Meyer-Mertens-Gal’cǔk decomposition, see, e.g., Th.
1.2 in [14]. We shall not enter in this kind of computations here and we refer the reader to [14].
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Y admits a unique multiplicative decomposition as

Y = NC (2.1)

where N is a K-local martingale satisfying N0 = 1 and C a decreasing K-predictable process (see,
e.g., [1, Pro. 1.32, Page 15]).
The K-compensator of a K-adapted process X with bounded variation is the K-predictable process
with bounded variation Xcom,K such that X −Xcom,K is a K-martingale and Xcom,K

0 = 0. If X is
increasing (resp. decreasing), so is Xcom,K.

If H is a filtration satisfying H ⊂ K, and Y is a K-adapted process such that Yϑ11{ϑ<∞} is

integrable for any H-stopping time ϑ, the H-optional projection of Y is the H-optional process o,HY
such that E[Yϑ11{ϑ<∞}|Hϑ] = o,HYϑ 11{ϑ<∞}, for any H-predictable stopping time ϑ. This optional

projection satisfies E[Yt|Ht] = o,HYt, for all t ≥ 0. If Y is a càdlàg K-martingale, then o,HY is an
H-martingale.
Likewise, the H-predictable projection of the process Y such that Yϑ11{ϑ<∞} is integrable for any

predictable H-stopping time ϑ, is the unique H-predictable process p,HY such that

E[Yϑ11{ϑ<∞}|Hϑ−] = p,HYϑ 11{ϑ<∞} ,

for any H-predictable stopping time ϑ.

A K-stopping time ϑ is said to be K-predictable if there exists an increasing sequence (ϑn)n≥1 of
K-stopping times converging to ϑ, such that ϑn < ϑ on the set {ϑn > 0}, for all n ≥ 1. A K-stopping
time ϑ is totally inaccessible if it avoids K-predictable stopping times (i.e., P(ϑ = S < ∞) = 0 for
any K-predictable stopping time S). A random time τ is a non-negative random variable, its graph
is the subset [[τ ]] of R+ × Ω defined as [[τ ]] = {(t, ω) : τ(ω) = t}.

For two filtrations F and K satisfying F ⊂ K, one says that F is immersed in K if any F-martingale
is a K-martingale (see, e.g., Chapter 3 in [1] and the references therein).

2.2 Default times and characteristics

We work now on a filtered probability space (Ω,G,F,P) where F = (Ft)t≥0 is a complete and con-
tinuous on right filtration, where F0 is trivial, and G a σ-algebra satisfying F∞ ⊂ G. In what
follows, the filtration F is always taken to be the reference filtration and in order to reduce notation,
whenever there is no confusion, we will not explicitly write the dependence on the filtration F when
writing the projections on F and referring to a predictable, optional or adapted process (e.g., X is
a predictable process means X is an F-predictable process).

We are given a random time τ defined on (Ω,G). The law of the random time τ is denoted by
η, i.e., E[h(τ)] =

∫
R+
h(u)η(du) for any bounded Borel function h defined on R+. We introduce the

indicator default process of τ , denoted by A, as the right-continuous increasing process defined by
At = 11{τ≤t},∀t ≥ 0.

We denote by Z the càdlàg Azéma supermartingale associated with τ , which is the optional
projection of 1−A and satisfies

Zt = P(τ > t|Ft),∀t ≥ 0, (2.2)

and the optional Azéma supermartingale Z̃ which is the optional projection of 1−A−, and satisfies

Z̃t = P(τ ≥ t|Ft),∀t ≥ 0 . (2.3)
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Note that Z = Z̃+ (see [1, page 20]) and Zt > 0 on the set {t < τ} and Zt− > 0 on the set {t ≤ τ}
(see [1, Lemma 1.51]). The Doob-Meyer decomposition of Z is Z = M−Ap, where M is a martingale
and Ap an increasing predictable process2. We recall that the random time τ is said to avoid all
F-stopping times (resp. all predictable F-stopping times) if P(τ = ϑ < ∞) = 0 for any F-stopping
time (resp. for any predictable F-stopping time) ϑ .

The filtration G is the smallest complete and right-continuous filtration that contains F and
turns τ into a G-stopping time. The compensator of A (we shall also say compensator of τ) is the
G-predictable increasing process ΛG such that A− ΛG is a G-martingale (in fact, ΛG = Acom,G). It
is well known that there exists an F-predictable increasing process Λ such that ΛG

t = Λt∧τ ,∀t ≥ 0

(see e.g., Pro. 2.11 b), Page 36 in [1]) and that ΛG
t 11{t≤τ} = 11{t≤τ}

∫ t
0
dAps
Zs−

(see, e.g., Pro. 2.15, page

37 in [1]). The process Λ is not uniquely defined after τ (except if Z− > 0) and, hereafter, we choose

dΛt =
dApt
Zt−

11{Zt−>0}, ∀t ≥ 0, Λ0 = 0 . (2.4)

We shall call Λ the F-predictable reduction of the compensator of τ .
The F-conditional cumulative function of τ is defined, for any (t, u) ∈ R2

+ by

Ft(u) = P(τ ≤ u|Ft) . (2.5)

The family (F (u), u ∈ R+) is a family of F-martingales, valued in [0, 1], increasing w.r.t. the
parameter u (i.e., Ft(u) ≤ Ft(v), a.s. for u < v,∀t ≥ 0). The family of processes (G(u), u ∈ R+)
defined as G(u) = 1− F (u) is the family of conditional survival processes.

2.3 Conditional densities

In this subsection, we recall some definitions on conditional densities. Later on, we shall examine if,
in our model, these conditional densities exist.

Definition 2.1 The random time τ admits

• a conditional density in the sense of Jacod [13, Condition (A)](we shall say a J-conditional
density) if there exist a non-negative O(F)⊗ B(R+)-measurable map (ω, t, u)→ pt(ω, u) càdlàg
in t and a non-negative σ-finite measure ρ on R+ such that
(J1) for every u, the process (pt(u))t≥0 is a non-negative F-martingale,
(J2) for every t ≥ 0, the measure pt(u)ρ(du) equals P(τ ∈ du | Ft), in other words, for any
Borel bounded function h, for any t ≥ 0

E[h(τ)|Ft] =

∫
R+

h(u)pt(u)ρ(du) .

In that case Apt =
∫

[0,t]
pu−(u)ρ(du), for any t ≥ 0 (see [1, Cor. 5.27]).

Note that
∫
R+
pt(u)ρ(du) = 1, ∀t ≥ 0, a.s.

• a generalized density in the sense of Jiao & Li [17] (we shall say a JL-conditional density) if
there exist a family (τi, i = 1, · · · , n) of F-stopping times and a non-negative O(F) ⊗ B(R+)-
measurable map (ω, t, u)→ αt(ω, u) càdlàg in t such that

2In the literature, the predictable part of the Doob-Meyer decomposition of Z is shown to be the F-dual predictable
projection of A, this is why we keep the notation Ap. The process Z̃ is not càdlàg, hence one can not define as usual
its Doob-Meyer decomposition.
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(JL1) for every u, the process (αt(u))t≥0 is a non-negative F-martingale,
(JL2) for every t ≥ 0, for any bounded Borel function h

E[h(τ)

n∏
i=1

11{τ 6=τi}|Ft] =

∫
R+

h(u)αt(u)π(du)

where π is a non-negative, non atomic measure on R+.

Definition 2.2 The random time τ satisfies the extended Jacod’s hypothesis (introduced by Li &
Rutkowski in [21, Pro. 2.5], we shall say LR-condition) if there exist a non-negative O(F)⊗ B(R+)-
measurable function (ω, t, u) → mt(ω, u) càdlàg in t and an F-adapted increasing process D such
that
(LR1) for every u, the process (mt(u))t≥u is a non-negative F-martingale,
(LR2) for u ≤ t

Ft(u) =

∫
[0,u]

mt(s)dDs .

Comments 2.3 a) If the J-conditional density exists, one can always choose ρ = η where η is the
law of τ (see Jacod [13, Pro. 1.5]). Moreover, if η is non atomic, τ avoids all F-stopping times [7,
Cor. 2.2]. If η has an atom at t∗, then P(τ = t∗) > 0 and the constant stopping time t∗ is not
avoided by τ .
b) If τ avoids all F-stopping times, the existence of a JL-conditional density is equivalent to the
existence of a J-conditional density, and one can chose π = η.
c) If the J-conditional density exists, then LR-condition holds. We shall see that the LR-condition
may hold when J and JL-conditional densities do not exist.
d) Under LR-condition, if D is predictable, Ap =

∫ ·
0
pmu(u)dDu, where pm is the F-predictable

projection of m (see [21, Pro. 5.5.1]).
e) Note that, under LR-condition, the conditional cumulative distribution Ft(u) given for u ≤ t in
(LR2) can be obtained for any pair (t, u). To do that, we use the fact that for any u, the process
F (u) is a martingale. Hence, we set Ft(u) = E[Fu(u)|Ft] for t < u. To check that indeed, Ft(u)
is increasing w.r.t. u for any t, we note that the martingale property of F (u) implies Ft(u) =
E[Fs(u)|Ft] for any s > t so that Fs(u) being increasing w.r.t. u for u < s leads to Ft(u) =
E[Fs(u)|Ft] ≤ E[Fs(v)|Ft] = Ft(v) for u < v.

Proposition 2.4 If F is immersed in G, then LR-condition holds.

Proof: We recall that, if F is immersed in G, then Z is a decreasing process. Under immer-
sion, for u ≤ t, one has Ft(u) = 1 − Zu and Z is decreasing. Hence, LR condition holds, with
D = 1− Z,D0− = 0 and m(s) ≡ 1, since

∫
[0,u]

dDs = Du = 1− Zu,∀u ∈ R+. �

3 Generalized Cox model

We now assume that the σ-algebra G is large enough to support a random variable Θ with unit ex-
ponential law, independent from F∞. We study the generalized Cox model where K is an increasing
F-adapted process such that K0 = 0. More precisely, if K is càdlàg, one defines a random time τ
(called a generalized Cox time hereafter) as

τ = inf{t ≥ 0 : Kt ≥ Θ} (3.1)

and, if K is càglàd, we modify the definition (we shall see why later), setting

τ = inf{t ≥ 0 : Kt > Θ} .
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Note that τ is finite if and only if K∞− =∞.

In both cases, immersion holds between the reference filtration F and G, its progressive enlarge-
ment with τ , since, obviously F is immersed in F ∨ σ(Θ) and F ⊂ G ⊂ F ∨ σ(Θ). The conditional
survival process is

P(τ > u|Ft) = Zu, foru < t

= E[Zu|Ft], for t ≤ u .

In a generalized Cox model, we shall call the quadruplet Z, Z̃ (defined in (2.2), (2.3)), Ap and
F (u) (defined in (2.5)) the characteristics of τ (see [14] for the general definition of the characteris-
tics of a default time).

We recall that, for any t and any Ft-measurable r.v. ζt, one has

P(ζt > Θ|Ft) = P(ζt ≥ Θ|Ft) = e−ζt .

3.1 Case where K is continuous

Let K be an increasing F-adapted continuous process, with K0 = 0. We define τ := inf{t : Kt ≥ Θ}.
We obtain immediately that Z = e−K . Furthermore, as a particular case of the following Lemma

3.1, τ avoids all F-stopping times, and, in particular Z̃ = Z (for the F-stopping time ϑ = t , one has
P(τ = t|Ft) = 0). The Doob-Meyer decomposition of Z is Z = 1 − (1 − e−K), hence Ap = 1 − Z.
From (2.4), the F-predictable reduction of the compensator of τ is Λ = K, and the multiplicative
decomposition (see (2.1)) of Z is Z = e−K = eΛ (with a local martingale part equal to 1). The law
of τ is given by P(τ > u) = E[e−Ku ], so that E[h(τ)] = E

[ ∫
R+
h(u)e−KudKu

]
.

Moreover, if K is absolutely continuous w.r.t. Lebesgue’s measure, i.e., Kt =
∫ t

0
kudu, ∀t ≥ 0,

with k a non-negative process, then, τ admits a density f w.r.t. Lebesgue’s measure satisfying
f(u) = E[kue

−Ku ], ∀u ≥ 0 and a J-conditional density given by (choosing ρ(du) = du):

pt(u) = kue
−Ku , foru < t,

= E[kue
−Ku |Ft], for t ≤ u .

If K is continuous but not absolutely continuous, the J-density may fail to exist, as we show now.
Let K be the continuous increasing process defined by Kt = − ln(1 − Lt∧1) + 11{t>1}(t − 1), t ≥ 0,
where L is the local time at level 0 of a standard Brownian motion. Then P(τ > t) = E[1 −
Lt∧1]e(t−1)+

and, from E[Lt] = E[|Wt|] =
√

2t√
π

, we deduce that τ has a density f w.r.t. Lebesgue’s

measure. Therefore, if the J-conditional hypothesis is satisfied then, one would have, for u < t

P(τ > u|Ft) = Zu =

∫ ∞
u

pt(s)f(s)ds

and Z would be absolutely continuous w.r.t. Lebesgue’s measure, which is not the case.

3.2 Case where K is càdlàg

Let K be an increasing F-adapted càdlàg process, with K0 = 0, Kt <∞ for all t ≥ 0 and3 K∞ =∞.
We do not assume that K is predictable (a basic example is a Poisson process).

We define
τ = inf{t : Kt ≥ Θ} . (3.2)

3If P(K∞ < ∞) > 0, the r.v. τ takes the value +∞ with strictly positive probability. If there exists ϑ such that
P(Kϑ =∞) > 0, then τ ≤ ϑ on {Kϑ =∞}.
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Lemma 3.1 For ω fixed, the set {t : Kt ≥ Θ} is of the form [t0,∞[ with Kt0 ≥ Θ and τ = t0,
hence

{Kt < Θ} = {τ > t}.

For any finite F-stopping time ϑ, one has P(τ = ϑ|Ft) = E[e−Kϑ− − e−Kϑ |Ft]. In particular, P(τ =
ϑ) = E[e−Kϑ− − e−Kϑ ], hence, τ avoids all F-stopping times if and only if K is continuous. In
particular, if K has jumps and η is non-atomic, the J-conditional density does not exist.

Proof: Due to the increasing property of K, for any ω fixed, the set {t : Kt ≥ Θ} is of the form
[t0,∞[ or ]t0,∞[ (where t0 depends on ω). In the case {t : Kt ≥ Θ} =]t0,∞[, one has Kt0 < Θ and
Kt0+ε ≥ Θ for any ε > 0. The right-continuity of K yields to Kt0 ≥ Θ, which is a contradiction.
Hence {t : Kt ≥ Θ} = [t0,∞[ and Kt0 ≥ Θ and τ = t0.
It follows that {s < τ ≤ t} = {Ks < Θ ≤ Kt}, and, for a finite F-stopping time ϑ, one obtains,
denoting ϑ(ε) = (ϑ− ε) ∨ 0), that {ϑ(ε) < τ ≤ ϑ} = {Kϑ(ε) < Θ ≤ Kϑ} and

P(ϑ(ε) < τ ≤ ϑ|Ft) = E[e−Kϑ(ε) − e−Kϑ |Ft] .

Passing to the limit when ε goes to 0 leads to the result. It K is continuous, then, τ avoids any
F-stopping time. If τ avoids F-stopping times, then E[e−Kϑ− − e−Kϑ ] = 0 for any ϑ which, due to
the increasing property of K implies that K is continuous. If η has no atoms, then the J-conditional
density does not exist if K has jumps see Comments 2.3 a). �

3.2.1 Doob-Meyer decomposition of Z

From Lemma 3.1
Zt := P(τ > t|Ft) = P(Kt < Θ|Ft) = e−Kt ,

so that, in particular, under our assumption Kt <∞,∀t ≥ 0, one has Zt > 0,∀t ≥ 0.

Lemma 3.2 Let I be the càdlàg F-submartingale It =
∑
s≤t(1 − e−∆Ks) which admits a Doob-

Meyer decomposition I = M I + AI . Then, Z admits a DM decomposition Z = M − Ap where
dMt = e−Kt−dM I

t and
dApt = e−Kt−(dKc

t + dAIt ), A
p
0 = 0 ,

where Kc is the continuous part of the increasing process K. Furthermore, the F-predictable reduction
of the compensator of τ is Λ = Kc +AI .

Proof: From Z = e−K , one has, using Stieljes’ integration

dZt = −e−Kt−dKc
t + e−Kt−(e−∆Kt − 1),∀t ≥ 0 ,

where Kc is the continuous part of K, i.e., Kc
t = Kt −

∑
s≤t ∆Ks,∀t ≥ 0.

The process Kc being increasing and continuous is a submartingale with Doob-Meyer decomposition
with no martingale part, i.e., Kc = 0 +Kc. The process I being increasing (indeed 1− e−∆K ≥ 0)
is a submartingale and admits a Doob-Meyer decomposition I = M I +AI . Finally

dZt = −e−Kt−dKc
t − e−Kt−dIt (3.3)

= −e−Kt−(dKc
t + dM I

t + dAIt )

= −e−Kt−dM I
t − e−Kt−(dKc

t + dAIt ) . (3.4)

Therefore
dApt = e−Kt−(dKc

t + dAIt ) (3.5)
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and (At − Λt∧τ )t≥0 is a G-martingale where, from (2.4) and the fact that Z− > 0,

dΛt =
1

Zt−
dApt = dKc

t + dAIt .

The martingale part in the Doob-Meyer decomposition of Z is the process M given by dMt =
−Zt−dM I

t , M0 = Z0 (which is a true martingale due to the fact that Z is bounded). �

Remark 3.3 Let us go back to a general setting where τ is such that immersion holds between F
and G where G is the progressive enlargement of F with τ (here, τ is not necessarily obtained by a
generalized Cox model). Then, the càdlàg Azéma supermartingale Z is decreasing, and there exists
K, an F-adapted càdlàg increasing process such that Z = e−K . Defining ϑ from K as in (3.2) leads
to a random time with Azéma supermartingale equal to Z. Furthermore

P(τ > u|Ft) = E[Zu|Ft] = P(ϑ > u|Ft)

for all pairs (t, u) (due to immersion). Of course, the fact that τ and ϑ have the same characteristics
does not imply that P(τ = ϑ) = 1, as explained in the trivial following example. Let τ = inf{t,Kt ≥
Σ} where K is an F-adapted increasing continuous process and Σ a unit exponential random variable
independent from F and ϑ = inf{t,Kt ≥ Θ} defined as in (3.2). If τ = ϑ, one should have Kτ = Kϑ,
hence Σ = Θ which is not requested.

Comment 3.4 If Kc and AI,c are absolutely continuous w.r.t. Lebesgue’s measure, and if the
sequence (τi, i ≥ 1) of jumps times of K is increasing, writing

∑
s≤t ∆AIs =

∫ t
0

∫
R+
xδ(τi,θi)(ds, dx)

where δ is the Dirac measure and θi = ∆AIτi , we recover the form of the F-predictable reduction of
the compensator of τ presented in [9, eq. (7)].

Proposition 3.5 The optional Azéma supermartingale is Z̃ = e−K− .

Proof: As before, we note t(ε) = t∨ ε. From {t(ε) < τ ≤ t} = {Kt(ε) < Θ ≤ Kt}, we obtain, letting

ε go to 0 P(τ = t|Ft) = e−Kt(ε) − e−Kt and Z̃t = Zt + P(τ = t|Ft) = e−Kt− . The result is also a

consequence of [1, Pro.3.9a and Pro.1.46c]. The fact that Z̃ is predictable can also be obtained by
immersion (see [1, Th. 5.35 f]). �

3.2.2 Multiplicative decomposition

Lemma 3.6 The multiplicative decomposition of Z is4

E(Y )tE(−Λ)t = E(Y )te
−Λt

∏
s≤t

(1−∆AIs)e
∆AIs ,∀t ≥ 0 ,

where Yt =

∫ t

0

1

Zs−(1−∆AIs)
dMs,∀t ≥ 0, with M being the martingale part of Z in its Doob-Meyer

decomposition and AI ,Λ being given in Lemma 3.2.

4We recall that the Doléans-Dade exponential of a càdlàg semimartingale X is

E(X)t = eXt−
1
2
〈X(c),X(c)〉t

∏
0<s≤t

(1 + ∆Xs)e−∆Xs ,

where X(c) is the continuous martingale part of X (see, e.g., [1, Page 8 and 14].
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Proof: This result is established in full generality in [14], where the authors “guess” this form and
check it. However, it seems interesting to recover that result without guessing this decomposition,
and we present a proof. One knows that there exists a predictable increasing process Γ, so that,
from the last equality above, Z = Ne−Γ where N is a local martingale. The integration by parts
formula using Yoeurp’s lemma [1, Pro. 1.16] leads to

dZt = e−ΓtdNt +Nt−de
−Γt .

By identifying this decomposition of Z and the DM decomposition of Z given in (3.4), one gets

e−ΓdN = dM, N−de
−Γ = −Z−(dKc + dAI) ,

hence dΓc + 1− e−∆Γ = dKc + dAI which leads to

dΓc = dKc + dAI,c and 1− e−∆Γ = ∆AI .

Finally, using the fact that Λ = Kc +AI = Kc +AI,c +
∑
s≤·∆A

I
s,

e−Γt = e−Γct e−
∑
s≤t ∆Γs = e−Λt

∏
s≤t

(1−∆AIs)e
∆AIs ,∀t ≥ 0 . (3.6)

The equality dN = eΓdM can be written as dN = N−Y dM with Y = eΓ

N−
= e∆Γ

Z−
= 1

Z−(1−∆AI)
,

hence, using the fact that Λ = Kc + AI = Kc + AI,c +
∑
s≤·∆A

I
s = Γc +

∑
s≤·∆A

I
s, the proof is

done. �

Comment 3.7 Note that, from (3.6) and the fact that Z is non-negative, one has 1 − ∆AI ≥ 1.
Another proof can be done noting that ∆AI = p(∆I) = p(1 − e−∆K) = 1 − p(e−∆K) ≤ 1, where
the first equality comes from [1, Pro. 1.36 b]. Note that this implies that ∆Λ ≤ 1.
One can also check that 1 + ∆N > 0. Indeed,

∆N = −e−(K−+Γ)∆M I = −e−(K−+Γ)(1− e−∆K −∆AI) > −1 .

3.2.3 Conditional densities

Proposition 3.8 If the continuous part of K is absolutely continuous w.r.t. Lebesgue’s measure,
the JL-conditional density exists with αt(u) = E[kue

−Ku |Ft] and π is the Lebesgue measure.

Proof: Let (τi)i≥1 be the sequence of jump times of K. For any bounded Borel function h, the
process

Xt = h(t)
∏
i≥1

11{t 6=τi} = h(t)
∏
i≥1

(11{t<τi} + 11{t>τi}) (3.7)

is F-optional (indeed, 11{t<τi} is càd and 11{t>τi} càg hence predictable therefore optional). Hence

E[h(τ)
∏
i≥1

11{τ 6=τi}|Ft] = E[Xτ |Ft] = E[

∫ ∞
0

XsdZ̃s|Ft] = −E[

∫ ∞
0

XsdZ
c
s |Ft]

= E[

∫ ∞
0

h(s)kse
−Ksds|Ft] =

∫ ∞
0

h(s)E[kse
−Ks |Ft]ds .

The second equality is due to (4.1) (We shall present this well known result later in section 4), the

third equality is due to the fact that X vanishes on the discontinuities of Z̃ (which are the discon-

tinuities of Z, i.e., of K, since Z̃t = e−Kt−), so that
∫∞

0
XsdZ̃s =

∫∞
0
XsdZ

c
s , then we use the fact

that, from (3.3), Zct = 1−
∫ t

0
e−Ks−dKc

s = 1−
∫ t

0
e−KsdKc

s = 1−
∫ t

0
e−Ksksds. �
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Remark 3.9 In the case where Kc = 0, one has [[τ ]] ⊂ ∪i[[τi]], and τ is a thin time (see, e.g.,
definition 1.40, Page 18 in [1]). In that case, the JL density is null. This can be viewed as a
consequence of the previous proposition, but this follows directly from the definition. Indeed, since∑
i≥1 P(τ = τi) = 1, one has

E[h(τ)
∏
i≥1

11{τ 6=τi}|Ft] = 0

hence α(u) ≡ 0.

3.2.4 Other computations

From Lemma 3.1, if ϑ is an F-stopping time not avoided by τ , then P(∆Kϑ > 0) > 0 and K has a
jump at time ϑ. Let (τi)i≥1 be the sequence of jump times of K. The conditional probability that
the default occurs at time τi is

pit := P(τ = τi|Ft) = E
[
e−Kτi−(1− e−∆Kτi )|Ft

]
,∀t ≥ 0 .

Note that pit = pit∧τi , a result due to immersion pointed out in [17, Pro. 5.1]. This implies that
pit∨τi = piτi . The following result is an immediate consequence of Proposition 2.7 in [17].

Proposition 3.10 For a bounded Borel function h, if the JL conditional density exists,

E[h(τ)|Ft] =

∫ ∞
0

h(u)αt(u)π(du) +
∑
i≥1

E[h(τi)p
i
τi |Ft],∀t ≥ 0 .

The conditional survival probability is given by

P(τ > u|Ft) = e−Ku , for t ≥ u

=

∫ ∞
u

αt(y)π(dy) +
∑
i≥1

E[11{τi>u}p
i
τi |Ft], for t < u

3.2.5 Particular case: K predictable

In the case where K is càdlàg and predictable, the set of jump times of K, which are all predictable,
exhaust the sequence of F-stopping times not avoided by τ . The same model was presented in [3],
in a slightly more general setting where Θ is not a unit exponential r.v. (but is still independent of
F). Let

Kt =

∫ t

0

ksds+
∑
i≥1

11{τi≤t}θi (3.8)

where (τi)i≥1 is an increasing sequence of predictable stopping times, k is an F-adapted non-negative
process and (θi)i≥1 a sequence of non-negative random variables with θi ∈ Fτi−. Note that I (defined
in Lemma 3.2) is predictable, hence AI = I =

∑
i≥1 11{τi≤·}(1− e−θi) and M I = 0. As a check, one

can see, from the previous computations (3.5) with dAIt = dIt, that dApt = −dZt.
Then, Λt =

∫ t
0
ksds+

∑
i≥1 11{τi≤t}(1− e−θi). The multiplicative decomposition obtained in Lemma

3.6 is the one obtained in [3, equation 2.4], i.e., Zt = exp(−Λct)
∏
s≤t(1−∆Λs).

3.3 Examples of càdlàg processes K

3.3.1 Brownian filtration

We construct a simple example where K is càdlàg (but not continuous) and predictable. Let F be a
Brownian filtration, (τi)i≥1 an increasing sequence of finite stopping times (e.g., τi = inf{t : St = bi}
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where S is an F-diffusion going to +∞ when t goes to +∞ and (bi)i≥1 an increasing sequence of

real numbers with b1 > S0) and define Kt =
∫ t

0
ksds +

∑
i≥1 11{τi≤t}θi where (θi)i≥1 is a sequence

of non-negative random variables, with θi ∈ Fτi , i.e., θi = c+
∫ τi

0
ψ

(i)
s dWs for an F-optional process

ψ(i) (such that θi ≥ 0). In that case, results of Subsection 3.2.5 can be applied, and, under the
condition K∞ =∞, the random time τ is finite.
Furthermore, predictable representation property holds in G with respect to (W,MG), where MG =
A− Λ·∧τ (See [16, Rem. 6.1]).

3.3.2 Jiao & Li Model

We can recover the model of Jiao & Li [18].

Proposition 3.11 We consider (Ω,G,F,P) a filtered probability space, Γ a continuous increasing
F-adapted process and (τi)i≥1 a strictly increasing sequence of F-stopping times and we set τ0 = 0.
We introduce the process Ai setting Ait = 11{τi≤t},∀t ≥ 0 and its F-compensator J i. One denotes by
Ψ an increasing deterministic function such that Ψ(0) = 0 and Ψ(∞) =∞. We set

Kt =
∑
i≥1

11{τi≤t}[Ψ(τi)−Ψ(τi−1)] + Γt,∀t ≥ 0 .

Then,

Apt = Γt +
∑
i≥1

∫ t

0

(
e−Ψ(τi−1) − e−Ψ(s)

)
dJ is, ∀t ≥ 0 .

Proof: Note that K is càdlàg, with continuous part Kc = Γ and has jumps at time τi with size
Ψ(τi)−Ψ(τi−1).
Moreover, the support of J i is [τi−1, τi]. Indeed, the process M i := Ai−J i is a martingale with null
initial value and, due to the fact that Aiτi−1

= 0, one obtains

0 = E[M i
τi−1

] = E[Aiτi−1
− J iτi−1

] = −E[J iτi−1
]

hence J iτi−1
= 0 which implies that J it = 0 on {t ≤ τi−1}. We recall that, for any bounded F-

predictable process H, the compensator of the increasing process
∫ ·

0
HsdA

i
s is

∫ ·
0
HsdJ

i
s. As an

immediate application, the F-compensator of the increasing process

Y 1,i
t := 11{τi≤t}e

−Ψ(τi) =

∫ t

0

e−Ψ(s)dAis,∀t ≥ 0 ,

is
∫ ·

0
e−Ψ(s)dJ is, i.e., Y 1,i

t −
∫ t

0
e−Ψ(s)dJ is,∀t ≥ 0 is an F-martingale and the compensator of the

increasing process

Y 2,i
t := 11{τi+1≤t}e

−Ψ(τi) =

∫ t

0

e−Ψ(τi)dAi+1
s =

∫ t

0

e−Ψ(τi)11{τi<s}dA
i+1
s ,∀t ≥ 0

is
∫ ·

0
11{τi<s}e

−Ψ(τi)dJ i+1
s =

∫ ·
0
e−Ψ(τi)dJ i+1

s , where we have used that the condition on the support

of J i+1 and the fact that, being adapted and càg, the process (11{τi<t}e
−Ψ(τi))t≥0 is predictable.

Let us denote by U the increasing process Ut =
∑
i≥1 11{τi≤t}(Ψ(τi)−Ψ(τi−1)),∀t ≥ 0. Then

e−Ut =
∑
i≥1

11{τi≤t<τi+1}e
−Ψ(τi) =

∑
i≥1

(Y 1,i
t − Y 2,i

t ) .
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The supermartingale e−U =
∑
i≥1(Y 1,i − Y 2,i) admits the DM decomposition

e−Ut = Υt +
∑
i≥1

∫ t

0

(e−Ψ(s) − e−Ψ(τi))dJ i+1
s = Υt − ζt,∀t ≥ 0 ,

where Υ is a martingale and ζ is the predictable increasing process
∑
i≥0

∫ ·
0
(e−Ψ(τi)− e−Ψ(s))dJ i+1

s .

Applying integration by parts formula to Z = e−Ue−Γ, one obtains

dZt = e−ΓtdΥt − (ZtdΓt + e−Γtdζt),∀t ≥ 0 ,

hence dApt = ZtdΓt+e−Γtdζt,∀t ≥ 0 . If the stopping times (τi)i≥1 are predictable, Z is predictable,
and Ap = 1− Z.
�

This result extends to the case where Ψ is an increasing F-adapted process andKt =
∑∞
i=1 11{τi≤t}[Ψτi−

Ψτi−1
] + Γt where Γ is F-adapted increasing and continuous to give that

dApt = ZtdΓt + e−Γtdζt,∀t ≥ 0 ,

with ζ =
∑
i≥1

∫ ·
0
(e−Ψτi−1 − e−Ψs)dJ is.

3.3.3 Subordinator

LetK be a subordinator with null drift (i.e. an increasing Lévy process with null continuous part (see,
e.g., Prop 3.10 and Section 4.2.2 in [6] and [15, Section 11.6]) with Lévy’s measure ν, and let F be its
filtration. Then, setting Ψ(u) =

∫
R+

(1−e−ux)ν(dx) and κ = Ψ(1), the process nt = e−Kt+tκ,∀t ≥ 0

is an F-martingale and the multiplicative decomposition of Z is Zt = nte
−tκ,∀t ≥ 0, leading to

dZt = −κZtdt+ e−tκdnt, hence dApt = Ztκdt and Λt = tκ,∀t ≥ 0.
This can be also obtained from the previous results noting that the process I, defined in Lemma 3.2
is also a subordinator, and from the compensation formula (see, e.g., [15, Proposition 11.2.2.3]) the
process (It− tκ, t ≥ 0) is a martingale. Therefore AIt = tκ, ∀t ≥ 0 and, from Lemma 3.2, we recover
the form of the process Λ.
Furthermore,using the independence and stationarity of increments of the Lévy process K, one gets

P(τ > u|Ft) = E[Zu|Ft] = e−KtE[e−Ku−t ] = e−Kte−κ(u−t), for allu ≥ t ≥ 0.

The law of τ is exponential with parameter κ.
Let us consider the particular case where X is a Compound Poisson Process (CCP) with non-negative

jumps, i.e., Xt =
∑Nt
n=1 Yn,∀t ≥ 0 where N is a Poisson process with intensity λ with jump times

(Tn, n ≥ 1) and (Yn, n ≥ 1) are non-negative random variables, i.i.d. with cumulative distribution
function F , and independent from N . The process X being a subordinator with Lévy’s measure
ν(dx) = λF (dx), we obtain that κ = Ψ(1) = λ(1− E[e−Y1 ]).

We consider now the case where F is the filtration generated by a subordinator X and a Brownian
motion W independent from X, and set Kt =

∫ t
0
ksds + Xt,∀t ≥ 0,where k is FW adapted and

e−Xt = nte
−κt. Then,

dZt = −ktZtdt+ e−
∫ t
0
ksds(−κe−Xtdt+ e−tκdnt) = Mt − Zt(kt + κ)dt

and Λt =
∫ t

0
ksds+ κt,∀t ≥ 0.
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3.3.4 Marked point process

If an increasing sequence (τi)i≥1 of F-stopping times and a sequence of non-negative random vari-
ables variables (θi ∈ Fτi , i ≥ 1) are given, as well as a non-negative F-adapted process k, one can

construct an increasing càdlàg process K as Kt =
∫ t

0
ksds+

∑
i≥1 11{τi≤t}θi. This framework covers

many cases of generalized Cox model.

The associated random time τ does not avoid the stopping random times (τi)i≥1 and we set τ0 =
0. We have, using the notation of section 3.2.1 where It =

∑
i≥1(1−e−θi)11{τi≤t} =

∑
i≥1 γi11{τi≤t} =

M I
t +AIt . We consider the marked point process (γi, τi)i≥1 with jump measure µ defined as

µ(ω, [0, t], A) =
∑
i≥1

11{τi(ω)≤t}11{γi(ω)∈A},∀t ≥ 0

and its compensator ν given by

ν(dt, dx) =
∑
i≥0

11{τi<t≤τi+1}
P(τi+1 ∈ dt, γi+1 ∈ dx|Fτi)

P(τi+1 > t|Fτi)

(see Last and Brandt [20, Section 1.10]). Then

It =

∫ t

0

∫
R+

xµ(ds, dx) = M I
t +AIt ,

where M I is the martingale
∫ ·

0

∫
R+
x(µ(ds, dx)−ν(ds, dx)) and AI =

∫ ·
0

∫
R+
xν(ds, dx). Furthermore,

dApt = e−Kt−(dKc
t + dAIt ).

As a particular case of marked point process, we consider the case where K is a point process,
i.e., Kt =

∑
i≥1 11{τi≤t} for an increasing sequence of (τi)i≥1 and F is the natural filtration of K.

One obtains dApt = eKt−dAIt where I = (1− e−1)K so that AI = (1− e−1)
∑
i≥1 J

i, where, for any

i, the process J i is the F-compensator of Ai = 11{τi≤·}.

In the case where all the J i are continuous, the process ZeΛ is a martingale, where Λt =
∫ t

0
dAps
Zs−

= AIt .

Hence, e−K+(1−e−1)
∑
i≥1 J

i

is a martingale.
One can recover the result of Giesecke [10, Pro. 3.1] that, setting ψ(u) = 1 − e−u, the process

e−uK+ψ(u)
∑
i≥1 J

i

is a martingale by considering the increasing process K̂ = uK.
Note that if all the (τi)i≥1 are predictable, K is predictable, hence

∑
i≥1 J

i = K. Furthermore,

as noticed in Subsection 3.2.5, dAp = dI = −dZ. One has also AI = I, so that Λ = (1− e−1)K.

3.3.5 Shot noise

Let F be a given filtration, (τi)i≥1 be a strictly increasing sequence of F-stopping times with τ1 > 0,
and (γi)i≥1 a sequence of random variables with γi ∈ Fτi . We consider the random jump measure
µ of the marked point process (τi, γi)i≥1, defined as µ(ω, [0, t], A) =

∑
i≥1 11{τi(ω)≤t}11{γi(ω)∈A} for

A ∈ B(R) and ν its compensator. We denote by µ̃ the compensated random measure µ̃ = µ− ν. We
define an increasing continuous on right process K = (Kt)t≥0 (called a shot-noise process, see [26])
by

Kt =
∑
i≥1

11{τi≤t}G(t− τi, γi) =

∫ t

0

∫
R
G(t− s, x)µ(ds, dx),∀t ≥ 0 , (3.9)

where G is a function R+ × R → R+. Note that ∆Kτi = G(0, γi) and Kc
t =

∑
i≥1 11{τi≤t}[G(t −

τi, γi)−G(0, γi)],∀t ≥ 0. We assume that

G(t, x) = G(0, x) +

∫ t

0

g(s, x)ds, ∀t ≥ 0, x ∈ R, (3.10)
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where g is a non-negative Borel function on R+ ×R, so that G is increasing with respect to its first
variable. We also assume that ∫ T

0

∫
R
g2(s, x)ν(ds, dx) <∞, ∀T∞ (3.11)

and that there exists a non negative function ϕ on R+ × R such that

|g(s, x)| ≤ ϕ(x),∀(s, x), with

∫ T

0

∫
R
ϕ(x)ν(ds, dx) <∞, ∀T <∞. (3.12)

Comment 3.12 In the case where G does not depend of t, the shot-noise process is a marked
point process.

In the next lemma, we give a decomposition of the submartingale K that will be used later. Our
result is similar to the one of the proof of Lemma 2 in [26]5.

Lemma 3.13 The shot-noise process K admits the Doob-Meyer decomposition K = MK + AK

where the F-predictable increasing part AK is

AKt =

∫ t

u=0

(∫ u

s=0

∫
R
g(u− s, x)µ(ds, dx)

)
du+

∫ t

s=0

∫
R
G(0, x)ν(ds, dx),∀t ≥ 0

and the F-martingale part MK has the following form :

MK
t =

∫ t

0

∫
R
G(0, x)µ̃(ds, dx),∀t ≥ 0 .

Proof: We extend G to R× R setting G(u, x) = G(0, x) for u < 0. For any a ∈ R+, we define

Yt(a) =

∫ t

0

∫
R
G(a− s, x)µ̃(ds, dx),∀t ≥ 0,

one can write

Kt = Yt(t) +

∫ t

0

∫
R
G(t− s, x)ν(ds, dx) .

We apply the Itô-Ventzell formula as developed in [23, Theorem 3.1] to the process Yt(a) with
parameter a, where a will be replaced by t (note that in our setting, since we integrate only de-
terministic functions w.r.t. the compensated random measure, forward integrals in [23] are usual
stochastic integrals). The first derivative of Yt(a) with respect to the parameter a is (see [22]) , due
to condition (3.12),

Y ′t (a) =

∫ t

0

∫
R
g(a− s, x)µ̃(ds, dx).

Using Theorem 3.1 of [23], it follows that,

Yt(t) =

∫ t

u=0

Y ′u(u)du+

∫ t

s=0

∫
R
G(0, x)µ̃(ds, dx),∀t ≥ 0.

Note that, being continuous, the process
∫ ·
u=0

Y ′u(u)du is predictable. Moreover, it is with bounded
variation. Hence

Kt =

∫ t

u=0

(∫ u

s=0

∫
R
g(u− s, x)µ̃(ds, dx)

)
du+

∫ t

0

∫
R
G(0, x)µ̃(ds, dx) +

∫ t

0

∫
R
G(t− s, x)ν(ds, dx)

= MK
t +

∫ t

0

∫
R
G(t− s, x)ν(ds, dx) +

∫ t

u=0

(∫ u

s=0

∫
R
g(u− s, x)µ̃(ds, dx)

)
du,∀t ≥ 0 .

5There is a missprint in the formula given in the proof of this lemma.
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where MK
t =

∫ t
0

∫
RG(0, x)µ̃(ds, dx). Using (3.10), one has∫ t

0

∫
R
G(t− s, x)ν(ds, dx) =

∫ t

s=0

∫
R

∫ t−s

u=0

g(u, x)du ν(ds, dx) +

∫ t

0

∫
R
G(0, x)ν(ds, dx),

hence, applying a change of variable and stochastic Fubini’s theorem (see [24, Th. 65]) valid under
condition (3.11), we obtain,∫ t

s=0

∫
R

∫ t−s

u=0

g(u, x)du ν(ds, dx) =

∫ t

s=0

∫
R

∫ t

u=s

g(u− s, x)du ν(ds, dx)

=

∫ t

u=0

(∫
R

∫ u

s=0

g(u− s, x) ν(ds, dx)
)
du (3.13)

for any t ≥ 0, hence∫ t

0

∫
R
G(t− s, x)ν(ds, dx) =

∫ t

u=0

(∫
R

∫ u

s=0

g(u− s, x) ν(ds, dx)
)
du+

∫ t

0

∫
R
G(0, x)ν(ds, dx) .

Setting ku =
∫
R
∫ u
s=0

g(u − s, x) µ(ds, dx), we see that the process
∫ ·

0
kudu is continuous, hence

predictable. Therefore

AK =

∫ ·
0

kudu+

∫ ·
0

∫
R
G(0, x)ν(ds, dx) .

�

Proposition 3.14 The Doob-Meyer decomposition of Z is Z = M −Ap with

Mt =

∫ t

0

Zs−

(∫
R

(e−G(0,x) − 1)µ̃(ds, dx)

Apt =

∫ t

u=0

Zu−kudu+

∫ t

0

∫
R
(e−G(0,x) − 1)ν(ds, dx) ,

where ku =
∫
R
∫ u
s=0

g(u− s, x) µ(ds, dx). The random time τ admits a JL-conditional density. The
F-predictable reduction of the compensator of τ is Λ where

dΛt = kt dt+

∫
R

(1− e−G(0,x))ν(dt, dx), Λ0 = 0.

Proof: In the one hand, the process I defined in (3.2) is It =
∫ t

0

∫
R(1 − e−G(0,x))µ(ds, dx) and it

follows that

AIt =

∫ t

0

∫
R

(1− e−G(0,x))ν(ds, dx) .

In the other hand

Kc
t =

∑
i≥1

11{τi≤t}[G(t− τi, γi)−G(0, γi)] =
∑
i≥1

11{τi≤t}

∫ t−τi

0

g(u, γi)du

=

∫ t

s=0

(∫
R

∫ t−s

u=0

g(u, x)du
)
µ(ds, dx)

=

∫ t

u=0

(∫
R

∫ u

s=0

g(u− s, x)µ(ds, dx)
)
du =

∫ t

0

kudu ,
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where we have used (3.13). This proves that Kc admits a density w.r.t. Lebesgue’s measure, hence
the existence of a JL-conditional density. The F-predictable reduction of the compensator of τ is
Λ = Kc +AI .

An easy computation leads to

dZt = e−Kt−dKt + ∆e−Kt + eKt−∆Kt

= Zt−

(
− dMK

t − dAKt +

∫
R

(e−G(0,x) − 1 +G(0, x)µ(ds, dx)
)

= Zt−

(∫
R

(e−G(0,x) − 1)µ̃(ds, dx)− ktdt+

∫
R
(e−G(0,x) − 1)ν(dt, dx)

)
and the predictable part in the Doob-Meyer decomposition is

dApt = Zt−

(
ktdt+

∫
R

(1− e−G(0,x))ν(dt, dx)
)
.

We recover the form of the F-predictable reduction of the compensator. �
The increasing process I given by It =

∑
i≥1(1 − e−G(t−τi,γi))11{τi≤t} is also a shot-noise process.

The function H(t, x) = 1− e−G(t,x) verifies for any 0 ≤ t ≤ T , with T fixed,

H(t, x) = (1− e−G(0,x)) +

∫ t

0

g(s, x)e−G(s,x)ds = H(0, x) +

∫ t

0

h(s, x)ds

where h(t, x) = g(t, x)e−G(t,x) satisfies (3.11) and (3.12). From the above, I admits a decomposition

I = M I+AI where M I
t =

∫ t
0

∫
RH(0, x)µ̃(ds, dx) and AI is the increasing predictable process defined

as

AIt =

∫ t

u=0

(∫
R

∫ u

s=0

h(u− s, x) µ(ds, dx)
)
du+

∫ t

0

∫
R
H(0, x)ν(ds, dx) .

Proposition 3.15 If ν is deterministic, the survival conditional law of τ is

P(τ > u|Ft) = c(u)Lt(u), for u ≥ t (3.14)

with, c(u) = exp
( ∫ u

0

∫
R(e−G(u−s,x) − 1)ν(ds, dx)

)
and L(u) is the exponential F-martingale L(u) =

E(
∫ ·

0

∫
R
(
e−G(u−s,x) − 1

)
µ̃(ds, dx)), for any u ∈ R+. In particular, the survival function of τ is

P(τ > u) = c(u).
For t > u, immersion property leads to P(τ > u|Ft) = c(u)Lu(u).

Proof: Let Xt(u) = −
∫ t

0

∫
RG(u−s, x)µ(ds, dx)−

∫ t
0

∫
R(e−G(u−s,x)−1)ν(ds, dx). From Itô’s formula

for semimartingales, setting Lt(u) = eXt(u), one obtains, denoting for u fixed, Lt and Xt instead of
Lt(u) and Xt(u)

dLt = Lt−dXt + eXt−(e∆Xt − 1−∆(Xt)) ,

i.e., writing e∆Xt − 1−∆(Xt) =
∫
R(e−G(u−t,x) − 1 +G(u− t, x))µ(dt, dx), and simplifying

dLt = Lt−

∫
R

(
e−G(u−t,x) − 1

)
µ̃(dt, dx) (3.15)

which proves that L is a local martingale. From (3.14), it is a true martingale. If ν is deterministic,
using the fact that −Ku = Xu +

∫ u
0

∫
R(e−G(u−s,x) − 1)ν(ds, dx), we obtain, for u > t

E[e−Ku |Ft] = cLt

with c = E[e−Ku ] = exp
( ∫ u

0

∫
R(e−G(u−s,x) − 1

)
ν(ds, dx)) . We recover the result given in the proof

of Proposition 2.1 in [25]. �
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Remark 3.16 One can observe that ∆Lt(u) = eXt−(u)(e∆Xt(u) − 1),∀t ≥ 0.

Comment 3.17 It is proved (Th. 6.2.1 and Definition 6.2.1) in [12] that if ν is deterministic, then
µ has independent increments.

Example 3.18 If (γi)i≥1 are i.i.d. and (τi)i≥1 are the jump times of a Poisson process, independent
of (γi)i≥1, the random measure ν is deterministic.

3.4 Case where K is càglàd

In that case, defining τ as in (3.2), the equality {Kt ≥ Θ} = {τ ≤ t} does not hold. In order to
define a random time with nice properties, we set

τ = inf{t : Kt > Θ} .

We define Kt+ the right-limit of K at time t and ∆+Kt = Kt+ −Kt.

Lemma 3.19 Assume that K is càglàd. The set {t : Kt > Θ} is of the form ]t0,∞[ with Kt0 ≤ Θ
and τ = t0. In particular

{Kt > Θ} = {τ < t}.
For any F-stopping time ϑ, one has P(τ = ϑ) = E[e−Kϑ − e−Kϑ+ ].

Proof: Due to the increasing property of K, the set {t : Kt > Θ} is of the form [t0,∞[ or ]t0,∞[. If
{t : Kt > Θ} = [t0,∞[, one should have Kt0 > Θ and Kt0−ε ≤ Θ for any ε > 0. The left-continuity
of K yields to Kt0 ≤ Θ, which is a contradiction. Hence {t : Kt > Θ} =]t0,∞[ and Kt0 ≤ Θ and
τ = t0. �

We deduce that {Kt ≤ Θ} = {τ ≥ t}, hence Z̃t = e−Kt .

Proposition 3.20 If K is càglàd, and τ = inf{t : Kt > Θ} , one has Z = e−K+ , dΛ =

e−∆+K(dKc+dAC) where AC is the predictable part of the supermartingale Ct =
∑
s≤t e

−∆+Ks−1.

Proof:
Let κt := Kt+ = Kt + ∆+Kt. Note that κ is continuous on right and that ∆κt = ∆+Kt. Let

Kc
t be the continuous part of K, defined as Kc

t = Kt −
∑
s<t ∆+Ks,∀t ≥ 0. Note that Kc = κc.

Then, from Z̃t = e−Kt and Zt = Z̃t+ = e−κt , one has

dZt = −e−κt−dκt + (e−κt − e−κt− + e−κt−∆κt)

= −e−κt−dKc
t + e−κt−(e−∆κt − 1)

The decreasing càdlàg process C defined as Ct :=
∑
s≤t e

−∆κs − 1 =
∑
s≤t e

−∆+Ks − 1 admits a

Doob-Meyer decomposition C = MC −AC and

dZt = e−κt−dMC
t − e−κt−(dKc

t + dACt )

= e−KtdMC
t − e−Kt(dKc

t + dACt )

and dApt = e−Kt(dKc
t + dACt ), dΛt = e−∆+Kt(dKc

t + dACt ). �

The multiplicative decomposition of Z can be deduced from Lemma 3.6, using that Z = e−κ

with a right-continuous process κ.
The JL-conditional density exists if Kc is absolutely continuous

E[h(τ)
∏
i

11{τ 6=τi}|Ft] =

∫ ∞
0

h(s)E[kse
−Ks |Ft]ds .

In conclusion, the case where K is càglàd reduces to the right-continuous case, making use of κ.
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4 Pricing of Defaultable Bonds

A defaultable claim of maturity T is a pair (X,R) where X ∈ FT is an integrable random variable
and R is an F-optional bounded process. The payoff of this claim is made of two parts: X paid at
time T if T < τ and Rτ paid at time τ if τ ≤ T . In the case of constant interest rate r, P being the
pricing measure, the price of this claim at time t is

Pt(T ) = ertE[Xe−rT 11{T<τ} + e−rτRτ11{t<τ≤T}|Gt] .

A zero coupon defaultable bond is a defaultable claim with R = 0 and X = 1.
According to [4, Proposition 5.1.1], for R predictable such that Rτ is integrable, one has

Pt(T )e−rt = 11{t<τ}
1

Zt
E[Xe−rTZT −

∫ T

t

e−ruRudZu|Ft]

= 11{t<τ}
1

Zt
E[Xe−rTZT +

∫ T

t

e−ruRudA
p
u|Ft], ∀t ≥ 0 .

There exists an F-adapted process P̃ (T ) such that Pt(T )11{t<τ} = P̃t(T )11{t<τ}, and if F is a continu-

ous filtration (i.e., all F-martingales are continuous) and Ap continuous, then P̃ (T ) is continuous. If

F is continuous and Ap has jumps at predictable times τi, i ≥ 1, P̃ (T ) may have jumps at times τi. As
an example of such a case, let F be the trivial filtration, Kt = t11{t<1}+2t11{1≤t}, r = 0, R = 1, X = 0

and T > 1. Then Zt = e−Kt , Apt = 1− e−Kt and P̃t(T ) = e−Kt−e−KT
1−e−Kt has a jump at t = 1.

The forward intensity rate, is, when it exists, the family of F-adapted process λ(u) = (λt(u))t≥0

such that for any pair (t, T ) with t ≤ T , one has Bt(T ) := P(τ > T |Ft) = exp
(
−
∫ T

0
λt(u)du

)
[7,

Remark 2.3]. It is given by λt(u) = ∂u lnBt(u).

It is not difficult to show that, mimicking the proof of [4, Proposition 5.1.1] and taking into
account that optional processes are generated by right-continuous processes of the form 11{u≤τ<v}Cu
with Cu ∈ Fu, one obtains, for R optional, that

E[X11{T<τ} +Rτ11{t≤τ<T}|Gt] = 11{t<τ}
1

Zt
E[XZT −

∫ T

t

RudZ̃u|Ft], ∀t ≥ 0 . (4.1)

We now restrict our attention to the case where K is càd. Our goal is to give an explicit form
for the price of some defaultable assets, and to exhibit their dynamics.

We consider a zero coupon defaultable bond (DB) with maturity T , which delivers 1 monetary
unit at maturity if and only if the default did not occur before T . We assume that the riskless
interest rate is null. We also assume that K is càdlàg and F-adapted, hence optional and that eKt

is integrable, for any t ≥ 0. The price of the DB, if P is the pricing measure, is

Dt(T ) = P(τ > T |Gt) = 11{t<τ}
E[ZT |Ft]

Zt
=: 11{t<τ}

Yt
Zt

= 11{t<τ}Yt(T )eKt = 11{t<τ}D̃t(T )

where Y (t) is the F-martingale, valued in [0, 1], defined by Yt(T ) = E[ZT |Ft] and D̃(T ) is the

predefault price D̃(T ) = Y eK .
When there are no ambiguity, we delete T in the notation.
The jump’s sizes of D̃ are ∆D̃ = ∆(Y eK) = D̃−(e∆K Y

Y−
− 1).

The dynamics of D̃ is

dD̃t = Yt−de
Kt + eKt−dYt + d[Y, eK ]t

= Yt−e
Kt−

(
dKc

t + dJt) + eKt−dYt + d[Y, eK ]t, ∀t ≥ 0
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where J is the submartingale Jt =
∑
s≤t(e

∆Ks−1),∀t ≥ 0 with Doob-Meyer decomposition MJ+AJ .

The covariation process [Y, eK ] =
∫ ·

0
∆Ysde

Ks is a special semimartingale 6, with decomposition
[Y, eK ] = M∗ +A∗ where M∗ is a local martingale and A∗ a predictable process.

Therefore, the local martingale part of D̃ is
∫ ·

0
Ys−e

Ks−dMJ
s +

∫ ·
0
eKs−dYs + M∗ and the pre-

dictable bounded variation part is
∫ ·

0
Ys−e

Ks−
(
dKc

s + dAJs ) +A∗.
Note that eKs−(dKc

s + dAJs ) = eKs(dKc
s + dAIs) = eKsdΛs.

Due to the fact that Y is orthogonal to (1−A)eK (see, e.g., prop 2.18 b, page38 in [1]), setting
U = (1−A)eK (which is a G-martingale)

dD = d(UY ) = U−dY + Y−dU + d[Y,U ]

where the three terms on the right hand side are G-local martingales (due to immersion property
and the orthogonality between U and Y ).
The dynamics of Y is not explicit. In the case where F is a Brownian filtration, no closed form for
its diffusion part is known, and one can note that the pair (Y,Θ) is solution of an elementary BSDE

dYt = ΘtdWt, YT = ZT = e−KT .

Example 4.1 Two particular cases lead to more explicit formulae
1) If F is a continuous filtration, the F-martingale Y is continuous, hence [Y, eK ] = 0 and A∗ = 0.
Furthermore, since optional processes are predictable7, J is predictable and MJ = 0, AJ = J . Hence,

dD̃t = Ytde
Kt + eKt−dYt = Yte

Kt−
(
dKc

t + dJt) + eKt−dYt = Yte
KtdΛt + eKt−dYt

has a (continuous) local martingale part
∫ ·

0
eKs−dYs, and a predictable part∫ ·
0

Yse
KsdΛs .

The jump times of D̃ are the predictable jump times of K, i.e., the jump times of K, and ∆Dτi =
Dτi−(e∆Kτi − 1), so that the jumps are non negative. The impact of the jumps of K is then visible
on the predefault price of defaultable bonds, and the size of the jump of K can be deduced from the
jump’s size of D̃.

2) If K is predictable, MJ ≡ 0 and AJ = J , and by Yoeurp’s lemma [Y, eK ]t =
∫ t

0
∆eKsdYs

which is the local martingale that we have denoted M∗, and A∗ = 0. Then eKs−dYs + dM∗s =

(eKs− + ∆eKs)dYs = eKsdYs and the local martingale part of the semimartingale D̃t is
∫ ·

0
eKsdYs.

The predictable bounded variation part is
∫ ·

0
Ys−e

Ks−
(
dKc

s + dJs) =
∫ ·

0
Ys−e

KsdΛs.

Here, the jump’s sizes are D̃−(e∆K Y
Y−
− 1) and can be negative or positive.

Example 4.2 We assume to be in the case of shot-noise model presented in subsection 3.3.5, and
ν is deterministic. From the results of subsection 3.3.5, it follows that Yt = c(T )Lt(T ), hence, with
simple computations that

D̃t = exp
(∫ T

t

∫
R

(e−G(T−s,x) − 1)ν(ds, dx)−
∫ t

0

∫
R

[G(T − s, x)−G(t− s, x)]µ(ds, dx)
)
,∀t ≥ 0 .

In particular, D̃ has jumps at times (τi)i≥1 with negative jump sizes :

∆D̃τi = D̃τi−(e−(G(T−τi,γi)−G(0,γi)) − 1) .

6The special feature comes from the fact that, for any t, the random variable sups≤t |[Y, eK ]s| ≤ 2eKt is integrable
7A filtration H is continuous if all martingales are continuous. This implies that the two σ-algebra O(H) and P(H)

are equal (see page 512 in [15])
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Note also that D̃(T ) is increasing between two jumps.

The dynamics of D̃ can be deduced by Itô-Ventcell’s formula. We prefer to make use of the
general results presented in the first part of this section. The jumps of Y and eK occur at times τi.
One has, from (3.15)

∆Yτi = Yτi−(e−G(T−τi,γi) − 1)

∆(eK)τi = eKτi−(eG(τi−τi,γi) − 1) = eKτi−(eG(0,γi) − 1) .

Hence

[Y, eK ]t =
∑
s≤t

∆Ys∆(eK)s =

∫ t

0

Ys−e
Ks−

∫
R

(e−G(T−s,x) − 1)(eG(0,x) − 1)µ(ds, dx)

= M∗t +

∫ t

0

Ys−e
Ks−

∫
R

(e−G(T−s,x) − 1)(eG(0,x) − 1)ν(ds, dx),∀t ≥ 0 . (4.2)

As in section 3.3.5 for the computation of AI , and noting that J is a shot noise process as Jt =∑
11{τi≤t}H

J(t− τi, γi) with HJ(t, x) = eG(t,x) − 1, we obtain

AJt =

∫ t

u=0

(∫
R

∫ u

s=0

hJ(u− s, x) µ(ds, dx)
)
du+

∫ t

0

∫
R
HJ(0, x)ν(ds, dx) ,

where hJ(t, x) = g(t, x)eG(t,x). Therefore, the local martingale part of D̃t(T ) is
∫ t

0
Ys−e

Ks−dMJ
s +∫ t

0
eKs−dYs +M∗t where

M∗t =

∫ t

0

Ys−e
Ks−

∫
R

(e−G(T−s,x) − 1)(eG(0,x) − 1)µ̃(ds, dx)

MJ
t =

∫ t

0

∫
R
HJ(0, x)µ̃(ds, dx)

so that the local martingale part reduces, after simple computation, to∫ t

0

Ys−e
Ks−

∫
R

(eG(0,x)−G(T−s,x) − 1)µ̃(ds, dx)

and the predictable bounded variation part is
∫ t

0
Ys−e

Ks−
(
dAJs+

∫
R(e−G(T−s,x)−1)(eG(0,x)−1)ν(ds, dx)

)
.

Example 4.3 In the case presented in Subsection 3.3.3, we find that

D̃t(T ) = E[exp
(
−
∫ T

t

ksds− (XT −Xt)
)
|Ft]

= E[exp
(
−
∫ T

t

ksds
)
E[exp

(
− (XT −Xt)

)
|FWT ∨ FXt ]|Ft]

= E[exp−XT−t]E[exp
(
−
∫ T

t

ksds
)
|Ft] = e−(T−t)λψ(−1)E[exp

(
−
∫ T

t

ksds
)
|FWt ]

= e−(T−t)λψ(−1) exp
( ∫ t

0

ksds
)
E[exp

(
−
∫ T

0

ksds
)
|FWt ],∀t ≥ 0

and D̃(T ) is a continuous process. Setting ηt = E[exp
(
−
∫ T

0
ksds

)
|FWt ] and κt = e−(T−t)λψ(−1) exp

( ∫ t
0
ksds

)
,

the dynamics of D̃t(T ) is dD̃t(T ) = κtdηt + ηtκt(λψ(−1) + kt)dt.
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