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We discuss the dynamics of unidirectional random wave fields that propagate against an

opposing current through laboratory experiments and direct numerical simulations of the

Euler equations solved with a high-order spectral method. Both approaches demonstrate

that the presence of a negative horizontal velocity gradient increases the probability

of the occurrence of extreme and rogue waves in the course of their propagation with

the emergence of a rapid transition from weakly to strongly non-Gaussian properties.

Numerical simulations capture quantitatively well the statistical properties of laboratory

observations and substantiate that underlying physics are associated to quasiresonant

nonlinear interactions triggered by the background current.

DOI: 10.1103/PhysRevFluids.6.064803

I. INTRODUCTION

Rogue waves are exceptional events with a crest-to-trough height exceeding two times the

significant wave height, namely, the average of the highest one-third of the waves in a 20-minute

record [1]. Once believed to be a sailors’ myth, several observations of rogue waves have been

made in the open ocean [2–6]. These measurements have been demonstrated theoretically [7–9] and

reconstructed in laboratories [10–16]. Rogue waves have also been responsible for a number of ship

accidents worldwide [6,17–19].

Assuming the medium in which waves propagate is homogeneous in space and time (i.e., it

exhibits unique features), there are several mechanisms than can cause rogue waves in the ocean:

the linear superposition of Fourier modes, second-order nonlinear effects, crossing sea states, and

shallow water effects, among others (see, e.g., [6,9,20–24]). The most acknowledged, however,

is the instability of uniform wave packets to side band perturbations, i.e., a high-order nonlinear

mechanism known as modulational instability (e.g., [10,25–30]). Provided that the waves are

sufficiently steep (i.e., nonlinear) and the energy spectrum is centered around a dominant (peak)

frequency and direction (i.e., the sea state is narrow banded and unidirectional), modulational

instability prompts a transfer of energy across the dominant mode and side bands, which forces

individual waves to grow within a short space on a scale of tens of wavelengths.
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Within a stochastic framework, high-order nonlinearity results in a heavy-tailed probability den-

sity function (PDF) of the wave displacements, which strongly deviates from a Gaussian distribution

[10,25–28,31,32]. There is evidence, however, that realistic oceanic conditions are less prone to

modulational instability due to commonly broad directional wave energy spectra. Therefore, the

PDF only weakly deviates from Gaussian statistics and can be accurately predicted by second-order

nonlinear theories [24,33,34]. It is worth noting, nevertheless, that this does not necessarily mean

that higher-order nonlinear effects are idle in nature. There is experimental evidence in this respect

showing that modulational instability is still responsible for nonlinear energy transfer and breaking

dissipation in a more realistic directional sea state without necessarily leading to non-Gaussian

statistics [35–37].

Interestingly, pronounced deviations from Gaussian statistics can hold in broad banded sea states

if the medium has nonhomogeneous properties (e.g., [13]). Inhomogeneity can emerge because of

time-varying wind forcing [38], a nonflat bottom profile [39–41], or the presence of varying current

[13,42,43]. In this respect, a significant number of ship accidents due to bad weather and heavy sea

conditions have been reported in regions of strong oceanic currents, such as the Gulf Stream, the

Agulhas Current, and the Kuroshio Current, or tidal currents (e.g., [18,44,45]). It is not a mystery

that rogue waves can develop as a result of the interaction with strong currents (notorious is the

region of the Agulhas current that is east of South Africa [44]). One possible mechanism in these

circumstances triggers when waves propagate with opposite or oblique direction to a surface current.

Provided the current is fast enough, wave energy is forced to refract and coalesce in certain areas

with a consequent formation of large waves as a result of a linear focusing (see caustic theory

[45,46]).

According to the linear dispersion relation, an opposing current compresses the wave profiles

due to a Doppler shift. This forces the wavelength to shrink and wave height to increase, with

a consequent enhancement of the wave steepness and nonlinearity (e.g., [42,45]). Note that this

transition can be further accelerated by concurrent refraction and directional focusing. A number

of laboratory experiments have been undertaken to verify the nonlinear dynamics of regular and

irregular waves when opposing a strong current (see, for example, [13,43,47–51], among others).

Tests on regular (deterministic) waves have shown that the increase of wave steepness makes

wave trains susceptible to modulational instability and thus more prone to rogue waves, even if

wave conditions would be stable otherwise [49]. Rogue waves under these circumstances can be

interpreted as a signature of out-of-equilibrium dynamics [39]. In irregular random wave fields,

opposing currents induce a sharp and rapid transition from weakly to strongly non-Gaussian

sea states [13,43]. Although changes of wave statistics are consistent with deterministic exper-

iments and theory [49,52], experimental results only confirm that currents can locally increase

steepness, force rogue waves to emerge, and lead to non-Gaussian statistics, but do not sub-

stantiate the controlling physics. Irregularities in experimental current fields can, in fact, refract

waves, redirecting them towards the side walls, reflect them towards the center of the basin,

and consistently force energy to focus somewhere in the basin [43,51], similarly to what caustic

theory would predict [45,46]. Therefore, the occurrence of large amplitude waves in experimen-

tal facilities might be simply explained by a linear directional focusing rather than nonlinear

interactions.

Here, we revisit an experimental model of wave-current interaction, which was conducted in a

wave flume, i.e., free of directional effects [13]. Observations are reassessed by comparing them

against numerical simulations from current-modified Euler equations, in order to underpin the

physics driving the generation of rogue waves in the presence of an opposing current. The paper is

organized as follows: Secs. II and III detail the experimental setup and the numerical model; Sec. IV

describes the evolution of the wave field in terms of significant wave height and spectral density;

Sec. V discusses statistical properties of the surface elevation and emergence of rogue waves; and

Sec. VI provides concluding remarks.
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FIG. 1. Schematic representation of the wave-current experimental facilities (not to scale).

II. THE PHYSICAL MODEL

A. Facility and experimental setup

The experiments were conducted in the wave flume at the Coastal, Ocean And Sediment

Transport (COAST) laboratory of the University of Plymouth. The facility is 35 m long, 0.6 m wide,

and with a uniform water depth d of 0.75 m (see Fig. 1). The waves were generated by a piston wave

maker with active force absorption at one end of the tank. Absorbing panels were installed at the

other end of the tank to prevent wave reflection. The flume was also equipped with pumps for water

circulation, which mimics a background current U up to 0.5 m/s. Water flow can follow or oppose

the wave direction of propagation, but only an opposing current was used herein. Either the inlet or

outlet was located near the absorbing panels, while the other was at a distance of 2.5 m from the

wave maker. This particular configuration allows waves to be generated outside the current field and

propagate for a few wavelengths before encountering a current gradient. For a complete discussion

of these experimental tests, including directional wave fields generated in the ocean wave basin of

the COAST Laboratory of Plymouth University, see [13,14].

The wave field was monitored with 10 capacitance wave gauges equally spaced (every 2.5 m)

along the flume and located at its center in the transverse direction (see Fig. 1). Furthermore, the

velocity field was measured with two properly seeded acoustic doppler velocimeters (ADVs). The

instrumentation was operated at a sampling frequency of 128 Hz.

A survey of the current was conducted by measuring 10-min series at several distances from the

wave maker and depths. Due to the particular configuration of the flume, there is no current close

to the wave generation system, while a strong velocity gradient forms at x = 2.5 m in the proximity

of the inlet or outlet. Stable water flow both longitudinally and transversely was observed starting at

about 3 m from the wave maker [see the averaged profiles in Figs. 2(b) and 2(c)]. The vertical profile

also reveals a uniform current flow until a depth of 0.4 m, below which a parabolic profiles emerges

[Fig. 2(a)]. Over the entire time series, the standard deviation was approximately 10% (with peaks

at high current speeds); temporal variations occurred within a period of approximately 10 s.

Unidirectional, irregular wave fields were generated by imposing a predefined motion at the

wave maker. The piston displacements were computed by converting a target wave spectrum into

a voltage, using an inverse fast Fourier transform method with random amplitudes and phases

approximations and the linear transfer function to account for the wave maker geometry. For a

selected sea state, experimental tests were conducted for a total period of 1 h. Two realizations with

different random amplitudes and phases were carried out to ensure enough data for the statistical

analysis.
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FIG. 2. (a) Vertical, (b) longitudinal, and (c) transverse profiles of the horizontal current velocity.

B. Initial conditions

Initial conditions for random wave fields were specified using a JONSWAP spectrum E ( f )

[53], where f is the wave frequency. The spectral shape was defined by a peak period Tp = 0.8 s

(wavelength Lp = 1 m, group velocity Cg = 0.63 m/s, and relative water depth kpd = 4.7, where kp

is the wave number associated to the peak period), significant wave height Hs = 4
√

m0 = 0.025 m,

where m0 is the variance of the wave spectrum, and peak enhancement factor γ = 3. The resulting

wave field was characterized by a wave steepness kpHs/2 = 0.08, which is a typical value for

moderate sea states [18].

The evolution of the input wave field was measured with no current for the benchmark. Ex-

periments were then repeated with opposing currents at nominal velocities of U = −0.04,−0.06,

−0.12,−0.18, and −0.24 m/s, which corresponds to U/Cg = −0.06,−0.10,−0.19,−0.29, and

−0.38. Although dominant wave components around the spectral peak are far from the blocking

condition (U/Cg = −0.5 [1]), it is worth noting that high-frequency modes may be subjected to

blockage due to slower group velocities.

III. A CURRENT-MODIFIED HIGH-ORDER SPECTRAL MODEL

The evolution of the wave field was simulated by numerically integrating the potential Euler

equations with a high-order spectral (HOS) method, using the open-source solver HOS-OCEAN [54].

The numerical scheme is based on an efficient algorithm that computes a series expansion in the

wave steepness of the vertical velocity, enabling the inclusion of an arbitrary degree of nonlinearity

in the computation. A third-order expansion is used herein to model the modulational instability

(see [55,56]). HOS has been extensively validated and used in various applications, such as the

analysis of complex wave phenomena, including the emergence of rogue waves [28,57,58].

A current-modified version of HOS-OCEAN is applied to account for the background current

(see details in [59,60]). The theoretical and numerical aspects of this modification are similar to

the ones discussed in [13,14,52], in the context of the nonlinear Schrödinger equation. The current

is idealized by assuming it to be slowly varying in both the vertical and the horizontal directions.

This ensures the correctness of the potential flow formalism to model wave-current interactions

[60]. To include a spatially varying current in the HOS-solver, the free-surface elevation z = η(x, t )

is decomposed into a component due to the stationary current ηc(x) and a counterpart associated

to the waves ηw(x, t ). The contribution of the current is defined by its horizontal velocity uc at the

mean water level z = 0, through the current-only free-surface boundary condition,

gηc + 1
2
(uc · uc + [uc · ∇ηc]2) = 0, (1)

where ∇ stands for the horizontal gradient.
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FIG. 3. Configuration of the numerical solution.

The wave counterpart ηw(x, t ) is computed numerically assuming (i) the current is slowly varying

in the vertical direction and (ii) the current is slowly varying in the horizontal direction, i.e., |∇ηc| ≪
|∇ηw|. Based on these assumptions, a new set of free-surface boundary conditions is derived for

ηw(x, t ), considering z = ηc(x) is the new reference level of vertical coordinates. Those boundary

conditions are written on z = ηw(x, t ) as follows:

∂ηw

∂t
= (1 + |∇ηw|2)Ww − ∇φs

w
· ∇ηw − uc · ∇ηw − ηw(∇ · uc ) + (uc · ∇uc )∇φs

w

− 2(uc · ∇uc ) · ∇ηw + (uc · ∇uc ) · (uc · ∇uc ), (2)

∂φs
w

∂t
= −gηw −

1

2

∣

∣∇φs
w

∣

∣

2 +
1

2
(1 + |∇η|2)W 2

w
− uc · ∇φs

w
− [(uc · ∇uc ) · ∇ηw]W 2

w

+
[

1

2
(uc · ∇uc ) · (uc · ∇uc )

]

W 2
w

+ ηw[−(uc · ∇uc ) · uc](∇ · uc ). (3)

The system given by Eqs. (2) and (3) is solved with a standard HOS-solver, with φs
w

standing

for the free-surface velocity potential induced by waves and Ww the vertical velocity at the free

surface. The total free-surface elevation is eventually reconstructed as a superposition: η(x, t ) =
ηc(x) + ηw(x, t ).

A schematic representation of the numerical configuration is given in Fig. 3. In order to satisfy

the periodicity of the numerical solution, we set up different relaxation zones, allowing the control

of the wave field interacting with the current. The waves are generated on one side (the left-hand

side in Fig. 3) and absorbed at the other side. The control of periodicity, generation and absorption

have been validated in the context of the efficient modeling of wave-bottom interactions using a

HOS-solver [61,62]. In the present configuration, this is associated with a spatially varying current.

The numerical model includes a classical de-aliasing procedure [63,64] to hamper contamination

from an unnatural cascade of energy to very high-frequency modes. Two additional dissipation

terms are implemented to account for: (i) side-wall friction and (ii) wave breaking dissipation.

The former is based on theoretical predictions in [65]. The latter is included in HOS-solvers by

a local modification of the free-surface boundary conditions given by Eqs. (2) and (3). A robust

breaking-onset parameter is used to detect the time and location of breaking events [66], allowing

the introduction of relevant diffusion terms in those boundary conditions [67].

A detailed convergence study has been carried out in order to choose the relevant spatial and

temporal resolution. The computational domain is discretized with 4096 modes, free of aliasing

errors, and the time tolerance of the adaptive Runge-Kutta scheme is fixed to 10−8. The numerical

simulations are 20 minutes long (around 1500 wave periods) and, for each configuration, 200

different realizations with random phases are computed in order to obtain highly accurate statistics

of the extreme events.
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FIG. 4. Evolution of significant wave height Hs as a function of the nondimensional distance x/Lp from

the wave maker for different current speeds: (a) without and (b) with wall friction dissipation. Marks indicate

experimental observations, the solid lines refer to numerical simulations, and the dashed vertical lines indicate

the start and end of the transition region from no current to regime flow.

IV. SIGNIFICANT WAVE HEIGHT AND SPECTRAL DENSITY

A. Significant wave height

Figure 4 presents the evolution of experimental and model significant wave height, Hs, as a

function of the nondimensional distance from the wave maker (i.e., x/Lp, where x is the absolute

distance from the wave maker) for different current speeds. To assess the dissipation along the flume,

model runs with the wave breaking dissipation term only are shown in Fig. 4(a), while runs with the

combined breaking and friction modules are presented in Fig. 4(b).

In the absence of a background current, experimental observations show an evident drop of Hs

with distance from the wave maker (about 20% reduction after 25 wavelengths). The low steepness

of the initial condition inhibits high-order nonlinearity and hence growth of individual waves,

preventing the development of wave breaking within the flume (cf. [68]). As a result, the breaking

dissipation term does not capture the observed decay [Fig. 4(a)], which is therefore attributed

entirely to friction. To match the energy loss, the side-walls and bottom friction term is adjusted

heuristically to mimic the energy decay for U/Cg = 0 [see Fig. 4(b)].

The presence of a current compresses the waves, forcing the significant wave height to increase

soon after entering into the zone of an adverse velocity gradient. This results in a rapid increase of

wave steepness and enhancement of nonlinear properties. The rapid change of Hs is well captured by

the model for moderate currents (U/Cg > −0.19), but it is overestimated for stronger current flows

[slightly for U/Cg = −0.29 and more substantially for U/Cg > −0.38; see Fig. 4(b)]. Subsequently,
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FIG. 5. Energy loss due to wave breaking.

the significant wave height drops as the wave field further develops along the flume. Figure 5

shows that breaking dissipation—defined as the total energy loss throughout the flume minus the

energy loss due to friction in the absence of current—remains negligible for U/Cg > −0.1, while it

contributes significantly to energy loss for U/Cg < −0.1. Breaking becomes the dominant source

of dissipation for U/Cg = −0.38. Although the evolution of Hs for U/Cg = −0.38 is reproduced

qualitatively well by the model, the latter notably overestimates Hs. It should be mentioned, in this

respect, that the Euler’s model used herein relies on the assumption of a slowly varying current in

the horizontal direction, which may not exactly replicate the experimental conditions. Furthermore,

the wave breaking dissipation term was not specifically developed to simulate the intense breaking

events induced by strong wave-current interaction. Therefore, the overestimation of significant wave

height is not unexpected.

B. The wave energy spectrum

The significant wave height only shows the overall variance of the spectral density. It is,

however, instructive to identify how energy is redistributed or lost across the frequency domain.

In this respect, the evolution of the wave energy spectrum both in the flume and the numerical

wave tank is presented in Fig. 6, noting that the model shows runs with combined friction and

breaking dissipation. The input wave spectrum is included as a benchmark. As expected, the spectral

density is not replicated exactly in the flume, with the peak being slightly less energetic and the

upper tail being slightly more energetic than the input and model spectrum (see top-left panel in

Fig. 6). The increase of energy due to the interaction with the current is evident and primarily

concentrated around the spectral peak. Energy loss due to friction with no or low current speed and

a combination of friction and wave breaking with strong current is also apparent at the peak and

especially in the upper tail of the spectrum. Overall, there is a remarkable agreement between the

numerical simulations and experimental results. Nevertheless, notable differences are observed for

U/Cg = −0.38, which denotes model limitations to accurately capture wave breaking dissipation in

the presence of strong current gradients (cf. Fig. 5).

There is evidence of a downshift of the spectral peak during propagation (see the evolution of

the peak frequency fp as a function of the nondimensional distance from the wave maker in Fig. 7).

064803-7



DUCROZET, ABDOLAHPOUR, NELLI, AND TOFFOLI

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0 1 2
0

0.5

1

1.5

2

0

0.5

1

1.5

2

0

0.5

1

1.5

2

0 1 2

0 1 2

0 1 2
0

0.5

1

1.5

2

FIG. 6. Evolution of experimental (dashed red line) and numerical (solid blue line) wave spectrum at

different distances from the wave maker and different current velocities; the input wave spectrum (dash-dotted

yellow line) is presented as a benchmark.

FIG. 7. Evolution of the peak frequency as a function of the distance from the wave maker. Comparison

between experiments and numerical simulations.
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FIG. 8. Average wave energy transfer from numerical simulations: (a) without and (b) with friction and

breaking dissipation terms.

The feature develops progressively within 10–20 wavelengths from the wave maker. For no or low

current (U/Cg � −0.1), the downshift is almost negligible, while it becomes substantial as current

speed increases (U/Cg < −0.1). The model captures the feature well for all configurations with

U/Cg � −0.29, but it completely diverges from experimental observations for U/Cg = −0.38.

To understand the nature of this downshift, the energy transfer and loss, �E , across the frequency

domain is presented in Fig. 8. The variable is estimated from numerical simulations running without

[Fig. 8(a)] and with [Fig. 8(b)] the friction and breaking terms to separate the contribution of

nonlinear interactions from the overall dynamics. The term �E is calculated as follows:

�E =
Ex2

( f ) − Ex1
( f )

x2 − x1

, (4)

where Exi
( f ) is the wave energy spectrum at a specific location xi. Note that only configurations with

U/Cg � −0.29 are shown in the figure as the model is unstable for strong currents (U/Cg = −0.38),

if the dissipation term is turned off. Without loss of generality, an average variable is computed along

the flume (�E ). The model runs excluding friction and breaking dissipation terms describe the

evolution driven by nonlinear interactions. In the absence of current, the weakly nonlinear nature

of the initial condition inhibits these interactions and results in a negligible energy redistribution

across modes. The opposing current, on the other hand, excites nonlinear properties (wave steepness

increases) and consequently triggers a significant energy transfer from high to low frequencies,

which contributes to spectral downshift (cf. [11,50,69]). Friction and breaking terms induce an

additional and prominent energy loss for modes at approximately f > 0.9 fp [Fig. 8(b)]. This further

contributes to removing energy near the peak and at high frequencies, emphasizing the spectral

downshift. The combined contribution of nonlinear interaction and dissipation on the downshift

reported herein is consistent with the one reported for wind-generated waves in [70].

C. Wave steepness

As the wave field propagates along the flume, laboratory constraints and interaction with an

opposing current alter the properties of the initial wave energy spectrum. The decay of significant

wave height and the concurrent spectral downshift produce an evident reduction of the wave
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FIG. 9. Evolution of local steepness, kpHs/2, during wave propagation. Comparison between experiments

and numerical simulations.

steepness, which counterbalance the effect of the current gradient (i.e., the initial enhancement of

nonlinearity). Figure 9 presents the evolution of the steepness, kpHs/2, for all current speeds. There

is a remarkable agreement between the experiments and numerical simulations for all configurations

except U/Cg = −0.38. For strong current speeds, the substantial downshift is underpredicted by the

model, resulting in a concurrent overprediction of steepness.

V. WAVE STATISTICS

A. Skewness of surface elevation

The skewness of the surface elevation, namely, the third-order moment of its probability density

function (PDF), is an indicator of the vertical asymmetry of the wave profile. For a Gaussian random

process, the wave profile is symmetric and the skewness is zero. If second-order effects are active,

wave crests sharpen and troughs flatten, inducing a positive skewness to the PDF and a consequent

weak departure from Gaussian statistics [20]. Figure 10 presents the evolution of the wave skewness,

both experimental and numerical, for different current speeds.

The small steepness of the input wave field (kpHs/2 = 0.08) allows a weak second-order effect

to develop. Without background current, the skewness remain small (lower than 0.1) throughout the

flume. As the steepness reduces due to frictions, the skewness shows a consistent decay as well. The

presence of a current excites second-order effects by enhancing the steepness. As a consequence,

the skewness increases with current speed and significantly high values are reported starting from

U/Cg < −0.1. As for the configuration without current, that skewness gradually decays as a result

of energy loss and spectral downshifting. The intensive breaking occurring for very strong currents
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FIG. 10. Spatial evolution of the skewness along the wave flume for different current velocities. Compari-

son between experiments and numerical simulations.

(U/Cg = −0.38) limits the height of the wave crests, restraining the vertical asymmetry of the wave

field with a concurrent drop of skewness. Note also that there is a more erratic behavior along the

flume, substantiating the complexity of the wave field.

The model runs replicate the evolution of second-order effects correctly, but more qualitatively

than quantitatively. Without current, the model slightly overestimates the experiments due to the

different initial conditions generated in the physical and the numerical wave tanks (see Fig. 6). The

simulated skewness is consistent with experiments for slow currents, U/Cg = −0.06 and −0.10,

while it misses the full extent of the vertical asymmetry of the wave profile and thus underestimates

experimental observations for moderate current speeds, U/Cg = −0.19 and −0.29. For strong

currents U/Cg = −0.34, the model overpredicts the skewness as a result of the inaccuracy in the

capturing of breaking dissipation.

B. Kurtosis of surface elevation

The fourth-order moment of the probability density function of the surface elevation, i.e., the

kurtosis, is a classical indicator of nonlinear properties and a measure of the occurrence of extreme

(rogue) waves in a record [26]. For Gaussian (linear) processes, the kurtosis is equal to 3, while it

is greater than 3 for non-Gaussian sea states. For water waves, it is reasonable to expect the

kurtosis to be about 3.2 for weakly non-Gaussian conditions and between 3.2 and 4 for strongly

non-Gaussian conditions [26,27]. The evolution of kurtosis from experimental observations and

numerical simulations is shown in Fig. 11 as a function of the distance from the wave maker and for

different current speeds.
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FIG. 11. Spatial evolution of the kurtosis along the wave flume for different current velocities. Comparison

between experiments and numerical simulations.

Without a background current, the kurtosis only weakly increases during the first 10 wavelengths,

after which it stabilizes around the value of 3.1. This weak departure from the Gaussian distribution

is controlled by bound waves generated by second-order interaction [38,71]. The numerical simu-

lations capture the weak evolution of kurtosis, although the model predicts slightly higher values

with kurtosis, increasing up to a maximum of about 3.18 after about 20 wavelengths. Note that a

small overprediction is somewhat expected for unidirectional waves field as a result of more intense

high-order nonlinearity in the numerical simulations [28,58].

The interaction with an opposing current forces the kurtosis to undergo a more substantial

dynamics, with the maximum value consequently enhanced (see maximum kurtosis as a function

of current speed in Fig. 12). For U/Cg > −0.19, the kurtosis remains constant after reaching its

maximum, while it drops for U/Cg � −0.19 as a consequence of wave breaking, which puts

a limit to the wave height and thus produces a negative feedback on the kurtosis. For strong

currents (U/Cg � −0.29), kurtosis is reported to be as high as 3.5, which is an exceptional value

for water waves and is normally observed in the laboratory for more nonlinear initial condi-

tions [26–28,58,72,73]. Overall, numerical simulations capture the evolution along the flume well

(Fig. 11), noting that the smoother trends are due to the large amount of data from the simulations

and the more controlled numerical environment, which avoids reflections and inhomogeneity of the

current field for example. It is worth mentioning that the decay of the kurtosis forced by breaking

for U/Cg = −0.29 and −0.39 is also relatively well captured by the model, although breaking is

underestimated by the dissipation (see Fig. 5). Despite a small and consistent overestimation across

all configurations, the model replicates the maximum values quantitatively well (see Fig. 12). As the
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FIG. 12. Maximum of kurtosis in the tank for different current velocities. Comparison between experiments

and numerical simulations.

model only replicates third-order nonlinear interactions, the results corroborate that modulational

instability activates in the presence of a background current and leads to the formation of a large

number of rogue waves in otherwise stable sea states.

C. Exceedance probability of wave height

In the context of rogue waves, it is instructive to present deviations from Gaussian statistics in

terms of the exceedance probability of the wave height, P(H ). Figure 13 presents the wave height

distributions coinciding with the maximum kurtosis for all current speeds; both the experimental

and numerical results are reported. As a baseline, the exceedance probability for a linear wave field,

computed by turning off the nonlinear terms in the HOS model, is included in the figure. Note that

the linear wave height distribution differs from a standard Rayleigh distribution because the wave

fields do not satisfy the narrowbanded approximation.

Despite its small steepness, the wave height distribution associated to the input wave field

exhibits a weak, yet notable deviation from the linear baseline in the absence of current. The

model prediction replicates experimental results well. The presence of current, on the other hand,

induces a more substantial deviation from the linear benchmark, which clearly underpredicts the

occurrence of waves with nondimensional height, H/Hs > 1.5. In terms of rogue waves, which are

defined as H/Hs > 2, the probability of occurrence increases by almost one order of magnitude due

to wave-current interaction: from 3×10−4 for U/Cg = 0 to 1.2×10−3 for U/Cg = −0.29. For the

strongest current U/Cg = −0.38, breaking limits wave height, hampering deviations from the linear

prediction.

The HOS model replicates the empirical wave height distribution remarkably well for U/Cg �

−0.29. For more intense current speed (U/Cg = −0.38), the underestimation of breaking dissipation

leads to an overestimation of wave height, which results in a still substantial deviation from the linear

prediction compared with the experimental observations.

VI. CONCLUSIONS

The influence of an opposing current on wave dynamics and the emergence of extreme (rogue)

waves was assessed with the aid of experimental observations in a wave flume, where wave propa-

gation is confined to unidirectional conditions, and numerical simulations with a current-modified

version of the Euler equations solved with a higher-order spectral method. Dissipation terms to

account for wall friction and wave breaking were included to model the energy loss along the
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FIG. 13. Plots of the exceedance probability of wave height at the location of maximum kurtosis for

different current velocities. Comparison between experiments and numerical simulations.

flume. The initial conditions were imposed at the wave maker and model boundaries in the form

of a JONSWAP wave spectrum configured with spectral peak period of 0.8 s, significant wave

height of 0.025 m (i.e., wave steepness kpHs/2 = 0.08), and peak enhancement factor γ = 3. The

initial conditions ensure a weak level of nonlinearity to hamper the development of modulational

instability. The evolution of the wave field was monitored at specified distances from the wave maker

(and model boundaries) without and with background current fields with velocity U normalized by

the wave group velocity Cg up to to −0.38.

In response to the current field, the sea state exhibited a sudden increase of the significant wave

height, followed by a contraction of the wavelength due to a Doppler effect. As a result, the steepness

increased, strengthening the nonlinear properties of the wave field. As propagation continued, the

wave field showed an evident spectral downshift and a significant energy loss, ranging from about

20% in the absence of current to about 60% with the strongest current speed, U/Cg = −0.38.

Analysis of wave statistics evidenced an intensification of non-Gaussian properties. These included

a positive skewness, indicating a more vertically asymmetric profile with higher crests and flattened

troughs, and high kurtosis (up to 3.5), substantiating the emergence of a significantly large number

of extreme waves. The latter was further emphasized by heavy tails in the exceedance probability

distribution of wave heights.

The numerical model captures well, both qualitatively and quantitatively, the evolution of

basic features of the wave field—such as wave height, wave steepness, and spectral shape—and
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concurrent statistical properties—such as skewness, kurtosis, and wave height distribution. Fur-

thermore, simulations reveal insights into the nonlinear wave dynamics over an opposing current;

specifically: (i) an opposing current enhances nonlinearity and forces an energy transfer from high-

to low-frequency modes, which control the spectral downshift (note that the dominant wave com-

ponent becomes less prone to the effect of the current by downshifting towards lower frequencies);

(ii) rogue waves can emerge as a result of quasiresonant nonlinear interactions in otherwise stable

random wave fields; and (iii) wave breaking dissipation becomes relevant for current speed with

U/Cg < −0.19, contributing up to 40% of the energy loss (note that breaking further accelerates

the downshift by selectively removing energy at high-frequency modes). It is worth mentioning

that the dissipation term implemented in the model was not specifically developed to predict the

intense wave breaking for very strong currents (U/Cg = −0.38), thus resulting in an overestimation

of significant wave height, peak period, and wave steepness for this configuration. Surprisingly,

however, the statistical properties have not been notably affected by uncertainties in breaking

dissipation.
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