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ABSTRACT
Deep learning allowed for new state-of-the-art performance on
ad-hoc information retrieval (IR). This approach usually requires
large amounts of annotated data to be more effective than tradi-
tional baselines such as BM25. However, most standard ad-hoc IR
datasets publicly available for academic research (e.g. Robust04,
ClueWeb09) have at most 250 annotated queries and are usually in
English only. Deep learning models for IR (e.g. DUET, Conv-KNRM)
perform poorly on such datasets as they are trained and evaluated
on large scale datasets collected from commercial search engines,
not publicly available for academic research. This is a problem for
reproducibility and the advancement of research. Moreover, most
datasets are in English or Chinese only and deep learning models
for ad-hoc IR are not evaluated on other languages. In this paper, we
propose MLWIKIR: an open-source toolkit to automatically build
large-scale information retrieval datasets based on Wikipedia in 10
different languages that can be adapted to any Wikipedia language
given a tokenizer.
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1 INTRODUCTION
Recent deep learning (DL) models enable significant progresses
in several fields of natural language processing (NLP) such as lan-
guage modeling, question answering and natural language infer-
ence [5, 23]. However, textual ad-hoc information retrieval (IR) did
not benefit from DL as much as other NLP tasks [4]. This differ-
ence can be explained by: (1) the lack of publicly available datasets
ad-hoc IR with large amount of labelled data; (2) the complexity of
the ranking problem that makes difficult the use of unsupervised
learning for ad-hoc IR [4]. Consequently, most DL models that have
been proposed for ad-hoc IR use one of the following approach:
(1) training and evaluation on private large scale collection built
from commercial search engine in English [16] or Chinese [21] that
are not publicly available. Such experiments are expensive, time
consuming and not reproducible; (2) training and evaluation on

"Copyright © 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0)."

MQ2007 and MQ2008 datasets that are publicly available [6, 18].
However, such datasets do not have large amount of labelled queries
(see Table 1) which can restrain the DL model design; (3) Using
weak supervision [4, 25] that consists in pre-training a model using
label produced by an unsupervised method (e.g., BM25). This ap-
proach can bias large models to rank similarly as the unsupervised
method.
Related Work. Recently, several large scale datasets for ad-hoc
IR have been made available for public research. Zheng et. al [26]
proposed Sogou-QCL, a publicly available dataset in Chinese made
from a commercial search engine. In 2016, Microsoft AI & Research
released MSMARCO: a collection of datasets focused on deep learn-
ing in search [17]. MS MARCO is regularly updated with new tasks
such as question answering, KeyPhrase Extraction or passage rank-
ing, however the document ranking task (that was used at the TREC
2019 Deep Learning Track [2]) has not been released to the pub-
lic yet and is in English only. To our knowledge, the MS MARCO
document ranking dataset will be made available at the end of the
month of march 2020. Finally, Frej et. al [7] developed WIKIR: a
toolkit for building English IR datasets from Wikipedia and made
two datasets available: wikIR78k and wikIRS78k. However most
datasets for ad-hoc IR are in English or Chinese (see Table 1). There-
fore, DL models developed for ad-hoc IR have not been evaluated
on most languages. Consequently there is no empirical evidences
that such models will be effective for most languages, especially
models that makes explicit assumptions about relevance, such as
DRMM [10].

Following the work of Frej et. al, we proposeMLWIKIR: a python
toolkit to build ad-hoc IR datasets from Wikipedia in 10 different
languages. MLWIKIR can also be used to train and evaluate DL
models for ad-hoc IR on the datasets it constructed.

In short, our contributions are the following:
• We provide MLWIKIR: a toolkit to build Wikipedia-based
Information Retrieval datasets in 10 different languages;

• We make available 20 datasets built with MLWIKIR;
• We train and evaluate several deep learning models on our
datasets and study their effectiveness with respect to the
language.

https://github.com/getalp/wikIR
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Dataset #Query #Doc Avg #𝑑+/𝑞 Language
GOV2 150 25M 181.51 English

ClueWeb09 200 1B 74.62 English
Robust04 250 0.5M 63.28 English
MQ2008 784 14k 3.82 English
MQ2007 1,692 65k 10.63 English
wikIRS78k 78k 2.4M 39.02 English
wikIR78k 78k 2.4M 39.02 English
Sogou-QCL 537k 5.4M 14.40 Chinese

Table 1: Statistics of several publicly available ad-hoc IR
Dataset. Avg #𝑑+/𝑞 denotes the average number of relevant
document per query.

2 DATASET CONSTRUCTION
In this section, we describe the process of dataset construction made
by MLWIKIR toolkit. The construction process is similar to the one
made by Frej et. al [7]:
Query construction. Queries are extracted using either the title
of the first sentence of Wikipedia articles. These two options are
proposed in order to be able to build either short and well defined
queries or long an noisy queries.
Document extraction. The set of documents consists of the set of
Wikipedia articles. We remove title and first sentence from articles
to avoid having documents that start with the exact formulation of
queries. We do so to avoid favoring models that take into account
exact matching signals and word order because of a bias in the data.
Relevance label construction. We propose 3 relevance levels:
highly relevant (2); relevant (1) and non relevant (0). We consider
that a document is highly relevant with respect to a query if they
are constructed from the same Wikipedia article. We consider that
a document is relevant with respect to a query if there is an internal
Wikipedia link from the first sentence of the article related to the
document to the article related to the query. For example, if we
consider the query “Continent", the most relevant (relevance = 2)
document is “. . . up to seven regions are commonly regarded as con-
tinents . . . " because they are built from the same the article. The
document “It comprises the westernmost part of Eurasia . . . " is rel-
evant (relevance = 1) because the article Europe contains a link
to the Continent article in it’s first sentence. All query-document
pairs that are not associated with a relevance level of (2) or (1) are
considered as non relevant.

3 DATASETS DESCRIPTION
In this section, we describe the datasets created with MLWIKIR.

We created 20 datasets in 10 different languages. Each language
is associated with two datasets: one with queries constructed from
the title of Wikipedia’s articles and one with queries constructed
from the first sentence of Wikipedia’s articles. We offer a data set
with short and clear queries from titles and a data set with long
and noisy queries for first sentences to study the resistance of IR
models to noisy queries. Datasets are built using the full set of
Wikipedia article associated to the considered language. Queries
and associated qrels are randomly split into training, validation

Language #Queries #Documents Avg #𝑑+/q
Swedish 4,996 158k 38.94
Dutch 10k 317k 43,31
Chinese 14k 282k 30.13
Russian 16k 591k 45.83
Italian 20k 509k 28.60
Spanish 22k 648k 43.42
French 24k 739k 50.42
Japanese 29k 657k 56.48
German 36k 1.1M 40.61
English 78k 2.4M 39.02

Table 2: Statistics of the datasets for each languages. Avg
#𝑑+/q denotes the average number of relevant document per
query

and test sets of size 80%, 10%, 10% respectively. Statistics of all
collections are displayed in Table 2.

4 EXPERIMENTAL SETTINGS
4.1 IR Models
Weevaluated 4models on our datasets: Okapi BM25 [19], DUET [16],
DRMM [11] and Conv-KNRM [3].
BM25. Okapi BM25 [19] is a stat-of-the-art probabilistic model for
IR that uses exact matching between query and document terms.
DUET. DUET [16] is a deep learning model for ad-hoc IR. It uses
both local (exact matching signals) and distributed (word embed-
dings) representations of text as input to asses relevance between a
query and a document. Representations are processed by convolu-
tional, fully connected and pooling layers.
DRMM. DRMM [11] consists of a multi layer perceptron that takes
as input a set of matching histograms (one for each query term).
Bins of the histograms correspond to the count of local interac-
tion (cosine similarity between embeddings) withing a given range
(e.g., [0.5, 1) ). Exact matching signals have their own bin. Because
DRMM has few parameters (455) and it takes explicitly into account
exact matching signals it usually requires few labelled data to out-
perform traditional baselines such as BM25.
Conv-KNRM. Conv-KNRM [3] is an interaction-focused model. It
uses several convolutional filters to build multiple representations
of query n-grams and documents n-grams. These representations
are then compared using the cosine similarity in order to form
several interaction matrices between the query and the document.
Kernel pooling is applied to each of these interaction matrices to
produce learning-to-rank features that are finally processed by a
linear layer and a non linear activation function to produce the
final matching score.

4.2 Implementation details
Tokenization. With the exception of Chinese and Japanese, we
used a simple white space and punctuation-based tokenizer. We use
Jieba tokenization system for Chinese articles and TinySegmenter
for Japanese articles.

https://github.com/fxsjy/jieba
http://chasen.org/~taku/software/TinySegmenter/

https://github.com/fxsjy/jieba
http://chasen.org/~taku/software/TinySegmenter/
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Language Model ndcg@5 ndcg@10 ndcg@20
title fist sentence title fist sentence title fist sentence

Swedish

BM25 0.4532 0.3487 0.4119 0.3155 0.4120 0.3176
DUET 0.3437- 0.4027+ 0.3166- 0.3670+ 0.3271- 0.3597+

DRMM 0.4670 0.3838+ 0.4197 0.3482+ 0.4183 0.3466+
Conv-KNRM 0.3453- 0.3173 0.3242- 0.2970 0.3362- 0.2988

Dutch

BM25 0.3952 0.3186 0.3600 0.2902 0.3609 0.2886
DUET 0.2625- 0.3293 0.2472- 0.3012 0.2570- 0.3005
DRMM 0.4084+ 0.3370+ 0.3682 0.3065+ 0.3682 0.3060+

Conv-KNRM 0.3550- 0.2883- 0.3308- 0.2767 0.3348- 0.2834

Chinese

BM25 0.4269 0.2965 0.3917 0.2741 0.3960 0.2759
DUET 0.3777- 0.3696+ 0.3473- 0.3330+ 0.3494- 0.3255+

DRMM 0.4211 0.3445+ 0.3901 0.3097+ 0.3954 0.3082+
Conv-KNRM 0.2928- 0.2756 0.2850- 0.2611 0.2993- 0.2665

Russian

BM25 0.3495 0.1562 0.3194 0.1429 0.3236 0.1463
DUET 0.3125- 0.1149- 0.2885- 0.1085- 0.2932- 0.1170-
DRMM 0.3592+ 0.1698+ 0.3286+ 0.1532+ 0.3309+ 0.1561+

Conv-KNRM 0.3295- 0.1501 0.3064- 0.1388 0.3107- 0.1450

Italian

BM25 0.2661 0.1988 0.2500 0.1835 0.2569 0.1883
DUET 0.1090- 0.1805- 0.1200- 0.1704- 0.1413- 0.1741-
DRMM 0.2666 0.2157+ 0.2512 0.1985+ 0.2573 0.2009+

Conv-KNRM 0.2398- 0.1855 0.2292- 0.1772 0.2415- 0.1822

Spanish

BM25 0.2792 0.2476 0.2655 0.2292 0.2779 0.2340
DUET 0.1286- 0.2030- 0.1373- 0.1968- 0.1571- 0.2041-
DRMM 0.2830 0.2523 0.2683 0.2353 0.2789 0.2373
Conv-KNRM 0.2786 0.2335 0.2653 0.2202 0.2723 0.2269

French

BM25 0.3139 0.2730 0.2928 0.2510 0.2973 0.2524
DUET 0.2155- 0.2342- 0.2095- 0.2207- 0.2215- 0.2262-
DRMM 0.3183 0.2962 0.2964 0.2700+ 0.3022+ 0.2694+

Conv-KNRM 0.3040 0.2673 0.2860 0.2507 0.2924 0.2557

Japanese

BM25 0.3444 0.2788 0.3263 0.2626 0.3310 0.2670
DUET 0.3318 0.3385+ 0.3137- 0.3162+ 0.3177- 0.3166+

DRMM 0.3412 0.3030+ 0.3206 0.2818+ 0.3252 0.2839+
Conv-KNRM 0.2953- 0.2806 0.2851- 0.2705 0.2948- 0.2791+

German

BM25 0.3664 0.2874 0.3354 0.2611 0.3372 0.2638
DUET 0.2306- 0.3423+ 0.2319- 0.3126+ 0.2517- 0.3109+
DRMM 0.3686 0.3256+ 0.3378 0.2956+ 0.3417 0.2951+
Conv-KNRM 0.3886+ 0.3500+ 0.3570+ 0.3200+ 0.3571+ 0.3176+

English

BM25 0.3269 0.2944 0.3045 0.2673 0.3098 0.2695
DUET 0.3323 0.3252+ 0.3044 0.2964+ 0.3082 0.2951+
DRMM 0.3462+ 0.3188+ 0.3189+ 0.2872+ 0.3227+ 0.2868+
Conv-KNRM 0.3080- 0.3253+ 0.2906- 0.3004+ 0.2992- 0.3010+

Table 3: Performance comparison of different models on the test set of datasets constructed with MLWIKIR. Significant im-
provement/degradation with respect to BM25 is denoted as +/- with p-value < 0.01.

Stop words removal and stemming. With the exception of Chi-
nese and Japanese text is stemmed and stop words are removed
with the python nltk toolkit [15]. Chinese and Japanese are not
stemmed and their stop words are removed based on the list pro-
vided by the many-stop-words library. Evaluation metrics. We
use the normalized discounted cumulative gain [13] (nDCG) to
evaluate the performance of IR models. We use a two-tailed paired
t-test with Bonferroni correction to measure statistically significant

https://pypi.org/project/many-stop-words/

differences between the evaluation metrics [8, 20].
Embeddings. For each language, we used the publicly available
word embeddings pre-trained on Wikipedia and common crawl [9]
with the fasttext [1] algorithm. Using fasttext allowed us to be able
to associate embeddings to terms that were not occurring in the
training data.
Neural Networks. We trained and evaluated the neural models
for IR with MatchZoo [12] deep text matching library. We use the
Adam optimizer [14] and the cross entropy loss function for ranking
provided by MatchZoo to train neural models. Hyperparameters

https://pypi.org/project/many-stop-words/
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are tuned to maximize the nDCG@5 on the validation set using
random search. For efficiency reasons and as commonly done in ad-
hoc IR [24], neural networks for IR are evaluated using re-ranking
with BM25 as a first stage ranker.

5 RESULTS AND DISCUSSION
As we can see on Table 3, models react very differently to languages
and query type.
Title. For most languages (with the exception of German, Japanese
and Chinese) the DRMM model has the best performances on short
and well defined queries. However it does not consistently achieves
statistical significance against BM25. Moreover, in most cases DUET
and Conv-KNRM do not even manage to achieve performances
similar to BM25. Moreover, BM25 performs the best with respect
to all metrics on Chinese and Japanese with short and well defined
queries. The only exception is the German language: the Conv-
KNRM produces the best results with statistical significance against
BM25. These results suggest that BM25 is still a strong baseline
when considering short and well defined queries. In other terms,
neural approaches for ad-hoc IR may be more useful for noisy and
ambiguous queries.
First sentence. As we might have expected, BM25 on long and
noisy queries achieves worst performances than when using short
and well defined queries. This is also the case for DRMM and Conv-
KNRM but interestingly that’s not the case for the DUET model.
With the exception of Russian, the DUET model performs similarly
or better when it is trained and evaluated on queries based on first
sentences of articles rather than queries bases on titles. Further
investigation is required to explain this behavior. DRMM outper-
forms BM25 with statistical significance on most languages. The
DUET produces the highest quality results on Swedish, Chinese and
Japanese and Conv-KNRM performs the best on English and Ger-
man. Such results empirically confirm that neural approaches for
ad-hoc IR are especially useful for long and noisy queries. However,
depending on the language, the gain obtained by neural approaches
varies greatly when considering deep architectures such as DUET
and Conv-KNRM. On the one hand, DRMM always improves the
performances of BM25, which is consistent with the work of Yang
et.al [22]. However, because DRMM has very few parameters and
relies on the limited information from the matching histograms, it
does not benefit from large amounts of training data and cannot
outperform BM25 with a large margin. On the other hand, DUET
is less consistent than DRMM in the sense that, depending on the
language considered, it can outperform BM25 with a large margin
(German, Japanese, Swedish) or show statistically significant degra-
dation compared to BM25 performances (Russian, Italian, Spanish,
French). Further experiments with datasets comparable in size are
required in order to study the effectiveness of IR models on different
languages.

6 CONCLUSIONS AND FUTUREWORK
In this work, we propose MLWIKIR: a publicly available toolkit for
building Wikipedia-based IR datasets in multiple languages. We
used MLWIKIR to build 20 large scale ad-hoc IR datasets in 10 dif-
ferent languages. These datasets will be made publicly available for
research and reproducibility purposes. We also trained, evaluated

and compared several neural networks for ad-hoc IR on each of
these datasets in order to empirically study the effectiveness of deep
leaning approaches on different languages. The scripts to train and
evaluate IR models on our datasets will also be made available for
reproducibility purposes.

As future work, we plan to use MLWIKIR to produce datasets in
different languages that are comparable in size in order to study
the effect of language on the performance of deep learning models.
We will also use our datasets to pre-train deep learning models
and fine tune them on traditional IR datasets as a form of weak
supervision [4].
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