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IFSTTAR, F-77454 Marne-la-Vallée, France.

We study numerically, by means of DFT calculations complemented with an implicit solvation
model, a novel chemical probe bearing urea and aromatic phenyl groups. We probe the interaction
in water of the latter with a wide variety of ions relevant to water quality. We perform geome-
try minimizations using PBE0 functional and aug-cc-pVDZ basis set, and a Polarizable Continuum
Model (PCM) to take into account the aqueous solvent. We underline several methodological details
concerning the definition of the binding or interaction energy, and the Basis Set Superposition Error
definition in the context of implicit solvation models.
We observe two competing interaction modes for this probe : a urea-enhanced, cation-π interaction
(with cations only), and hydrogen bonding occurring between the urea group and anions, the former
being more favorable than the latter. A Generalized Kohn-Sham Energy Decomposition Analysis
(GKS-EDA) [1] in implicit solvent is performed to analyze the nature of the ions – probe interac-
tions. We unveil two families of hydrogen bonding interactions with urea, through oxygen atoms of
polyatomic anions on the one hand, and with halides on the other. Magnesium and sodium ions,
and respectively glyphosate and hypochlorite ions, are found as the cations (resp. anions) having
the largest binding free energies with the probe.
This is the first time such an exhaustive selectivity study is carried out in the context of DFT/PCM
models. Moreover, this methodology can be used as a general way to gain a valuable insight into
the sensitivity of organic ligands towards a variety of ions or pesticides in water, without the need of
an explicit solvent description. By predicting possible competitive interactions, and understanding
their nature, this methodology can thus help to better design functional groups selective to specific
targets.

PACS numbers:

I. INTRODUCTION

Chemical sensing in water is a very active field for both experimental and theoretical research
[2]. The monitoring of water quality, particularly in real time, is a major issue that is only feasible
today for a very limited number of parameters. Species to be detected can be present in the form
of neutral or charged species. While anions can originate from both inorganic and organic matter,
cations are mainly present as metal ions. The knowledge of the concentration of cations – in
particular heavy metal cations – and of anions is of importance to precisely determine the quality
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of drinking water [3, 4]. Indeed, both deficiency and excess of these can cause serious disorders to
the human body (cramps, hypertension, etc.), diseases (diabetes, cancer, etc.), and can even lead
to fatalities [5, 6].

While sensing of cations in water has undergone significant advances in the past decades,
e.g. thanks to the discovery of crown ethers [7, 8], anion detection in water still remains very
challenging. Indeed, most studies addressing anion sensing are performed in anhydrous media
only [9], i.e. organic solvents [10, 11].
Even more challenging is the selectivity, i.e. to develop probes which interact in a preferential
way with selected target analytes. Due to frequent chemical and steric similarities, such as size or
charge of ions, electronegativity of atoms, different ions may often interact in a very similar way
with a given probe. More generally, chemical species bearing similar functional groups may also
be difficult to isolate by interaction with a given probe.
A promising approach to develop selective sensors is the design of sensing materials able to recog-
nize and specifically interact with the targeted analytes [8]. A very large number of organic probes
selective to some specific ionic species have been reported in the literature. Recently, a colorimetric
chemosensor to detect fluoride in pure organic solvent and in water/alcohol mixtures was reported
[11]. An aluminium based complex, optically selective to fluoride ion, was evaluated for sensing
in water in Ref. [12]. Dorazco-González et al. also reported fluorescence-based anion sensing
in water [13]. A chemical sensor based on a thio-urea group, selective to the acetate ion, was
reported by Choi et al. [10]. In the latter, selectivity was observed both optically and electrically,
using functionalized single walled carbon nanotubes as electrical transducers. Their resistance
changed selectively due to the neighboring ion–probe binding. The thiourea functional group
was also recently studied in the context of an optical (fluorescence) chemosensor for fluoride ion [14].

Molecular recognition can be achieved through a proper design of the probe and control of the
nature of the interaction in which it will be engaged with the analyte [15]. The possibility to use
computational tools is thus of prime importance as it may greatly help predicting the optimal
design of sensing molecules. Numerical simulations can be deemed as a preliminary screening to
design and select promising probes, among a wide variety of candidates, for a given target species,
in a similar fashion as in drug design [16]. In particular, unveiling the detailed geometrical features
of the probe – analyte complex, and understanding the nature of the interaction, is only possible
thanks to theoretical and numerical studies.

Using molecular dynamics simulations, with an explicit description of the solvent, and a
classical [17] or polarizable force field as an energy model [18, 19], allows to explore widely the
configurational energy landscape of these probe–analyte systems at room temperature and derive
relevant indicators of the affinity between analytes and probes, such as free energies. However,
such models require careful parametrization of the energy functionals (force fields) for each specific
probe or chemical species, implying time consuming training and validation steps.

On the contrary, ab-initio theories, such as Density Functional Theory (DFT) [20, 21], require
only few model parameters that are independent of the molecule or system at stake. Performing
simple geometry minimizations at zero temperature, with a DFT model and without solvent,
already allows to gain a valuable insight into the interaction properties of probe–analyte systems
(in vacuo, or surrounded by a few water molecules) and affinities between several molecular or
ionic fragments.
For instance, Bhargava et al. studied the interaction of the CO2 molecule with several anions
thanks to gas phase DFT calculations [22]. Hay et al. studied by similar methods the interactions
of one or several urea groups with several anions and discussed the optimal arrangement of the
former for ion recognition [23]. Ab-initio molecular dynamics, using DFT as energy model, and
performed with explicit solvent, allows a more precise and realistic room temperature exploration
of the configurational landscape of the system. Yet, this family of methods proves extremely
costly in terms of computational ressources, due to the expensive self-consistent computation of
the density at every time, and even more importantly to the large number of time steps necessary
to correctly sample the solvent degrees of freedom.

While DFT minimizations alone cannot computationally address a large number of solvent
molecules, long-range solvent effects may still be integrated with implicit solvation models,
such as Polarizable Continuum Models (PCM) [24–26]. Modelling the solvent with an implicit
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model allows notably to compare the preferential solvation behavior of ions with the interactions
occurring with the binding probe, at a relatively low computational cost. This is for instance
described in the context of chloride binding in Ref. [27]. When complemented with a PCM model
to account for the aqueous environment, DFT may prove very enlightening to investigate ion
recognition capabilities, and may possibly suffice to validate the efficiency of a given probe to bind
selectively a specific analyte in a given solvent, as was shown recently for thiourea based anion
receptors [17, 28], or for glyphosate – heavy metal ions interaction [29].

In this article, we study a molecule denoted F0 and depicted Figure 1. It was first introduced by
Zucchi et al. [30] as one of the monomers periodically grafted to the backbone of the copolymer
for anion sensing. This probe was further studied in Ref. [31]. Its design is inspired from the
known anion recognition capabilities of the urea moiety [17, 23, 28, 32–34]. On top of the two
possible hydrogen bonds at each urea group, the presence of two urea moieties – one in each of
the two branches grafted to the same fluorene monomer – may lead to a synergistic and entropic
effect. The two branches could possibly jointly interact with the same anion, leading to a stronger
anion complexation as compared with the case of two isolated branches, in particular for anions of
large size and high steric hindrance. Such effect was observed for monoatomic anions in the case of
thiourea moieties acting as hydrogen donors, in Refs. [17] and [28], with the help of an additional
OH hydrogen donor in the former. We denote F1 the derivative of probe F0 consisting only of
one branch of F0 (see Figure 1). We report a numerical study of the interaction of this urea-based
probe with a wide variety of ions present in drinking water, using DFT calculations with a PCM
implicit solvent model. In section II, we detail the methodology used to investigate the ion –
probe interaction. An emphasis is put on several methodological aspects. We notably discuss the
importance of the basis set size and of the implicit solvent model. In section III, we analyse the
binding energies and geometries, as well as the selectivity predicted by these calculations. We also
analyse the results of the Generalized Kohn-Sham Energy Decomposition Analysis (GKS-EDA)
analysis and of the individual components of the decomposed energy.

FIG. 1: Left : geometry of F0 probe. The monomer structure contains two sensing moieties, each based
on a urea NH-CO-NH group attached to the fluorene-based backbone. Right : F1 probe, derivative of F0
probe consisting only of the sensing moiety part. Both geometries were optimized at the DFT level, using
PBE0 exchange-correlation functional and a 6-31G(d) – for F0 probe – or aug-cc-pVDZ – for F1 probe –
basis set.

II. METHODOLOGY

A. Investigated systems: ions – probes compounds in water

Definition of the systems:
We perform geometry minimizations of several compounds consisting of a variety of ions

initially placed in the vicinity of F0 or F1 probe. Most ions naturally present in drinking water
at non-negligible concentration, at pH close to 7, are included in the study [35]. We consider
for cations : Na+, K+, Ca2+, Mg2+ (common minerals, the latter two characterizing water
hardness), as well as the common interfering ion NH+

4 . Heavy metal cations, studied e.g. in Refs.
[29, 36, 37], are not included in this study but are considered for later analysis. Chlorine (Cl−),
hypochlorite (ClO−), bicarbonate (HCO−

3 ), nitrate (NO−
3 ), fluorine (F−), hydrogen phosphate

(HPO2−
4 ), dihydrogen phosphate (H2PO−

4 ), sulfate (SO2−
4 ), formate ion (HCOO−) and bromide



4

ion (Br−), are the main anions considered in this study. We also probe the interaction with larger
anionic analytes, namely glyphosate (GLY), under its form C3H6NO5P2− at pH ' 7 and one of its
metabolite, AMPA, under its form CH5NO3P− at pH'7. Hydroxide ions (HO−) and hydronium
ions (H3O+) are not considered in this study because of their low concentration in water at pH
around 7, by comparison to the analytes listed above.

Computing the interaction of these analytes with the full F0 probe proves very costly in
terms of computation time. Indeed, F0 is a large molecule containing 75 atoms. We ran several
preliminary tests with the large F0 probe and small ions, such as nitrate, with the medium-size
basis set 6-31G(d), and did not observe any simultaneous interaction with the two branches,
for monoatomic and small polyatomic ions (up to 7 atoms). For these ions, later referred to as
small ions, we therefore only probe the interaction with the smaller probe F1. For the larger ions
(glyphosate and AMPA), later referred to as large ions, the presence of the two urea moieties
in F0 probe happens to play a role and sometimes leads to the expected twofold complexation
(by both urea groups) for some specific equilibrium geometries. As a consequence, large ions are
studied both with F1 and F0 probes.

Choice of initial configurations:
The initial geometries of the fragments (the probe and the analyte) are optimized at the consid-

ered level of theory (i.e. DFT exchange-correlation functional and basis set). The initial relative
position of these fragments, forming the initial geometry of the complex, is a critical part of the
method. Indeed, our choice of method to perform geometry minimizations (see next section) does
not allow to explore large deformations or complex pathways in the ion–probe compound energy
landscape. Our objective is to probe the interaction of each ion with all possible active sites of the
sensing molecule. Thus, for each ion, several initial geometries are tested. For some ions, these
different initial geometries lead to different equilibrium geometries (i.e. different local minima),
whose relative energy can be compared. We then focus on the most stable ones (see section Results
below) for further analysis.

In greater details, for small ions, three types of relative initial geometries were tested: the ion
placed on the side of the hydrogen atoms of the urea group – approximately in the plane containing
F1 – (pos. 1), the ion placed above the urea oxygen atom at about 3 to 4 Å (pos. 2), and finally
on the side of the oxygen of the urea group, approximately in the plane containing F1 probe (pos.
3). Additional geometries were tested on a case by case basis, but these three initial geometries
happened to suffice to describe all local energy minima encountered and all associated equilibrium
geometries.

Due to the much higher number of possible initial geometries for the larger probe F0, geometry
minimizations of F0 with glyphosate and AMPA ions where first performed with GROMOS classical
force field [38], within GROMACS simulation engine [39, 40]. We used the GROMOS parametriza-
tion obtained by ATB tool [41] for each compound. The local minima found with GROMACS (at
negligible computational cost) were then used as initial geometry for the DFT/PCM calculations.
The latter allowed to confirm or infirm the stability of these GROMACS equilibrium geometries,
and to compute the associated binding energies at the quantum level. The use of a classical force
field can be viewed as a preliminary filter to select some possible interacting geometries of the
complex and thus avoid unnecessary initial refinement of the geometry at the (costly) quantum
level.

B. Level of theory

DFT model :
The level of theory chosen to perform the geometry minimizations and derive the ion–probe bind-

ing energies is DFT, with additional Grimme’s D3 semi-empirical London dispersion corrections
[42]. The PBE0 functional [43] and the aug-cc-pVDZ Dunning basis set [44], the latter including a
significant number of diffuse functions, is used whenever computationally possible. Regarding the
computations involving the whole monomer F0, comprising 75 atoms, the smaller 6-31G(d) Pople’s
type basis set [45–48] is used for geometry minimization, followed by a single point calculation of
the energy using the aug-cc-pVDZ basis set.

The general methodology is the following : for small ions initially in the vicinity of the F1 probe,
with low configurational disorder and a small number of possible local minima, the geometry is di-
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rectly optimized at the PBE0/aug-cc-pVDZ level. For large ions in the vicinity of the F1 probe, the
geometry is first optimized using the medium size basis set 6-31G(d), and the resulting equilibrium
geometry is used as an input for a second geometry minimization using the larger aug-cc-pVDZ
basis set. Finally, for computations involving the whole monomer F0, the first minimization us-
ing 6-31G(d) basis set is followed only by a Single Point calculation at PBE0/aug-cc-pVDZ level.
Indeed, the geometry optimization at the PBE/aug-cc-pVDZ was too costly computationally-wise.

The aug-cc-pVDZ basis set is larger than the ones generally used to study molecular complexes
with large molecules. Glyphosate, for instance, was recently studied at the B3LYP/6-31G(d) or
B3LYP/6-31G(d,p) level [29, 49, 50]. Choosing a larger basis allows to capture more precisely the
detailed features of non-covalent interaction via the density tails. The importance of the latter has
been underlined e.g. in Ref. [51], in terms of atomic densities. Note that for the F1 probe with
a neighboring ion, the Dunning basis set aug-cc-pVDZ is the largest basis that we could use to
perform calculations in a reasonable time (a few days per geometry optimization on 8 CPUs).

Finally, to evaluate the impact of this choice of basis set, we asserted that our results at the
PBE0/aug-cc-pVDZ level (without Basis Set Superposition Error correction) could be deemed
converged with respect to the basis set size. Moreover, the selectivity order between F1 probe
and all studied ions at PBE0/aug-cc-pVDZ level was found to be identical at second-order
Møller-Plesset theory (MP2) [52] level, using the even larger basis aug-cc-pVTZ. We could thus
validate our choice of PBE0/aug-cc-pVDZ level, satisfying both in terms of accuracy and of
computation time. See Appendix, Table IV for more details.

PCM model :
All the results presented in the following use a conductor-like PCM (C-PCM) implicit solvent

model for water [25], unless explicitly mentioned. As a reminder, in a PCM model, the fragments
forming the complex are each enclosed in a cavity domain, while the solvent is modelled as an
external dielectric medium. The cavity is usually a union of spheres centered on all atoms, of
scaled atomic van der Waals radii [53]. When the fragments are far apart, their cavities do not
overlap, while they can merge to form one larger cavity, for the whole complex, if they are close
enough. Analytical derivatives with respect to atomic coordinates are available for this C-PCM
energy [26] and are therefore used for computing the energy gradients needed for the geometry
optimizations. The fixed points with variable areas (FIXPVA) tessellation scheme implemented
in GAMESS [54] is used to discretize the PCM cavities and solve the C-PCM equations by a
boundary element method. The FIXPVA method is well adapted for the computation of the
analytic gradients of the PCM contribution to the total energy.
Finally, internal coordinates, generated by the automatic delocalized coordinate algorithm of
Ref. [55], were used. Geometry minimizations of non-covalent complexes carried out using such
internal coordinates proved to be much more efficient than those using cartesian coordinates [55].
We studied the effect of adding non-electrostatic terms to the PCM electrostatic contribution, and
found that the inclusion of cavitation, dispersion and repulsion terms (by Single Point calculations
on the optimized complex) did not change qualitatively the selectivity order of the probe. We also
studied the sensitivity of the binding energies with respect to the main PCM model parameters, by
performing Single Point calculations with the universal solvation model based on solute electron
density (SMD) [56]. The latter uses a PCM model with optimized parameters, in particular atomic
radii (for the definition of the cavity) and atomic surface tensions (for non-electrostatic terms).
These parameters are optimized so that the model better reproduces experimental solvation free
energies of a wide range of neutral and ionic molecules, on a wide variety of solvents (91 solvents,
including water, for the reference database in Ref. [56]). With SMD, we found a qualitatively
similar selectivity order for the ion–probe interaction strength, except a noticeable difference for
calcium ion, which was found to interact with F1 probe as strongly as magnesium within SMD
model (uncorrected binding energy of -2.34 eV). The SMD and PCM equilibrium geometries
were very close though. To understand the large difference between these models, we performed
further calculations using C-PCM model and varying the scaled sphere radius of the calcium ion
(used for the definition of the PCM cavity) from 1.92 Å (corresponding to the default scaled

PCM radius of calcium) to 2.72 Å (corresponding to the calcium radius in SMD model). This
resulted in uncorrected binding energies ranging from -0.51 eV to -2.22 eV respectively, i.e. a 335
% variation. The former result is associated to the default PCM radius and is reported in this
study, while the latter result, using the SMD atomic radius for calcium (and default PCM radii
for other atoms) is very close to the SMD uncorrected binding energy (-2.34 eV). Due to this
sensitivity of the uncorrected binding energy with respect to the calcium atomic radius used for
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the PCM cavity definition, the results associated to Ca2+ ion have to be taken with the utmost
care. Small ions such as Mg2+ are supposed to interact with aromatic rings more strongly than
large ions such as Ca2+, which has been studied and validated at high theory levels for the singly
charged counterparts Na+ and K+ [57]. We therefore chose to keep the default PCM radius for
calcium. This interesting model dependency would require further studies which are outside the
scope of this article.

Software:
All calculations were performed using the GAMESS package [58] with its 2018 (R3) version, ex-

cept the Generalized Kohn-Sham Energy Decomposition Analysis (GKS-EDA) [1, 59] calculations
which were performed with the latest 2020 GAMESS version (R2) [60].

All graphics of equilibrium geometries below were generated using the SAMSON software [61].

C. Methodological details

Definition of the binding, deformation and interaction energies:
The binding energy within a PCM model is defined here as the difference between the PCM

total energy of the optimized complex (within its PCM cavity made of the union of both fragment
cavities) and the sum of the PCM energies of the optimized, isolated fragments A and B, (within
their own cavities) :

∆Ebind(AB) := EABAB (AB)PCM − EAA(A)PCM − EBB (B)PCM (1)

where e.g. EYX(Z)PCM denotes the PCM energy of fragment Z, in the optimal geometry of X
(indicated as a subscript), using the basis functions of fragment Y only (indicated as a superscript),
with {X,Y, Z} ∈ {A,B,AB}, AB denoting the equilibrium complex. Each of these energies is
calculated at the same level of theory.

Note that some authors prefer to study the interaction energy [1, 59], because it can be separated
into several meaningful physical contributions. The interaction energy is defined as the difference
between the PCM total energy of the optimized complex and the sum of the PCM energies of the
fragments in their geometries within the optimized complex, and within their own PCM cavities :

∆Eint(AB) :=
(
EABAB (AB)

)PCM − (EAAB(A)
)PCM − (EBAB(B)

)PCM
(2)

Setting aside the Basis Set Superposition Error (BSSE, see section below), the difference between
those two energies is called deformation energy. It quantifies the energetical cost (or gain) due to
the deformation of each fragment, upon interacting with the other and forming the complex. It is
defined by the following quantity :

∆Edef (AB) = ∆Edef (A) + ∆Edef (B)

:=
[(
EAAB(A)

)PCM − (EAA(A)
)PCM]

+
[(
EBAB(B)

)PCM − (EBB (B)
)PCM]

(3)

Note that there is no consensus in the literature regarding the definition of the interaction
strength in the context of an implicit solvent. Some authors chose to use the interaction energy
rather than the binding energy, which we deem as the only physically meaningful. The latter
accounts for the deformation energy, which can have a significant contribution. The interaction
energy may indeed e.g. largely overestimate the interaction strength in the case of a high
deformation energy (penalty) of one or both of the fragments. Additionally, some authors chose
to consider the PCM energy of the fragments within the – larger – complex cavity [62] to define
the interaction energy, while we compute in this study the PCM energies of the fragments in their
own cavities to define the binding energy.

Definition of the basis set superposition error (BSSE) counterpoise (CP) correction
for PCM models:

When comparing the energies of the complex and of its two fragments, a BSSE is made. In a
complex, the electronic density of a given fragment can be expanded using the atom-centered basis
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functions of the other fragment, which usually leads to an overestimation of the interaction energy.
This error can be corrected using the counterpoise (CP) correction method [63]. The rationale
behind this correction is to compare only quantities derived exactly at the same level of theory, in
particular using the exact same basis set, leading to a compensation of errors. In other words, when
minimizing the energy of one fragment, the orbitals centered on the atoms of the other fragment
should also be available. This can be done by using ghost atoms representing the positions of the
other fragment in the complex, carrying their usual atomic basis functions.

When using a PCM model, the appropriate definition of CP correction for BSSE is not clearly
defined in literature. To maintain the variational nature of the CP correction, we choose to compute
the energies for CP correction in vacuo (i.e. without PCM), at the equilibrium geometry of the
complex :

∆ECP (AB) :=
[(
EABAB (A)

)vac. − (EAAB(A)
)vac.]

+
[(
EABAB (B)

)vac. − (EBAB(B)
)vac.]

< 0 (4)

where
(
EABAB (A)

)vac.
and

(
EAAB(A)

)vac.
denote the energy in vacuo (without PCM model) of

fragment A in the geometry of complex AB, respectively with the basis functions of both fragments
A and B, or with the basis functions located on the atoms of A only (and similarly for B).

One could propose to calculate the CP correction as
(
EABAB (A)

)PCM − (EAAB(A)
)PCM

(for the
contribution of fragment A), i.e. the difference of PCM energy between the fragment A in its
geometry in the equilibrium complex AB, with the whole basis of AB, or with its own basis only,
respectively. However, computing the PCM contributions to the energy of fragment A or B, in the
geometry of the complex AB, using the basis functions on ghost atoms, and spheres centered on
these ghost atoms to define the PCM cavity, would not make sense from a physical point of view.
For instance, if a monoatomic ion is artificially placed into a much larger cavity, defined from the
union of its natural cavity and of the spheres centered on the (ghost) atoms of the neighboring
F0 or F1 probe, the PCM polarization energy is artificially low, due to the (too) large size of
the cavity, enabling fewer polarization of the ionic density by the surrounding dielectric medium.
Besides, not using spheres centered on ghost atoms would lead to uncontrolled escape charge
errors [64].

Due to the variational nature of the energy in vacuo, the CP correction (4) for BSSE is always
negative, so that the the CP corrected binding energy is always smaller in magnitude than its
non-corrected counterpart (if both are negative) :

∆ECPbind(AB) = ∆Ebind(AB)−∆ECP (AB) > ∆Ebind(AB) (5)

The CP corrected binding energy can be rewritten as :

∆ECPbind(AB) = EABAB (AB)PCM − EAA(A)PCM − EBB (B)PCM

−
[(
EABAB (A)

)vac. − (EAAB(A)
)vac.]− [(EABAB (B)

)vac. − (EBAB(B)
)vac.]

(6)

There is no further simplification arising from expression (6). Though CP correction, widespread
in literature, is generally thought to reduce BSSE [65], some authors point out that it may not be
the case in some contexts, specially in the case of post-Hartree Fock calculations [66, 67]. One
thus needs to be careful when interpreting results from CP corrected binding energies. Moreover,
there is no consensus on how to define CP correction when using an implicit solvent model (see
the discussion above). In practice, we show in the case study presented in this article that CP
correction does not change significantly the selectivity order of the probe F1. Indeed, it is reported
in Table I that CP correction amounts to 5% at most of the (uncorrected) binding energy, except
for SO2−

4 and HPO2−
4 ions.

Entropic corrections :
To get closer to the experimental setup at room temperature, we correct the binding energies

thanks to vibrational entropic contributions [68]. The latter allow to quantify the width of the
energetic wells associated to every equilibrium geometry. The wider the energetic wells, the longer
the system (complex probe–ion) is likely to remain within this favorable region, and the larger
(i.e. more stabilizing) the entropic contributions. We derive the normal mode frequencies from
the computations of the hessian matrices at the complex geometries (at PBE0/aug-cc-pVDZ level,



8

with PCM) for F1 probe and different ions.

In GAMESS, this contribution for a system A is computed as the sum over all vibrational
(normal) modes at the equilibrium geometry (for the considered level of theory) of the mode’s
vibrational entropy [68, 69] :

Svib(A) =
∑
ω

R

 ~ω

kB

(
e

~ω
kBT − 1

) − ln
(

1− e−
~ω

kBT

) (7)

where the frequency of the normal modes ω runs over all 3M − 6 internal vibrational modes (M
being the total number of atoms in A), kB (resp. h = 2π~) is Boltzmann (resp. Planck) constant.
The resulting formula for the corrected binding free energy corrects the (already CP corrected)
binding energy thanks to the difference of vibrational entropy between the optimized complex with
respect to its isolated fragments :

∆Ecorrbind(AB) = ∆ECPbind(AB)− T (Svib(AB)− Svib(A)− Svib(B)) (8)

which is evaluated at T=298 K in the following.

Selectivity of the probe:
The selectivity of a probe towards a set of analytes is defined as the binding preference order

between the probe and the analytes. In the case study presented here, the corrected binding
energy corrected (see Eq. 8) is chosen as measure of this binding preference order.

Definition of the interaction distance:
The probe and the different analytes can interact in different ways. For anions, the interactions

are mainly hydrogen (H) bonds of the type N–H - - X where N–H belongs to one urea of the
probe, while X is one atom of the anion. The interaction distance is defined as the average length
of the H bonds existing in the complex.

Energy Decomposition Analysis (EDA):
In order to rationalize the selectivity order and the nature of the interactions between the probe

and the analytes, we perform a Generalized Kohn-Sham Energy Decomposition Analysis analysis
(GKS-EDA) in implicit solvent on the optimized complexes [1, 59]. This method is a generalization
in the context of DFT of the EDA-PCM method [70], overcoming some shortcomings of the latter
regarding Kohn-Sham orbitals [1, 59]. It belongs to a family of methods enabling to decompose
the total interaction energy (i.e. of the complex with respect to its fragments in their geometries
in the complex ) into seven physically meaningful components ; namely an attractive electrostatic
contribution, a repulsion term, weakened by an attractive exchange (arising from Pauli principle)
term, a polarization term (also coined as the induction term in other EDA methods, such as SAPT
[71]), a desolvation term typical of EDA methods in implicit solvent (quantifying the energy loss
due to incomplete solvation shell upon fragment complexation), a dispersion term accounting
for the contributions of attractive London dispersion interactions, and finally a correlation term.
As in all EDA methods, there are necessarily arbitrary choices in the decomposition of the
total energy, which is the only unambiguous quantity, into individual components [72], and the
definitions of the different terms may slightly differ from one conceptual framework to another.
Yet, these methods are useful to qualitatively comment on the nature of interactions at stake and
in the present case to discuss the relative differences of binding among the studied ions.
Following the choices of Ref. [62] and for the sake of simplicity, we choose to gather the exchange
and repulsion terms into a single term (Pauli repulsion energy [62]) and the dispersion and
correlation terms into another single term.

Note that the GKS-EDA method is based on the decomposition of the interaction energy, which
differs from the binding energy studied in the present article (see Equation 1), as discussed in
Section II C. As mentioned, the interaction energy does not take into account the deformation
energy associated with the deformation of each fragment in the complex with respect to their stan-
dalone equilibrium geometries (see Equation 3). Since the deformation energy is always positive,
this method yields energies higher (in magnitude, i.e. more favorable) than the corrected binding
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energy used in the main analysis of the present article.
Another difference between the interaction energy used in the GKS-EDA scheme and our cor-

rected binding energy lies in the way PCM cavities are defined when computing the energy of the
fragments. In the present article, the PCM cavity of the fragment alone (a sphere for a single
ion) is used when computing the corrected binding energy of the fragment. On the contrary, in
the GKS-EDA scheme, the PCM cavity of the whole complex is considered, for each fragment, in
its geometry within the complex [62]. These two differences in definition explain the differences
between the CP corrected binding energies reported in Table I (third column) and the total CP
corrected GKS-EDA interaction energies in Table V (Supplementary Material), whose decomposi-
tions are reported in the main text, section III B. The relation and source of the difference between
the GKS-EDA interaction energy and the binding energy are further detailed Appendix IV B and
Table VI.

III. RESULTS AND ANALYSIS

A. Interaction of the probes with a single ion

1. F1 probe

The smallest probe (F1), made of a single urea group in-between two phenyl groups, is
found to interact with most of the investigated ions. The results of the DFT/PCM energy
minimizations at the PBE0/aug-cc-pVDZ level are ranked in Table I from the largest to the
smallest corrected (for BSSE, and for entropic terms) binding energy (i.e. binding free energy
at T=298 K), using only the most favorable equilibrium geometries found in this study. The
other equilibrium geometries found when using different initial geometries are reported in Table
VII (Supplementary Material). By entropic corrections, we mean the (negative) stabilizing
energy −T (Svib(AB)− Svib(A)− Svib(B)) defined section II, at T = 300K, reported in the
second column of Table I. By CP correction value, we mean for each complex AB, the quantity
−∆ECP (AB), defined above, which corrects the overestimated binding energy (due to BSSE).

Anions
First, most of the tested anions, whether they are monoatomic or polyatomic, interact more

strongly with F1 probe than with water, consistently with the experimental data of anion recog-
nition by urea groups [17, 23, 28, 33, 34]. In both cases, the complexation is due to the formation
of two hydrogen bonds of type N–H - - X, where nitrogen and hydrogen atoms belong to urea
while X is the targeted ion (or one of its atoms in the polyatomic case). This interaction is mainly
of electrostatic nature (see section III B below), with an interaction distance (see Section II C for

definition) ranging from 1.65 Å (for F−) to 2.41 Å (for Br−). Glyphosate (GLY) and hypochlorite
(ClO−) are the anions found to interact most favorably with F1 probe at this level of theory, with
a binding free energy (corrected binding energy) of -1.114 and -0.982 eV respectively.

The equilibrium geometries obtained for most anions and F1 probe are reported in Figure 2.
For polyatomic anions, either one oxygen of the analyte forms two H bonds of the form N–H -
- O (one for each N–H group of the urea), or two different oxygens of the analyte form one H

bond of the form N–H - - O each. The angles N̂HX associated with these H bonds (indicated
in the last column of Table I) are closer to the most favorable 180◦ angles [73] in the last case.
Finally, we observe that planar ions such as NO−

3 or ClO− are inclinated perpendicularly to the
plane of F1 probe in their equilibrium geometry. Generally speaking one can hope to increase the
selectivity of urea-based probes by using several urea moieties in specific geometries, as shown in
Refs. [23, 74] e.g. for NO−

3 ion.

The interaction between F1 probe and large anions is similar to the one described for small
anions. Indeed both glyphosate ion (GLY) and AMPA ion interact with F1 through a single one
of their functional groups (either PO2−

3 or COO− for GLY, and COO− for AMPA) bonding to
the urea of the F1 probe. As a result, the binding free energy of AMPA (-0.929 eV) is close to the
one of HCOO− alone (-0.873 eV).
Only minor deformations of F1 probe are observed regarding anion complexation discussed above.
The only visible deformations are those necessary for F1 to complex simultaneously by two H
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bonds the sulfate ion SO2−
4 and the dihydrogen phosphate ion (see Figure 2). In particular, no

covalent bond formation was found.

Cations
The interaction of F1 probe with cations occurs through two different mechanisms. First, the

phenyl rings can enable a cation-pi interaction. Second, the oxygen atom of the urea can form an
electrostatic bond with a cation. These two mechanisms result in a hybrid interaction, depicted
in Figure 3, associated to a large deformation of the probe F1. Despite being much weaker than
in the gas phase – where it can reach up to −5 eV at MP2/aug-cc-pVTZ level [70] –, the cation-π
interaction mode [57, 75–78] remains effective in implicit water. This result is consistent with the
studies of cation-π interactions in aqueous, biological conditions [77]. We show that this hybrid
interaction amounts to a binding free energy of about −1 eV at PBE0/aug-cc-pVDZ level (with
PCM), which is consistent with Ref. [70]. Both Mg2+ and Na+ ions exhibit such a large hybrid
interaction, respectively -1.555 eV and -1.114 eV. In the case of Ca2+, it is found to be much
weaker (-0.530 eV) with the default PCM radius for Calcium (used to build the cavity), although
this binding free energy was found to be very sensitive towards this PCM radius parameter (see
section II. This is consistent with cation-π theory, which predicts (at least for singly charged ions)
a larger interaction for smaller ions [57, 77].
Interestingly, this hydrid interaction is, in the case of Mg2+, more favorable than the maximal
anion – F1 interaction found in this study (see Table I). The difference of binding energies between
Mg2+ and GLY ions is much larger than kBT=25 meV (at 300 K), so that F1 probe can be
expected to be selective towards Mg2+ in water at room temperature.
Note that this hybrid interaction could not be estimated at the same PBE0/aug-cc-pVDZ level
of theory in the case of the potassium ion, as this family of Dunning basis set has no been
parametrized for the K atom to our knowledge.
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Ion
(charge)

Corrected
binding energy

∆Ecorr
bind(AB)

(entropic
correction)

CP corrected
binding energy

∆ECP
bind(AB)

(CP correction
value)

Binding geometry
Distance and
N̂HX angle
(H–bond)

Mg2+ -1.555 (-0.018) -1.537 (0.045) Urea enhanced cation-π interaction .

GLY (-2) -1.114 (-0.376) -0.738 (0.065)
Complexation by H-bonds of one oxygen
atom of the phosphate moiety of GLY

1.73 Å
155◦

Na+ -1.087 (-0.120) -0.967 (0.037) Urea enhanced cation-π interaction .

ClO− -0.982 (-0.209) -0.773 (0.040) H-bond complexation 1.74 Å
158◦

AMPA (-1) -0.929 (-0.242) -0.687 (0.059)
Complexation by H-bonds of one oxygen

of the carboxylic moiety of AMPA
1.77 Å
157◦

HCOO− -0.873 (-0.194) -0.679 (0.048)
H-bonds with 2 oxygen atoms of

HCOO−
1.78 Å
173◦

SO2−
4

-0.861 (-0.225) -0.636 (0.165) H-bonds with 2 oxygen atoms of SO42− 1.75 Å
169◦

H2PO−
4

-0.849 (-0.277) -0.572 (0.074) H-bonds with 2 oxygen atoms of H2PO−
4

1.85 Å
171◦

NO−
3

-0.751 (-0.359) -0.392 (0.035) H-bond with one oxygen atom of NO−
3

1.92 Å
157◦

HPO2−
4

-0.742 (-0.242) -0.512 (0.260) H-bonds with 1 oxygen atoms of HPO2−
4

1.72 Å
156◦

F− -0.704 (-0.094) -0.610 (0.030) H-bond complexation 1.65 Å
157◦

HCO−
3

-0.623 (-0.070) -0.553 (0.042)
H-bond complexation with one oxygen

of HCO3− only
1.86 Å
158◦

Cl− -0.584 (-0.142) -0.442 (0.023) H-bond complexation 2.23 Å
162◦

Br− -0.569 (-0.161) -0.408 (0.023) H-bond complexation 2.41 Å
164◦

Ca2+ -0.530 (-0.052) -0.478 (0.028)
Urea enhanced, very weak cation-π
interaction (interaction mainly with

oxygen of urea)
.

H2O -0.509 (-0.190) -0.319 (0.035) H bonds with oxygen atom of H2O 1.97 Å
156◦

HClO -0.491 (-0.315) -0.176 (0.042)
Complexation by H-bonds of oxygen

atom of HClO
2.01 Å
157◦

NH+
4

-0.216 (-0.140) -0.076 (0.034)
H-bond N–H (N of NH+

4 )
with nitrogen of urea group.

.

TABLE I: Binding energies of different ions with the molecule F1, estimated at PBE0/aug-cc-pVDZ level,
with DFT-D3 semi-empirical dispersion corrections [42], with PCM, corrected for BSSE by counterpoise
correction (third column), and additionally by entropic corrections (second column). Binding energies are
computed with respect to the isolated ions and F1 probe (see section II C). CP correction values naturally
do not include DFT-D3 contributions. All energies are in eV.
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GLY(2-)

ClO(-)

AMPA(-)

HCOO(-)

SO4(2-)

H2PO4(-)

NO3(-)

HPO4(-)

HCO3(-)

F(-)

Cl(-)

HClO

FIG. 2: Most stable equilibrium binding geometries at PBE0/aug-cc-pVDZ level, with PCM, found for
F1 probe and anions. The ordering corresponds to the largest (upper left) down to the lowest binding
free energy (lower right) for anions : GLY (-2), ClO−, AMPA, HCOO−, SO2−

4 , H2PO−
4 , NO−

3 , HPO2−
4 ,

HCO−
3 , F−, Cl−, HClO.
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Mg(2+)

Na(+)

Ca(2+)

FIG. 3: Optimal cation–F1 interacting geometries found at PBE0/aug-cc-pVDZ level, with PCM, for
Mg2+, Na+ and Ca2+ ions. A cation-π interation is observed for all these cations, albeit weaker for Ca2+

ion, much farther from the phenyl cycle at equilibrium.

2. F0 probe

The interactions with the F0 probe were studied to investigate whether interactions with both
branches of the probe were possible or not. It was found that for small ions, the interaction can only
occur with each branch separately. In that case, the binding energy with F0 is the same than with
the smaller F1 probe. Therefore, we focused on studying in greater details the interaction of F0
with large ions only. Equilibrium geometries obtained at the PBE0/6-31G(d) level are presented
in Figure 4.
An interaction with both branches of F0 was found for both GLY and AMPA. GLY is composed of
two negatively charged moieties that may interact with urea: –PO2−

3 on one end and –COO− on
the other. As a result, we observed a configuration in which –PO2−

3 formed H bonds with the urea
of one of the branches of F0, while –COO− formed H bonds with the urea of the other branch. In
this configuration, the two branches of F0 enclose GLY. On the other hand, AMPA is composed of
only one moiety that can interact with urea, namely a carboxylate group –COO−. We could still
obtain a configuration in which –COO− interacted with both ureas at the same time, but in this
configuration, F0 was greatly deformed as compared with its optimal standalone geometry, with a
large associated deformation energy penalty.
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Ion
CP corrected binding

energy
(CP correction value)

Binding geometry

GLY -1.098 (0.126)
GLY interacting with both urea moieties

of F1 at the same time (Figure 4 left)

AMPA -0.462 (0.122)
AMPA encaged between the two
branches of F0 (Figure 4 right)

TABLE II: CP corrected binding energies (in eV) and binding geometries of GLY and AMPA with F0 probe
(whole monomer), estimated at PBE0/aug-cc-pVDZ level, with PCM level, with DFT-D3 semi-empirical
dispersion corrections [42].

As can be seen by comparing the results reported in Tables I and II, these cage configurations
with F0 can be more favorable than the ones found with F1, depending on how much F0 is deformed.
For instance, GLY could fit inside the branches of F0 without a too large deformation of the latter.
As a result, the CP corrected binding energy between GLY and F0 (-1.098 eV) is larger than the
one for GLY and F1 (-0.738 eV). But in the case of AMPA, the probe F0 was much more deformed,
resulting in a large deformation energy and a smaller CP corrected binding energy (-0.462 eV) than
in the case with F1 (-0.687 eV). Note that for such a large system involving F0 molecule, and the
associated very large computational cost of Hessian calculations, entropic contributions to the free
energy could not be estimated, so that we only report CP corrected binding energies.

GLY(2-)

AMPA(-)

FIG. 4: Interaction between F0 and GLY (left) and AMPA (right). Optimization at PBE0/6-31G(d) level
with PCM model.
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Note also that for both of these configurations with F0, the CP correction is about twice larger
than the one obtained with F1. For instance, the CP correction for AMPA was of -0.059 eV
with F1 (see Table I), while it reaches -0.122 eV with F0. The reason lies in the definition of the
BSSE error: in a complex, the electronic density of a given fragment can express itself using the
atom-centered basis functions of the other fragment, which usually leads to an overestimation of
the interaction energy [79]. Compared to the interaction with F1, the interaction between F0 and
the analyte involves about twice as many atoms, leading to a larger CP correction.

B. Energy Decomposition Analysis (EDA) for F1 probe – ion compounds

The components of the energy arising from the GKS-EDA decomposition scheme are reported in
Table V (Supplementary Material) and in figure 5 below, allowing for a more visual understanding
of this partitioning and a comparison of the differences between some representative interaction
mechanisms. For all ions (and also for the neutral species H2O and HClO to a lesser extent), the
interaction is mainly of electrostatic nature, as the electrostatic term is always larger than the
polarization term, except for NH+

4 that interacts very weakly. This confirms the non-covalent,
mainly ionic character, of the interaction, as the share of the polarization term in the total energy
is an indicator of the degree of orbital hybridization and thus of covalent bonding.

Ele
ct

ro
st
at

ic

Pau
li-

re
pu

lsi
on

Pol
ar

iz
at

io
n

D
es

ol
va

tio
n

D
isp

er
sio

n-
co

rr
el
at

io
n

−300

−200

−100

0

100

200

E
n

er
gy

(i
n

%
of

th
e

to
ta

l
in

te
ra

ct
io

n
en

er
gy

)

Mg2+

Na+

Ca2+

NH+
4

ClO−

GLY

SO2−
4

HPO2−
4

AMPA

HCOO−

H2PO−
4

HCO−
3

NO−
3

F−

Cl−
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FIG. 5: Histogramm showing the contribution of all terms of the GKS-EDA interaction energy (in % of the
total interaction energy, negative terms accounting by convention for attractive contributions, see Table V)
of F1 probe with all studied chemical species. We choose to gather respectively cations, anions interacting
with F1 probe thanks to an oxygen atom (from ClO− to NO−

3 ), halides (F−, Cl−, Br−), and neutral
species (H2O, HClO). Within these subgroups, ions or molecules are ranked by (uncorrected) binding
energies (Table I). As suggested in [62], exchange and repulsion terms were grouped into a Pauli repulsion
term, as well as dispersion and correlation terms.
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1. Interaction with cations

The desolvation energy quantifies the loss of energy of the two interacting fragments, due to
the non-complete solvation shell around them, when they lie close one to another in the complex
geometry. For cations such as Ca2+ (see Table V), and more specifically Mg2+, the desolvation
free energy is particularly high (see Table V and histogram 5). This is due to the high solvation
free energy of these cations and to the urea enhanced cation-π interaction geometry unveiled
above, which forces the ion to loose more than half its complete solvation shell due to the steric
hindrance of the phenyl group. This desolvation penalty is compensated (for cations interacting
by urea enhanced cation-π interaction) by a strong electrostatic free energy contribution as well
as a significant polarization free energy contribution, in particular for Mg2+ ion. The polar-
ization contribution, which is particularly high for Mg2+, quantifies the energy gain due to the
orbital relaxation of the fragments upon complexation. It thus seems that the orbitals associated
to the magnesium ion are the most affected (relative to other ions) by the interaction with F1 probe.

2. Polyatomic analytes

In this study, all polyatomic analytes – be them negatively charged or neutral – interact
with F1 probe through hydrogen bonds of the type N–H - - O, O belonging to the analyte. As
expected from hydrogen bonding, the electrostatic free energy is the major contributor to the
interaction energy. The former is about twice as large (or more) as the polarization energy, the sec-
ond largest attractive contribution to the total interaction energy, as can be seen from Histogram 5.

It is interesting to note that all energetic terms (except desolvation) can be linearly correlated
to the length of the H bond (see Figure 6). In particular, considering only polyatomic analyte –
F1 complexes, the electrostatic, Pauli repulsion and polarization energies are linearly correlated to
the length of the H bond (Figure 6). This linear behavior is consistent with the physical meaning
of each term. First, electrostatic free energy originates from attractive Coulomb interactions,
whose strength increases when the distance decreases. Second, Pauli repulsion is due to Pauli’s
exclusion principle, which plays a role when the electronic densities of the fragments overlap. It
is thus expected to be positive and increase when the separation between the fragment decreases.
Third, the polarization free energy measures the energetic gain associated to the relaxation of the
electronic density of the fragments, with respect to their isolated counterparts, upon approaching
one to another. Its magnitude is thus also expected to increase when the interaction distance
decreases. Finally, dispersion-correlation term is less clearly correlated with the length of the H
bond (not shown).

Let us also notice that the desolvation free energy is not correlated with the length of the H
bond, but rather with the charge of the ion. Indeed, anions with charge -2 have a desolvation
energy around 1.8 eV, while anions with charge -1 have a desolvation energy around 0.9 eV, and
the neutral species (H2O and HClO) have a negligible desolvation energy (about -0.1 eV in both
cases). The only exceptions are fluorine (F−) and glyphosate (GLY).
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FIG. 6: Dependance of some terms of the GKS-EDA interaction energy (between F1 probe and anions)
with the length of the H bond. Two linear fits are performed on these data: one for complexes with N-H
- - O bond and one for halides, which interact with F1 thanks to a different kind of H bond.

3. Interaction with halides

As can be seen on Figure 6, the previous analysis for polyatomic ions cannot be extended to
the case of halide ions. Indeed, the nature of the bond between halides and F1 is different, as it is
of the type N–H - - X, X being the halide ion. The main energy contributions are still following a
linear pattern in the case of halides, but its parameters are not the same as in the case of the N-H
- - O bond. As expected, the interacting distance between halides and F1 increases with the size of
the anion. Therefore, the interacting distance of F− is smaller than Cl−, which is smaller than Br−.

IV. CONCLUSION

In this article, we probed the interaction of a urea-based probe with a wide variety of ions in
water by means of DFT calculations complemented with an implicit solvation model (PCM). We
derived binding free energies, corrected for the Basis Set Superposition Error and accounting for
entropic contributions at room temperature. Two different interaction mechanisms are predicted:
one for anions and one for cations. On the one hand, the observed sensitivity of F0 and F1
probes to anions is due to hydrogen bonds with the urea groups, which we show thanks to the
GKS-EDA analysis to be of different nature for oxoanions and for halides. On the other hand, the
presence of the phenyl groups in the probe leads to competitive interactions with cations – which
are always present in solution as counter-ions. The observed cation-π interaction, enhanced by
the interaction with the oxygen atom of urea, is predicted to be stronger than the urea – anion
interaction, in particular for Mg2+ cation.
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The thermodynamical predictions of this article are relevant for a range of concentrations
allowing possible interaction of the ions with the probes. This family of urea based probes are
thus predicted to be sensitive to a wide variety of ions in water, the latter having a much larger
binding free energy with the probes than water itself (except NH+

4 ion). Within the usual range
of concentration of the studied ions in water, our results let us expect a selectivity to Mg2+ ion,
due to the large binding free energy difference with the second most interacting ion (about 18
times kBT at room temperature) and thanks to the Boltzmann exponential factor governing the
probability of interaction. Strategies to reach selectivity to anions, would require the combination
of several urea groups as well as impeding the possibility of a cation-π interaction.

Whether these results can be extrapolated into predictive reaction constants (characterizing the
probe selectivity) is still an open question, although it has been reported to work well in some
contexts [68]. Indeed, this DFT/PCM study, performed by means of geometry minimizations,
overlooks dynamical (kinetic) effects, which might be the driving force in some contexts, as well as
solvent structure effects [56]. The role of the first solvation shell and the necessity to include some
explicit water molecules around the probe [80] is still an open question. To include these effects,
explicit solvent molecular dynamics simulations (e.g. using polarizable force fields to accurately
describe electrostatics and polarization) would be a reliable method. The binding free energies at
room temperature could be as well be estimated with such an explicit solvent room temperature
dynamics, and compared with the binding free energy derived here (at a lower computational cost)
by structural minimizations with DFT/PCM calculations, and additional entropic corrections.
Moreover, the DFT/PCM calculations of this study can be used as reference data to parametrize
the force field necessary to run dynamical simulations. Such force field parameters optimization
and explicit solvent molecular dynamics simulations will be reported in the near future, and
compared to the predictions of the present study.
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Appendix

A. Convergence of binding energies with the basis set

1. PBE0/6-31G(d) level

As can be seen comparing the results reported in Tables I and III, the selectivity order found
at PBE0/6-31G(d) level is significantly different from the selectivity order found at PBE0/aug-
cc-pVDZ level (both with PCM). This can be noticed e.g. for F− ion, which displays the largest
binding energy at PBE0/6-31G(d) level (Table III), while it only interacts moderately with F1 at
PBE0/aug-cc-pVDZ level (Table I), showing that the results of binding energies are not converged
for the basis set 6-31G(d).

Ion
Uncorrected

binding energy
(eV)

Binding geometry
Distance
H-bond

F− -1.837 H bonds with urea 1.52 Å

Mg2+ -1.810 Cation-π interaction .

ClO− -1.342 H bonds with urea 1.68 Å

Na+ -1.189 Cation-π interaction .

SO2−
4

-1.173 H-bonds with 2 oxygen atoms of SO42− 1.72 Å

HCOO− -1.163 H-bonds with 2 oxygen atoms of HCOO− 1.78 Å

HPO2−
4

-1.145 H-bonds with 1 oxygen atoms of HPO2−
4 1.69 Å

H2PO−
4

-0.908 H-bonds with 2 oxygen atoms of H2PO−
4 1.81 Å

HCO−
3

-0.894 H-bonds with 2 oxygen atoms of HCO−
3 1.82 Å

AMPA -0.882
Complexation by H-bonds of the

carboxylic moiety on the urea 1.77 Å

K+ -0.790 Cation-π interaction .

GLY -0.722
Complexation by H-bonds of the

phosphate moiety on the urea 1.87 Å

Ca2+ -0.716
Very weak cation-π interaction

(interaction mainly with oxygen of urea)
.

NO−
3

-0.756 H-bonds with one O of NO−
3 1.85 Å

Cl− -0.553 H bonds with urea 2.23 Å

H2O -0.548 H bonds with urea 1.91 Å

HClO -0.326 H bonds with oxygen atom of HClO 2.01 Å

NH+
4

-0.138
H-bond N–H (N of NH+

4 )
with nitrogen of urea

.

TABLE III: Binding energies (in eV) of different ions with molecule F1 computed at the PBE0/6-31G(d)
level, with DFT-D3 corrections [42]) and with a PCM implicit solvent model, using GAMESS code.

2. PBE0/aug-cc-pVDZ // PBE0/aug-cc-pVTZ and PBE0/aug-cc-pVDZ // MP2/aug-cc-pVTZ levels

The selectivity order at the level PBE0/aug-cc-pVDZ // PBE0/aug-cc-pVTZ (optimization at
PBE0/aug-cc-pVDZ level followed by PBE0/aug-cc-pVTZ single point calculations at PBE0/aug-
cc-pVDZ optimal geometry) is the same as at the level PBE0/aug-cc-pVDZ, except a reversal
for F− and H2PO−

4 (these ions being already very close in terms of uncorrected binding energies
at PBE0/aug-cc-pVDZ level, within ±1%), and a reversal for Ca2+ and HCO−

3 (see Table IV).
Note that the reversal in selectivity order for F− and H2PO−

4 also occurs at PBE0/aug-cc-pVDZ
level when considering CP corrected binding energies instead of uncorrected binding energies. Let
us note that binding energies for anions seem to show a tendency to decrease with increasing
basis set size (e.g. from PBE0/aug-cc-pVDZ level to PBE0/aug-cc-pVDZ // PBE0/aug-cc-pVTZ
level), while an opposite behavior is observed here for the cations Mg2+ and Ca2+ (the binding
energy being stabilized for Na+ ion).

The selectivity order at the level PBE0/aug-cc-pVDZ // MP2/aug-cc-pVTZ (optimization at
PBE0/aug-cc-pVDZ level followed by MP2/aug-cc-pVTZ single point calculations at PBE0/aug-
cc-pVDZ optimal geometry) is exactly the same as at the level PBE0/aug-cc-pVDZ (see Table
IV), which is very satisfactory. Semi-empirical corrections for the London dispersion interactions
(DFT-D3) were not included for the MP2 calculations [52], as MP2 accounts well for these
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interactions [81] (part of the MP2 energy correction to Hartree-Fock being dispersion energy).
In conclusion, Table IV validates the use of PBE0/aug-cc-pVDZ as level of theory, which turns
out being both computationally tractable and in accordance with other higher-level theories. The
binding energies are indeed shown to be sufficiently converged with respect to the basis set at the
PBE0/aug-cc-pVDZ level, which justifies the choice of aug-cc-pVDZ basis set in conjunction with
this DFT exchange-correlation functional.

Ion
Uncorrected binding energy,

Opt PBE0/aug-cc-pVDZ
with DFT-D3, with PCM

Uncorrected binding energy,
SP PBE0/aug-cc-pVTZ

with DFT-D3, with PCM

Uncorrected binding energy,
SP MP2/aug-cc-pVTZ at

PBE0/aug-cc-pVDZ optimum,
with PCM

Mg2+ -1.582 -1.646 -1.718

Na+ -1.004 -1.001 -1.380

ClO− -0.813 -0.762 -0.849

GLY -0.803 -0.732 -0.842

SO2−
4

-0.800 -0.701 -0.809

HPO2−
4

-0.772 -0.685 -0.758

AMPA -0.746 -0.677 -0.742

COOH− -0.727 -0.671 -0.730

H2PO2−
4

-0.645 -0.557 -0.658

F− -0.640 -0.600 -0.601

HCO−
3

-0.595 -0.509 -0.556

Ca2+ -0.506 -0.538 -0.544

Cl− -0.465 -0.441 -0.526

Br− -0.431 -0.410 -0.499

NO−
3

-0.427 -0.397 -0.474

H2O -0.354 -0.300 -0.320
HClO -0.218 -0.196 -0.260

NH+
4

-0.110 -0.083 -0.127

TABLE IV: Convergence with basis set size of the uncorrected (for BSSE) binding energies (in eV).
Single Point calculations at the PBE0/aug-cc-pVTZ or MP2/aug-cc-pVTZ level have been performed at
the complex equilibrium geometries found at the PBE0/aug-cc-pVDZ level (right column). The binding
energies at the PBE0/aug-cc-pVDZ level (third column) are found to be stable (within ± 15 %) with
increasing basis set size (both using DFT and PBE0 functional, or MP2). The selectivity order is preserved
at higher levels of theory.

B. Generalized Kohn-Sham Energy Decomposition Analysis : complete data

The total interaction energy found by the GKS-EDA analysis in our optimized complexes
is decomposed into electrostatic, exchange, repulsion, polarization, desolvation free energies,
dispersion energy and electron correlation energy, as can be seen from Table V. This total
interaction energy found by the GKS-EDA method can be compared with the binding energy
defined and computed in our study (last column of the Table V). As explained section III B, these
two measures of ion – probe interaction strength can largely differ due to the choices of cavity and
to the deformation energy of the probe upon ion complexation. The total GKS-EDA interaction
energy may largely overestimate the interaction strength evaluated in terms of the binding energy.
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Complex
Electrostatic
free energy

Exchange
free energy

Repulsion
free energy

Polarization
free energy

Desolvation
free energy

Dispersion
energy

Electron
correlation

Total
interaction
energy

(CP cor-
rected)

CP
corrected
binding
energy
(this

study)

F1 – Mg2+ -5.494 -0.905 2.708 -4.867 3.977 -0.063 -0.194 -4.839 -1.537

F1 – Na+ -1.909 -0.470 1.108 -0.821 0.663 -0.063 -0.026 -1.518 -0.967

F1 – ClO− -2.487 -2.477 4.450 -1.193 0.913 -0.118 -0.367 -1.280 -0.773

F1 – GLY -2.624 -2.362 4.230 -1.359 1.317 -0.158 -0.269 -1.226 -0.738

F1 – SO2−
4

-2.891 -2.468 4.372 -1.592 1.877 -0.169 -0.358 -1.229 -0.636

F1 – HPO2−
4

-3.053 -2.561 4.583 -1.710 1.778 -0.139 -0.299 -1.402 -0.512

F1 – AMPA -2.346 -2.251 4.032 -1.164 0.888 -0.160 -0.253 -1.255 -0.687

F1 – HCOO− -2.423 -2.368 4.196 -1.041 0.930 -0.126 -0.298 -1.131 -0.679

F1 – H2PO−
4

-1.981 -1.848 3.228 -0.779 0.782 -0.156 -0.258 -1.011 -0.572

F1 – F− -2.954 -2.394 4.320 -1.345 1.497 -0.047 -0.295 -1.218 -0.610

F1 – HCO−
3

-1.884 -1.725 3.026 -0.804 0.757 -0.127 -0.249 -1.007 -0.553

F1 – Ca2+ -3.991 -0.806 1.957 -1.686 3.281 -0.131 -0.147 -1.523 -0.478

F1 – Cl− -1.748 -1.427 2.533 -0.711 0.965 -0.074 -0.305 -0.766 -0.442

F1 – Br− -1.533 -1.272 2.250 -0.605 0.855 -0.087 -0.304 -0.696 -0.431

F1 – NO−
3

-1.500 -1.222 2.168 -0.590 0.777 -0.126 -0.228 -0.721 -0.392

F1 – H2O -0.749 -0.933 1.659 -0.129 -0.139 -0.070 -0.143 -0.504 -0.354
F1 – HClO -0.440 -0.715 1.285 -0.147 -0.109 -0.100 -0.120 -0.346 -0.187

F1 – NH+
4

-0.360 -0.531 1.008 -0.561 0.317 -0.101 -0.140 -0.369 -0.142

TABLE V: GKS-EDA analysis [1, 59] on the PBE0/aug-cc-pVDZ optimized F1 – ions complexes, in the
all basis set case, i.e. BSSE corrected. Energies are in eV.

More specifically, the following relation holds between the total (CP-corrected) interaction en-
ergy of the GKS-EDA method and our binding energy :

∆Ebind(AB) =∆ECPint,GKS−EDA(AB) + ∆Edef (AB) +
[
∆E(A)PCMAB

]BSSE
cavityAB

+
[
∆E(B)PCMAB

]BSSE
cavityAB

(9)

+
[
∆EAAB(A)

]PCM
solvent−excludedA/AB

+
[
∆EBAB(B)

]PCM
solvent−excludedB/AB

(10)

where ∆Ebind(AB) is the (uncorrected) binding energy defined equation 1 in the main text (section
II C), ∆ECPint,GKS−EDA(AB) is the counterpoise corrected interaction energy of the complex AB

computed by the GKS-EDA method (second column of Table VI), ∆Edef (AB) is the deformation
energy (third column of Table VI) defined in section II of the article. Finally, the four terms[
∆E(A)PCMAB

]BSSE
cavityAB

+
[
∆E(B)PCMAB

]BSSE
cavityAB

+
[
∆EAAB(A)

]PCM
solvent−excludedA/AB

+
[
∆EBAB(B)

]PCM
solvent−excludedB/AB

are gathered into a so-called solvent excluded and BSSE energy contribution (fourth column of
Table VI), useful to decompose the CP corrected binding energy.[

∆E(A)PCMAB

]BSSE
cavityAB

and
[
∆E(B)PCMAB

]BSSE
cavityAB

are Basis Set Superposition Error terms, com-

puted for each fragment A or B, in the geometry of the complex AB, with the supramolecular
cavity of the complex AB, as the difference of PCM energy with the whole basis set (of fragments
A and B) with respect to the PCM energy using only the fragment (A or B) basis set :

[
∆E(A)PCMAB

]BSSE
cavityAB

= EABAB (A)PCM −
[
E(A)CavityAB,BasisA

AB

]PCM
(11)[

∆E(B)PCMAB

]BSSE
cavityAB

= EABAB (B)PCM −
[
E(B)CavityAB,BasisB

AB

]PCM
(12)

Finally,
[
∆E(A)A

]PCM
solvent−excludedA/AB

and
[
∆E(B)B

]PCM
solvent−excludedA/AB

are solvent-excluded en-

ergies, computed for each fragment, in the complex geometry, with its own basis, as the difference
of PCM energy taking the whole supramolecular (AB) cavity with respect to the PCM energy
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taking the natural fragment cavity of A or B only :[
∆EAAB(A)

]PCM
solvent−excludedA/AB

=
[
E(A)CavityAB,BasisA

AB

]PCM
− EAAB(A)PCM (13)[

∆EBAB(B)
]PCM
solvent−excludedB/AB

=
[
E(A)CavityAB,BasisB

AB

]PCM
− EBAB(B)PCM (14)

This decomposition of Table VI highlights the origins of the differences between the GKS-EDA
interaction energy and the binding energy defined and used throughout this study. In particular,
the deformation energies of F1 probe in the urea enhanced cation-π complex geometries are much
larger (in particular for Mg2+) that their counterparts corresponding to hydrogen-bond complexes
with anions. However, the solvent excluded and BSSE energy component accounts for the most
striking differences between our CP-corrected binding energy and the CP-corrected GKS-EDA total
interaction energy, in particular for Mg2+, for which it is responsible of 85 % of the difference. In
the latter case, the choice of a supramolecular cavity (cavity of the complex) for the ion alone, in
the complex geometry, instead of its natural cavity (sphere), leads to notably high differences.

Complex
Total interaction

energy GKS-EDA
(CP corrected)

Deformation
energy

Solvent excluded
and BSSE energy

CP corrected
binding energy
(this study)

F1 – Mg2+ -4.839 0.500 2.802 -1.537

F1 – Na+ -1.518 0.155 0.396 -0.967

F1 – ClO− -1.280 -0.056 0.563 -0.773

F1 – GLY -1.226 -0.001 0.489 -0.738

F1 – SO2−
4

-1.229 0.044 0.549 -0.636

F1 – HPO2−
4

-1.402 0.093 0.797 -0.512

F1 – AMPA -1.255 0.047 0.521 -0.687

F1 – HCOO− -1.131 0.027 0.425 -0.679

F1 – H2PO−
4

-1.011 0.052 0.387 -0.572

F1 – F− -1.218 0.087 0.521 -0.610

F1 – HCO−
3

-1.007 0.085 0.369 -0.553

F1 – Ca2+ -1.523 0.189 0.856 -0.478

F1 – Cl− -0.766 0.023 0.301 -0.442

F1 – Br− -0.696 0.017 0.248 -0.431

F1 – NO−
3

-0.721 0.022 0.307 -0.392

F1 – H2O -0.504 0.012 0.138 -0.354
F1 – HClO -0.346 0.015 0.144 -0.187

F1 – NH+
4

-0.369 0.067 0.160 -0.142

TABLE VI: Decomposition of the CP-corrected binding energy in terms of the GKS-EDA [1, 59] CP-
corrected interaction energy, the deformation energy and the so-called solvent excluded and BSSE energy,
defined in detail in the text. Energies are in eV.

C. Other local minima for F1–ions compounds found at PBE0/aug-cc-pVDZ level

We have reported in Table I only the most stable local minima unveiled in this study. However, by
testing a wide variety of initial relative positions, we found other stable equilibrium configurations,
corresponding to lower binding energies (in absolute value), which are reported in Table VII.
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Ion
(best local

minimum in eV)

Other local minima :
Uncorrected binding energy

(eV)
Binding geometry

Mg2+ (-1.582) -1.519
Interaction with the oxygen atom of urea (1.84 Å distance) and

very weak interaction with the two phenyl groups (about 4 Å
distance)

Mg2+ (-1.582) -1.247 Interaction only with the oxygen atom of urea (1.85 Å distance)

Na+ (-1.004) -0.886
Interaction with the oxygen atom of urea (2.12 Å distance) and

very weak interaction with the two phenyl groups (about 4 Å
distance)

Mg2+ (-1.582) -0.710
Cation-π interaction with one phenyl group only (ion above

aromatic cycle)

GLY (-0.803) -0.637
Complexation by H bond of the carboxylic moiety of GLY with a

single N-H of the urea

SO2−
4 (-0.800) -0.627 H – bonds with one oxygen atom of SO2−

4 (1.84 Å distance)

HCOO− (-0.727) -0.624
Complexation by H-bond of a single O of HCOO on both N-H of

the urea

Na+ (-1.004) -0.593
Cation-π interaction with one phenyl cycle only (2.75 Å average

distance of Na+ to carbon atoms), F1 probe planar

Ca2+ (-0.506) -0.414
Weak urea-enhanced cation-π interaction (2.25 Å distance with

oxygen atom of urea and about 4 Å distance from the closer
carbon atom of phenyl cycle)

Ca2+ (-0.506) -0.156
Urea-enhanced cation -π interaction (2.28 Å distance with

oxygen atom of urea and about 3.20 Å average distance from
carbon atoms of phenyl cycle)

HClO (-0.218) -0.190
H–bond between O–H of HClO (located above urea group) and

one nitrogen of urea (1.88 Å)

TABLE VII: List of other local minima found for ions (less stable than those of table I), at the PBE0/aug-
cc-pVDZ level. The best local minimum energy unveiled in this study (Table I) is recalled in parenthesis
after each ion (in terms of uncorrected binding energy). Energies are in eV.
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Tognetti, Frank Weinhold, and Émilie-Laure Zins. Nine questions on energy decomposition analysis.
Journal of Computational Chemistry, 40(26):2248–2283, jun 2019.

[73] Abhishek Shahi and Elangannan Arunan. Why are hydrogen bonds directional? Journal of Chemical
Sciences, 128(10):1571–1577, 2016.

[74] Blakely W. Tresca, Ryan J. Hansen, Calvin V. Chau, Benjamin P. Hay, Lev N. Zakharov, Michael M.
Haley, and Darren W. Johnson. Substituent effects in CH hydrogen bond interactions: Linear free
energy relationships and influence of anions. Journal of the American Chemical Society, 137(47):14959–
14967, nov 2015.

[75] Jennifer C. Ma and Dennis A. Dougherty. The cation-π interaction. Chemical Reviews, 97(5):1303–
1324, aug 1997.

[76] J. P. Gallivan and D. A. Dougherty. Cation-pi interactions in structural biology. Proceedings of the
National Academy of Sciences, 96(17):9459–9464, aug 1999.

[77] Dennis A. Dougherty. The cation-π interaction. Accounts of Chemical Research, 46(4):885–893, dec
2012.

[78] Kiran Kumar, Shin M. Woo, Thomas Siu, Wilian A. Cortopassi, Fernanda Duarte, and Robert S.
Paton. Cation–π interactions in protein–ligand binding: theory and data-mining reveal different roles
for lysine and arginine. Chemical Science, 9(10):2655–2665, 2018.

[79] Klaus R. Liedl. Dangers of counterpoise corrected hypersurfaces. advantages of basis set superposition
improvement. The Journal of Chemical Physics, 108(8):3199–3204, 1998.

[80] Kwang-Hwi Cho, Kyoung Tai No, and Harold A Scheraga. Ion pair interactions in aqueous solution:
Self-consistent reaction field (scrf) calculations with some explicit water molecules. The Journal of
Physical Chemistry A, 104(27):6505–6509, 2000.

[81] Stefan Grimme. Density functional theory with london dispersion corrections. Wiley Interdisciplinary
Reviews: Computational Molecular Science, 1(2):211–228, mar 2011.


	Introduction
	Methodology
	Investigated systems: ions – probes compounds in water
	Level of theory 
	Methodological details 

	Results and analysis
	Interaction of the probes with a single ion
	F1 probe
	F0 probe

	Energy Decomposition Analysis (EDA) for F1 probe – ion compounds
	Interaction with cations
	Polyatomic analytes
	Interaction with halides


	Conclusion
	Conflicts of interest
	Acknowledgements
	Appendix
	Convergence of binding energies with the basis set
	PBE0/6-31G(d) level
	PBE0/aug-cc-pVDZ // PBE0/aug-cc-pVTZ and PBE0/aug-cc-pVDZ // MP2/aug-cc-pVTZ levels

	Generalized Kohn-Sham Energy Decomposition Analysis : complete data
	Other local minima for F1–ions compounds found at PBE0/aug-cc-pVDZ level

	References

