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Abstract

We developed a human assisted speaker diarization platform
that enables a human annotator to correct the output of any
speaker diarization system by providing a graphical view of the
diarization segmentation and clustering steps while guiding the
human annotator to optimize the correction process and easily
improve the resulting diarization.
Index Terms: speaker diarization, human assisted learning, hu-
man machine interface

1. Introduction
Speaker diarization is the task of annotating ”Who speaks
when?” in an audio stream [1]. Often used as a pre-processing
step for other speech related tasks (e.g., speech recognition or
speaker recognition [2, 3]), speaker diarization is also necessary
for data indexing. Internet platforms and broadcast archivers
store an increasing amount of audio and video data that needs to
be retrieved according to various criteria including the speakers
identity. To be usable, the speaker annotation of audio archives
need to reach a level of performance that is still higher than the
one achieved by today’s state-of-the-art automatic systems 1.

Manually annotating audio data is a tedious work that re-
quires a huge amount of manpower. Lowering the cost while
improving the quality of the diarization can be achieved by in-
volving human annotators with the massive processing power
of automatic systems in a so called human-in-the-loop strategy.
Collaboration between humans and automatic systems can be
implemented in two manners. First, the human can help initial-
izing the diarization system in order to improve its performance.
This helps addressing a well known bottleneck in speaker di-
arization systems related to the unknown number of speakers in
the audio streams. This approach was proposed in [4]. The sec-
ond manner consists of involving the human-in-the-loop while
processing the audio stream. In a previous work [5], we pro-
posed such an active correction process that has shown a great
potential to reduce Diarization Error Rate (DER) while main-
taining a low cost in terms of human interactions. The draw-
back of this option is that the automatic system should include
the human expert by design. This strongly limits the possible ar-
chitectures and doesn’t allow to benefit from the rapidly grow-
ing diversity of systems [6, 7]. For this reason, we propose
to use a third strategy that consists of post-editing the output
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1This conclusion is based on observations of our industrial partners
and depends on the expected quality of service.

of any speaker diarization system via an active-correction pro-
cess involving a human expert. In this work we present an in-
dependent speaker diarization active correction module and its
graphical user interface. This module can be used on top of any
automatic speaker diarization system.

The next section (Sec. 2), gives an overview of existing
methods and tools for speaker diarization involving a human in
the loop. Section 3 describes the platform architecture including
our speaker diarization human interface (Section ??) and the
automatic system running as a back-end (Section 3.2).

2. Related works
Different approaches involving human experts in the annota-
tion process have been proposed to improve the quality of the
automatically generated speaker diarization while limiting the
human effort. Some approaches propose to optimize the start-
ing point of the speaker diarization process by using the human
expert to discover the existing speakers [4] while others propose
to first run an automatic system before guiding the human ex-
pert through the correction of the resulting annotation [8]. Our
work builds on top of the former approach. Considering that a
chronological correction of the speaker diarization output is not
efficient [8] and that the main benefit would come from the cor-
rection of the clustering step, we developed an automatic sys-
tem that actively questions a human expert to correct an existing
diarization.

A few user interfaces are popular for speech annotation.
Amongst the most well known, Praat [9] and Transcriber [10]
have been used for years and for many purposes. Those inter-
faces are not adapted for our task for two reasons. First, they
have not been designed to specifically address speaker diariza-
tion and thus are not optimized for this task but most impor-
tantly, they don’t allow the integration of an automatic system
to assist the human. For those reasons we developed our own
user interface that is described in Section 3.

3. The active-correction platform
Our platform relies on a Python back-end plugged into a
JavaScript/HTML interface. When starting, the platform allows
the user to select an audio file and a Python script that that will
take this Wave file as input and output an MDTM file on disk
after running an automatic diarization process. Our platform
will then expose the resulting diarization through a graphical
interface and guide the annotator to correct it.

3.1. The human interface for active correction

The user interface fulfills two main functions to allow the anno-
tator to correct the segmentation and their clustering. A screen-
shot of the clustering correction interface is given on Figure 1.



In a first step, the segments are displayed in the bottom panel on
top of the waveform and the user is allowed to modify their bor-
ders, listen to the audio and add/remove segments or clusters.
The segmentation is then validated and our active-correction
module runs in the back-end to produce a clustering tree based
on the current diarization that is then displayed in the top-left
panel. The clustering correction process is described in Sec. 3.2
and with more details in [5].

After correcting the clustering, the user interface allows the
user to save the resulting diarization in an MDTM file or to
reset it to the original one. The user interface also offers menus
to modify the different parameters of the system and view.

Figure 1: Screenshot of the graphical user interface of the
LIUM Human Active Correction Platform for speaker diariza-
tion.

3.2. The clustering active-correction system

In a previous work [5] we proposed an active-correction pro-
cess based on a two step hierarchical agglomerative clustering.
This work was limited by some assumptions made on the struc-
ture of the speaker diarization automatic system and remained a
theoretical approach evaluated by a user simulation module de-
veloped for reproducibility purposes. In this work, we adapted
our previous active correction process to be used on top of any
automatic speaker diarization system and integrated in a user
interface. Our approach takes as input an audio stream together
with the diarization of this one, provided by an initial automatic
system.

Building on top of our previous work [5] and considering
that a clustering tree based on distances between audio seg-
ments provides an ergonomic view and a convenient framework
to question the clustering process, our back-end automatic sys-
tem computes one x-vectors for each audio segment and build
a clustering tree by performing successive constrained hierar-
chical agglomerative clusterings. More details can be found
in [5]. The resulting tree is exposed in the top-left panel and
questions are asked to the human annotator in a sequence that
is optimized w.r.t the architecture of the tree. The annotator is
asked simple binary questions regarding the nodes of the clus-
tering tree: ”Should those two branches be grouped or split?”.
To answer the questions, the user is offered the list of segments
belonging to each branch and can listen to them. Although our
system ranks and limit the questions asked to the user, this one
can still select other nodes from the tree and modify the cluster-
ing freely.

The x-vector system used in our back-end algorithm are ex-
tracted using a ResNet architecture available in the open-source

SIDEKIT platform [11] and an automatic diarization system is
provided together with our platform based on S4D [12].

In test mode (when the ground truth of the diarization is
available), it is possible to monitor the DER along the correc-
tion.

4. Conclusions
This work fills the gap between the academic development of
speaker diarization systems and the use of those systems in
commercial application where the quality of the diarization can
be improved by taking advantage of a human supervision. The
proposed approach enables an active-correction process that
helps the human annotator maximizing the benefit of the time
spent to correct automatic annotations. The current version of
the system will be improved in the future to take advantage of
the information provided by the human annotator along the cor-
rection process in order to improve the quality of the automatic
system used in back-end in a lifelong learning manner and to
enable a similar active-correction process for diarization of a
collection of documents across time.
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